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In this Master’s Thesis a basic tool for Disaster Recovery Planning (DRP) was created. The 
goal was to create a tool which is easy to use and as self-explaining as possible so that 
administrators feel it convenient to use in their daily work.  
 
First the basic concepts of contingency, continuity planning and disaster recovery are ex-
plained. Also their effect on the subject and their interactions, similarities and differences are 
explained in the theory section. For meeting the goal of this thesis, it is vital that the admin-
istrators’ point of view was taken into account. Their suggestions on how the tool should be 
created and what it should contain were considered. This was done by creating an adminis-
trator questionnaire that gave an insight on how they feel about the subject.  
 
In the second phase the tool was implemented using the selected software and features. 
After implementation the tool was tested with administrators. Test results and suggestions 
for future improvement that the test provided are included in the testing section. The testing 
situation proved that there is a need for this kind of guiding tool with pre fixed fields where 
administrator can fill in the data without thinking all the possibilities. Administrators that the 
tool was tested with were also contended with the features that were selected in the tool, 
and with the fact that they were given a chance to have an effect on the outcome of the tool 
in the planning phase and in the testing phase. 
  
Although this tool for creating DRP was created for Finnish Meteorological Institute, the tool 
itself can be used in other organizations and companies as well as in any data center envi-
ronment. 

Keywords Disaster Recovery Plan, DRP, Information Security, Contin-
gency, Continuity Plan 
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1 Introduction 

Information security as a whole has become one of the hottest topics in Information and 

Communication Technology (ICT) field today. It has grown from simple access control 

and identification mechanics to a huge, multi-domain sector that should be taken into 

account whenever new technologies and services are developed or existing technolo-

gies and solutions are used. International and national laws, directives and regulations 

are created for trying to ensure safety of data and services. On the other hand every 

piece of information ever created is going online thus making it vulnerable to different 

kind of unintentional breaching situations or hardware failures. Risk based approach in 

traditional finance business sector has grown to cover also ICT business services.  

 

We rely on online services on a daily basis. People are so accustomed to think that their 

mobile phones, bank services, weather services and health services are working all the 

time, day and night. For example online shopping services should be running 24/7 so 

the companies could make maximum profit out of every minute. If services are not work-

ing, every second can be counted as a financial loss. 

 

As the systems and services grow more complex, these kind of services need to be 

created in a way that there is resilience in the architecture of the ICT systems, and con-

tinuity in every part of them. This is called contingency planning. However, things do 

break no matter what, and when they do, there needs to be way to properly fix them as 

fast as possible without causing more damage while fixing them. ICT Systems rely on 

other systems and services, and it is crucial to know in which order they can be started 

to avoid further damage or downtime to services. This kind of thinking is contingency 

planning.This concept can be further divided in two parts in ICT field, continuity planning 

and Disaster Recovery Planning.  

While continuity planning is responsible for trying to keep things running when something 

goes wrong, Disaster Recovery Plan (DRP) tries help to fix these problem at the same 

time. As an analogy, if electric power supply fails, critical infrastructure services such as 

hospitals are provided with electricity from other sources, for example with Uninterrupta-

ble Power Supply (UPS), while the electricians tries to fix the actual problem at the same 

time. Even though the goal seems to be the same, two different kinds of approaches are 

needed to ensure the safety of the electricity delivery.  
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Since DRP plans are often specific to certain systems, and more technical than contin-

gency plans, creating them should be done by system administrators or persons with 

close liaison with them. Therefore, the research objective of this topic is to determine: 

How to design an effective and a user friendly tool for Disaster Recovery Plan (DRP) that 

can be used by administrators every time they deploy new systems and services. 

The word “tool” referred in the research objective above is to clarify that this thesis con-

centrates on a concrete product for Disaster Recovery Plans.  The software or platform 

that was chosen for the implementation is discussed in the chapter 5.  

1.1 Case Organization 

This thesis produced a Disaster Recovery Plan tool for Finnish Meteorological Institute 

(FMI). The organization works under the Ministry of Transport and Communications as 

a research and service agency. According to FMI official website (FMI, 2018)  “The main 

objective of the Finnish Meteorological Institute is to provide the Finnish nation with the 

best possible information about the atmosphere above and around Finland, for ensuring 

public safety relating to atmospheric and airborne hazards and for satisfying require-

ments for specialized meteorological products. 

Finnish Meteorological Institute consist of five different centres and programmes, an ad-

ministration unit and Director General’s Office, as shown in Figure 1.  
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Figure 1: FMI Organization chart (FMI 2018). 

The main office is located in Kumpula, Helsinki, and other branch offices are located in 

Sodankylä, Rovaniemi and Kuopio. The overall number of staff working at the FMI was 

just over 700 people at the end of year 2017. As stated above, FMI works both in the 

research and in the operative service field. The Meteorological and Marine Research 

Programme, Climate Research Programme and Space and Earth Observation Centre 

work mainly on the research field. Weather, Sea and Climate Service Centre and Ob-

serving and Information Systems Centre work mainly on the operative and service field.  

The ICT infrastructure is mainly operated by ICT and Data Production unit which resides 

inside Observing and Information Systems Centre. The main product of FMI is weather 

forecast and it is a product of a complex weather production system. At the same time 
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the whole production system needs to be really resilient and up and running all the time. 

So although the scope of this study is to create a basic tool for Disaster Recovery Plan-

ning for Finnish Meteorological Institute, it may well be used in similar complex environ-

ments and with smaller data center environments. 

2 Method and Material 

This section covers the research design of this thesis. At first, research approach is ex-

plained. Second, data collection both from administrative questionnaire and literature 

review are presented. The last subchapter introduces the research design and discusses 

why this approach was chosen.  

2.1 Research Approach 

The literature information used in this study is based on the existing knowledge on infor-

mation security basic principles. However, creating a working and reliable Disaster Re-

covery Plan is not a simple single domain task, but needs rather an extensive knowledge 

on many different areas of information security. This study brings together these infor-

mation security subdomains and combines them in a way that tries to make this complex 

administrative task easier to system administrators.  

As mentioned before, this tool is designed for the administrators. Since the tool needs to 

be something that they find useful and easy to use, this study also uses questionnaire 

for administrators to ensure that their knowledge and opinions are also considered. The 

questionnaire is made to find out what the administrators want from the tool, and how it 

should be made to help them in their everyday tasks. 

2.2 Data Collection and Analysis Methods 

Literature Review 

There is lots of system specific information available about Disaster Recovery Planning. 

However, the level of this information is often too intangible, or on the other end, too 

specific for a certain system. Since this study aims to create a working tool for the DRP, 
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all the information needs to be processed in a way that the goal is kept in mind. The main 

concepts of the disaster recovery are scrutinized and the differences and similarities be-

tween continuity planning and Disaster Recovery Planning are explained.  

There are many existing best practices as well as Finnish national regulations that give 

guidance on what should be included in Disaster Recovery Plan. These are discussed 

more thoroughly in chapter 3.  

Administrative Questionnaire 

When we want to know what people think, and why he acts like he acts, it is wise to ask 

him that (Tuomi, J. – Sarajärvi, A. 2018: 84). Although every specialist knows that things 

do break, and systems need sometimes maintenance and even re-installing in a case of 

failure, this kind of a systematic approach to document the recovery instructions with 

critical services and systems makes fixing things faster and more reliable.  

Administrators were given a short briefing about Disaster Recovery Planning, and why it 

is needed. Administrator questionnaire was based on a pre-fixed questionnaire list. 

There was also a place for free comments in the case they hold valuable information to 

the study and to bring up new ideas how this tool should be designed. Administrators 

that the questionnaire was sent are experts in their own field, and they maintain and 

develop the critical infrastructure of the FMI. 

 

Planning Disaster Recovery Tool for Administrators 

The tool was planned to meet the needs of the key elements of the disaster recovery 

that emerges from the literature review. The administrator questionnaire gave an insight 

on how the administrators feel about the subject and how they would like it to be ad-

dressed. The idea was to create a form with the chosen software that has fixed fields 

where administrators need to fill in the details about concerned appliance or service. The 

software that was chosen and why it was chosen will be discussed in the chapter 5. 

Choosing the key elements or features for the tool was done by outcome of the literature 

review and administrator questionnaire. 
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Implementation 

Implementation of the tool was done based on the outcome of the literature survey and 

the questionnaire, and is described in detailed in chapter 6. Functionality testing is also 

discussed in the same chapter.   

Evaluation  

Since the research question is “How to make Disaster Recovery Planning easy for ad-

ministrators” the tool was tested and evaluated with administrators after it was ready. 

The outcome and future improvement were gathered and discussed, however proposed 

future improvements are beyond the scope of this Master’s thesis.   

2.3 Research Design 

This study was conducted according to the research design seen on Figure 2 below.  

 

Figure 2: Research design of this study (modified from Teye 2011). 
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3 Business Continuity 

Government Decree on information security in central government (Valtioneuvoston 

asetus tietoturvallisuudesta valtionhallinnossa 681/2010 § 7) dictates that all govern-

ments agencies need to achieve the base level of security by 30.9.2013. The base level 

of information security includes procedures in exceptional situations (Requirements for 

ICT Contingency Planning (VAHTI, VM/1619/00.00.00/2012). This decree aims to en-

sure that the critical systems and services are continuously working even in exceptional 

situation.  

The whole concept of business continuity, and Business Continuity Planning (BCP) is 

diverse and contains many sub-concepts. To make things more complicated, the con-

cepts seem to differ from each other at least from some parts depending on the source. 

This chapter discusses the main concepts of business continuity, their similarities and 

differences. The key elements they both share are examined more closely.   

 

3.1 Contingency Planning or Business Continuity Planning 

As mentioned before, depending who you ask you may get a slightly different answer 

about the topics of business continuity. Many sources agree that BCP differs from the 

contingency planning in a manner that it is not ICT focused.  However, nowadays almost 

all companies and organizations rely on their ICT to work, and things get more compli-

cated when one tries to create a non-ICT oriented BCP. The contingency planning on 

the other hand is mainly ICT focused and consists of continuity planning and DRP. Kir-

van, P – Lelii, S (2017) have managed to illustrate the relationship between BCP and 

DRP while leaving continuity planning out of the picture. The Figure 3 can be seen below: 
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Figure 3: BCP and DRP relations (based on Kirvan, P – Lelii, S 2017) 

 

As can be seen in the picture above, the base of the pyramid consists of the main infra-

structure even though under which another level could be drawn where facilities and 

electricity would be pictured. The top of the pyramid consist of business continuity, poli-

cies and strategies and risk management. As can be seen, BCP and continuity planning 

are mixed together in this picture.  

According to Harris (2013) contingency planning may seem like a normal incident han-

dling. Contingency plans address how to deal with small incidents that do not qualify as 

disasters, as in power outages, server failures, a down communication link to the Inter-

net, or corruption of software (Harris, 2013: 1277). On the other hand, Finnish Govern-

ment Information Security Management Board discusses contingency planning as a top 

level topic that includes continuity planning and Disaster Recovery Planning.  
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Even though continuity planning and Disaster Recovery Planning take a different ap-

proach to achieve resiliency, both of them combined are needed in creating fully fault 

tolerant and disaster proof contingency plan. According to Requirements for ICT Contin-

gency Planning (VAHTI, 2012) they can both be seen on the Figure 4 below.  

 

Figure 4: How continuity and Disaster Recovery Plans work together (based on VAHTI, 
2012)  

 

As can be seen in the picture, the main event is when the disaster strikes. The red line 

shows the process for returning to normal service level without continuity plan and Dis-

aster Recovery Plan. The drop from the normal service level to a level where operations 

are suspended is steep and goes deep, and recovering back to the normal level takes 

long time. The green line represents an organization with both, continuity plan and Dis-

aster Recovery Plans. As can be seen in the figure, the drop from the normal service 

level is more gently and less radical than on the red line. The reduced impact means 

working continuity planning. Also recovering from the suspended level of operations back 
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to the normal service level is faster. The accelerated recovery means working Disaster 

Recovery Planning.  

To more clarify how these plans work together, Miller, L – Gregory, P. (2012: 337) give 

and great analogy of an anthill. Picture a working, busy anthill that is vulnerable to every 

kind of nature’s forces imaginable. Since ants have been around for almost 100 million 

year, they need to have a very good contingency plan. When a little boy sees anthill, he 

goes and kicks it just to see how the ants react. At that point, both elements of contin-

gency planning, continuity plans and Disaster Recovery Plans also activate. 

According to continuity plan, half of the ants go and grab the eggs of the unhatched ants 

and larvae, and start to carry them to the predetermined, safe place. They also grab 

whatever food they can to make sure that their descendants have enough nutrition while 

the colony is evacuated. The other half of the ants are determined to follow the Disaster 

Recovery Plan. They start to rebuild and fix their anthill that has been partly or in worst 

case scenario completely destroyed. When the anthill is fixed, the evacuating colony can 

return back and continue on their everyday routines.  

In a perfect case of continuity plan, ants would have food stored in their evacuation place 

and there would be some members of the colony responsible for housekeeping. How-

ever, this would add the upkeep for the whole colony. Such is the case also with ICT 

services. Fully running and duplicated “hot-site” would require double the money. In Dis-

aster Recovery Plan, if the anthill (or data center) is destroyed beyond repair, all the 

usable and repairable equipment are scavenged and moved to another place, maybe to 

the evacuation spot and business (or life of the ants) continue there.   

3.2 Continuity Planning 

Continuity planning has traditionally meant duplication of ICT systems. Whenever some-

thing breaks, duplicated machine is ready to work. This can be true in some cases, es-

pecially with physical appliances. However, system virtualization has changed the ICT 

field dramatically. In a modern datacenter the physical duplication of machines would 

take enormous amount of space and electricity, so the services are built on virtualized 

platform. In a complex ICT infrastructure environment such as in data center appliances 
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need to be taken care of. This includes maintenance of the machines in an agreed man-

ner. This leads to the fact that one of the most important aspects of the continuity plan-

ning is service and maintenance contracts. Service contracts specify for e.g. when the 

organization can expect to get help when something goes wrong. This may include call-

ing for technician on normal business days, 7am to 5pm, or with critical services 24/7 on 

call duty support. When buying services, along come the Service Level Agreements 

which tells the level the organization should be able to use services. This can state e.g. 

that the service is available 99.9% of the time. But there are also other things to be 

considered which are discussed below. Some appliances and hardware needs to be still 

multiplied, and also the human perspective and services with the stakeholders needs to 

be taken in account.  

3.3 Disaster Recovery Planning 

The goal of disaster recovery is to minimize the effects of a disaster or disruption (Harris 

2013: 887). Disaster Recovery Plan (DRP) is a plan for the situation when something 

breaks or stops working. Although administrators typically have extensive knowledge on 

the systems they are working with, and are quite familiar with the normal failures that can 

happen, it is widely recommended to have those plans documented and available when 

needed. Creating a uniform and simple enough document for every critical system may 

also help finding single point of failures. It also helps administrators since they no longer 

need to remember every single technical detail by heart. In a hurry, mistakes tend to 

happen. And in the case the main person responsible for the broken system is on a 

vacation and the substitute person is handling the situation, it gives him certainty that 

everything is done in right order.  

Well documented and trained practices are also a necessity for success in complex en-

vironments with lots of dependencies. One person simply cannot know all the appliances 

and services by heart, and know exactly how they have an impact on the other. Whilst 

the disaster recovery shares a lot of elements with the business continuity planning, next 

subchapter introduces couple of processes and concepts that are mainly associated with 

the DRP plan. Also, the definition of a disaster is explained to clarify the broader view of 

the things that can, and eventually will happen.  
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3.4 Business Impact Analysis 

Business Impact Analysis (BIA) is perhaps the key element in the Business Continuity 

Plan (BCP). The BIA highlights which resources (people, plant, ICT etc.) are important 

(Hotchkiss, 2010: 28). BIA focuses on company’s or organization’s critical business ele-

ments, and how the interruptions in those may or will disrupt the business itself. The BIA 

approach is very risk management based, and its goal is to achieve an acceptable risk 

level. In most cases in ICT, systems and services need other systems and services thus 

creating a complex network of dependencies. However, the BIA tries to find out the core 

business critical systems and services, usually by financial point of view. For example, if 

company’s website or sales systems are down, this will directly affect to the money com-

ing in. The outcome of the BIA results in a criticality assessment, but also gives business 

owners a deeper insight of the underlying technical solutions and possible risks in those. 

Once these risks are given a financial value, risk mitigation and cost of the risk preventive 

actions are more explainable to the chairmen of the company. 

Finnish Government Information Security Management Board (VAHTI) has published a 

BIA tool that can be downloaded from their website. This tool targets the Finnish Gov-

ernment’s organizations that possibly do not identify themselves as business organiza-

tions in a traditional way. This BIA tool evaluates the services business criticality for ex-

ample through the key elements of the information security, confidentiality, availability 

and integrity, do the problems in the services threat the health and lives of the citizen, 

what is the highest classification level of the information in the systems or service and is 

the organization able to perform from its statutory obligations if the service is down, just 

to name a few. 

3.5 Criticality Assessment 

Criticality Assessment (CA) is a process where all the business critical systems and as-

sets are evaluated to find out the critical points of failures. This can be done in different 

ways, Business Impact Analysis being one of them. The main idea is to identify all the 

systems that are business critical and their continuity and recovery need to be consid-

ered as number one priority in anomaly situations. If the BIA is done right, it can be a 

powerful tool that can increase organizations maturity and give that desired push towards 

more risk based approach in the company’s methods. On the other hand, on smaller 
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companies and organizations thorough BIA can be a very time consuming task. In these 

cases, critically assessment can be done by listing all the critical appliances and ser-

vices. If administrators are well familiar with the systems they are administering and have 

a good insight on the services they provide, this can be very efficient way of doing criti-

cality assessment.  

 Duplication and Clustering 

It is quite common that critical ICT equipment such as core appliances, firewalls, Wide 

Area Network (WAN) telecommunication network lines, servers, databases etc. are du-

plicated, tripled (or so on) or clustered. Duplicated appliances are preferably located in 

different physical places, and are powered on by different power supply. In the case there 

is a power shortage, or even a fire, only one appliance is affected by them. The other 

can keep running and take care of the business.  

Companies also want to ensure that their telecommunication network is up and running 

even if near located construction yard tend to dig up the main cables of one Internet 

Service Provider’s (ISP’s) cables. That’s why multiple main lines are usually bought from 

different ISP’s.  

If information is located only on one physical hard drive, fault in that may lead to irre-

versible data loss if there is no backup. Even if there are backups, data restoration takes 

time and there is usually still a gap between the lost and the restored data. That’s why it 

is good idea to have the data stored in a way that is resilient to single or even multiple 

disk faults. For example, Redundant Array of Independent Disk (RAID) is very fault tol-

erant and can survive from multiple disk faults without data loss if configured accordingly.  

Knowledge Preservation 

Critical ICT equipment are typically duplicated or clustered in some way. They have 

backup systems and plans. So it should be with the people working with them. The 

knowledge and skills on how to administer and maintain complex systems need to be 

distributed and documented. There should be at least one substitute person for every 

critical task and job in case something happens to the person who is the main responsi-

ble. Up-to-date documentation and instructions are a requirement for knowledge preser-

vation and duplication.  
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Uninterruptible Power Supply and Generators 

Every data center and technical system needs power. Uninterruptible Power Supply is a 

way to ensure power to systems even the main supply line is cut out. Typical data center 

have multiple power feeding lines. Along that they should have generators to make sure 

that they can run autonomous at least for a while. While working UPS system adds reli-

ability to business continuity in a power shortage, they may also create a critical point of 

failure and therefore must be considered as a part of the Disaster Recovery Planning. 

Maintenance and Support Agreements 

Technical appliances need regular maintenance in order to them to work as intended. 

Regular maintenance also decreases the spontaneous breaks of machines. But when 

accidents or surprising breakdowns happen, the maintenance personnel should be con-

tacted without delay. This means that the support agreements needs to be taken seri-

ously and especially with critical infrastructure and services the delay between break-

down and repair should be as short as possible. Maintenance and support agreements 

work with both, the continuity plan and Disaster Recovery Plan. In a continuity point of 

view, appliances should work as planned. In a disaster recovery point of view, when they 

eventually do break, they need to be fixed in an appointed time frame. If maintenance or 

breakdown affects the availability of the specific service, the repair should be imple-

mented and services should be up and running within Maximum Tolerable Downtime 

(MTD).   Maximum tolerable downtime will be discussed more on the chapter 3.5.  

Service Level Agreements 

It is quite likely that all or at least some part of the computing and storage capacity have 

been bought from the national or the multi-national companies. These kind of solutions 

based on data centers have their own continuity plans according to electricity, cooling, 

clustering the machines and even plans how to keep reliable amount of staff working 

with them. When one buys services from them, in most cases it is not even possible to 

have an influence on how they plan their continuity. Agreements, especially Service 

Level Agreements (SLA’s) have become more significant since they are almost the only 

thing that one can rely on when buying services from the other party. SLA’s usually define 

the availability of the service that can be expressed with percentage, traditionally with so 

called “nines”. E.g. three nines would mean that the system should be running 99.9% of 
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the time, leaving the system down for 8 hours, 45minutes and 57 seconds on a yearly 

basis. Uptime of five nines, 99.999% can be down only 5 minutes and 15.6 seconds a 

year.   

Virtualization 

Basic virtualization enables single hardware equipment to run multiple operating system 

environments simultaneously, greatly enhancing processing power utilization, among 

other benefits (Harris 2013: 355). These other benefits include e.g. resource sharing, 

load balancing and bringing up virtual appliances from previously saved operating sys-

tem images, so called snapshots.  

Virtual environment consists of virtual machines and hypervisor that controls them. Vir-

tual machines do not directly access the hardware such as processors, Random Access 

Memory (RAM) or storage resources. They communicate with a hypervisor that manages 

the resources. Without a hypervisor, more than one operating system from multiple vir-

tual machines would want simultaneous control of the hardware, which would result in 

chaos (Portnoy, 2016: 22) Modern virtualization techniques add resilience to both, con-

tinuity planning and Disaster Recovery Planning. If a virtualized appliance such as server 

needs more RAM or processing power, hypervisor can automatically allocate more re-

sources to it from the underlying shared hardware. Or if operating system of a virtual 

server gets infected with a ransomware, administrator can delete that virtual instance 

and start another one from the previously taken snapshot.  

In the case where one hypervisor runs on a single hardware equipment, the hypervisor 

itself can become a single point of failure. To overcome that, hypervisors can be multi-

plied or clustered. If one hypervisor stops working, the other one can continue to manage 

the virtual machines.  

Recovery Sites 

Recovery sites are a possibility to increase the organizations chances to continue busi-

ness when the organization’s headquarters is unavailable. The reason of the unavaila-

bility can be intentional, e.g. renovation of the building. However, if the reason is unpre-

dictable such as fire or earthquake, the business can suffer a disastrous impaction, and 
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even drive the business come to an end. The organization can prevent this by having a 

backup site for their operation where they can move their staff to work in.  

According to Harris (2013: 921) the recovery site can be cold, warm, hot, or mirrored 

site. The cold site is an empty, leased or rented space, where the organization can build 

the facilities and bring their equipment, data and staff when necessary. The term cold 

refers to the fact that there is only e.g. electrical wiring and air conditioning, the organi-

zation needs to build the necessary facilities and move everything they need in their 

business to the site and get the equipment running. This is the cheapest option of these 

sites and needs most time to get up and running.  

The warm site is a leased or rented space where company can have some necessities 

such as Heating, Ventilation and Air Conditioning (HVAC) and basic infrastructure ready. 

The organization needs to bring their servers and computing equipment as well as data 

to the site in order to be able to continue business.  

The hot site refers to rented or leased site which is ready for business when the staff and 

data comes in. There are office facilities ready and ICT equipment is up-to-date. The 

only thing usually missing is data, which needs to be retrieved from a backups. However, 

Wallace - Webber (2004: 217) defines a hot site “as an active duplicate of your live sys-

tems, with both systems and data ready to go at a moment’s notice” so there is clearly a 

difference between these two definitions.  

The most expensive recovery site is a mirrored site, owned by a company. Both Wallace 

- Webber (2004: 217) and Harris (2013: 925) agree that the mirrored or redundant site 

is an exact duplicate of the main site and is the quickest way to get business up and 

running.  

Whether the company or organization needs one of these, or any of these depends on 

business field and criticality of the services they are working with. If the organization is 

part of government, or their services are otherwise critical e.g. healthcare services, they 

should have at least some kind of plan how they can continue or move their business 

elsewhere if the main site is unavailable. In small businesses, consisting of couple of 

employees and laptops, the adequate plan could be renting an office from a business 

park.  
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Training 

Even the organization would have a thorough plans for their business continuity or in 

case of disasters, these are still only plans if they are not gone through and trained with 

the staff. There are different kind of trainings from the simple and cheap exercises, to 

the comprehensive and expensive, all-staff drills in a true event simulating incidence. 

The simplest and the cheapest of the exercise is so-called tabletop exercise. This means 

that the key persons involved in the plans will go through the plans, reading them and 

updating them if necessary. This can be done fast, and without business interruptions. 

The most comprehensive and thorough trainings are so-called cut-off trainings where all 

the staff are included and possible simulations are used to test the plans in a real life 

situations. This can include hiring actors to act as injured staff members, or fire brigade 

generating a smoke inside the office and evacuating the building. These kind of business 

interrupting trainings are the most expensive ones, and most likely will affect business in 

some way. 

The more the organization trains their plans, the more likely they will be well prepared 

for a disastrous situation. The training should be sized and designed to fit the organiza-

tion’s needs, and there is also a lots of choices between these discussed types of train-

ings. The main thing is to find out if there are gaps or even contradictions in the plans, 

and these will most likely to be found in a training situation. Also, the regular training 

occasion is a good time to update the plans if necessary. More testing makes recovery 

personnel more familiar with recovery procedures, making a smooth and successful re-

covery more likely (Gregory, 2007: 236). 

Defining a Disaster 

According to Varghese (2002, 28-47), disasters can be categorized as natural and man-

made disasters. Natural disasters are a cause of extreme weather phenomenon or geo-

logic activity. According to Varghese (2002, 28-47) natural disasters include floods, hur-

ricanes, tornadoes, earthquakes, volcanoes, wildland fires and thunderstorms and light-

ning. Man-made disasters are outcome of a human error. Varghese (2002, 28-47) list 

these as hazardous material, house and building fires, nuclear power plant emergency 

and terrorism.   
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However, disaster does not have to be as devastating as the ones listed above. Any 

accident - be it a natural or man-made, that affects running the business in a normal way 

can be listed as a disaster in the concept of Disaster Recovery Planning. Usually these 

kind of technologic disasters include appliance break, stealing or encrypting the data of 

the company, sabotage in data center or a rapidly spreading virus. These kind of smaller 

disasters are far more common than for example nuclear power plant emergencies, but 

they still need to be addressed in a way that the business disruption is as small as pos-

sible.  

Disasters and Business 

Disasters can have a catastrophic impact on businesses. In 2001 terrorist crashed the 

planes into the World Trade Center towers. In 2004 Indian Ocean tsunami had an enor-

mous impact on the businesses. These kind of disasters can put an end to entire com-

panies when their business premises and staff are wiped out. Smaller disasters, such as 

building fires can render some part of the business premises useless, but the company 

may have the plans on how to continue running business elsewhere during the repara-

tion. Most of the companies or organizations rely on their ICT services that they need 

themselves or provide to customers. If critical service, e.g. online shopping service is 

down, customers may start to shop elsewhere. This means a loss of revenue. If the ser-

vice is out of order for a long time, it may cause a loss of reputation for the service 

provider which costs even more in the long run. 

Be it either a catastrophe insurance bought from insurance company, comprehensive 

disaster plan, or both of them, if the company wants to survive disasters it needs to 

address the situations where something unexpected happens.   

System Dependencies 

Every ICT equipment and system is depend on at least one thing, electricity. However, 

commonly the list is much longer consisting of network connections, Domain Name Sys-

tem (DNS) services, databases, routing services, servers etc. Understanding the de-

pendencies and the underlying technique the system resides on, is the prerequisite for 

understanding how to fix things when they break. In every service, at least the key de-

pendencies should be known. For example, a server needs electricity, software to run it, 

configuration files, network connection and so on. A web service may need data from 
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different sources or other services to work properly. The more complex the system or 

service is, the more dependent it could be from the other appliances or services. The 

Disaster Recovery Plan should at least have the main appliances and services listed 

from which the concerned relies on.  

Data Backups and Off-Site Storage 

Business critical data should always have backups. Backing up the data means that 

there is a another source of the data saved in some form, in case the original data gets 

corrupted or destroyed because of an incidence. The incidence can be as simple as fault 

in the data storage system or the administrator accidentally wiping the data. However, 

cyberattacks have become more frequent and organizations have to be prepared for 

them also. In a last few year the type of malware known as ransomware have spread 

widely becoming the most expensive type of information security incident. According to 

(Morgan, 2017), costs of the ransomware are predicted to exceed $5 billion globally in 

2017. The ransomware is type of malware that breaches in to organizations ICT equip-

ment, usually through email messages. When user opens the seemingly innocent mes-

sage, such as invoice or monthly report, the ransomware program starts to encrypt the 

data on the user’s computer or the network drives and USB drives the computer or the 

user has access to. After the encryption is done, the ransomware programs tells the user 

that the data has been encrypted, and the only way to get the data back is to pay the 

attackers a sum of money after which the ransomware attackers send the encryption key 

back to the user. The official advice is to not to pay the money, but to restore the data 

from the backups. On a global scale, paying the money to the attackers encourages them 

to keep on doing their criminal business.  

Restoring the data from the backups is possible if organization has data backup plans 

and the backups are done in a frequent basis. Depending on the business criticality of 

the data, the backups can be done e.g. on a daily or weekly basis. The most critical data 

that should never get altered can be replicated and saved in a separate data storages 

and locations. A good practice is to have full data backups stored in a completely different 

geographical location, in a so called Off-Site Storage. According to Gregory (2007: 45) 

“What good are backups if the backup media are damaged by the same fire, flood, or 

earthquake that damaged the systems?” 
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If organization gets struck by a catastrophic disaster, such as destructive fire or natural 

disaster such as hurricane or flood, at least the data backups are safe and there is some-

thing the organization can start to build on.  

Maximum Tolerable Downtime 

The outage time that can be endured by a company is referred to as the Maximum Tol-

erable Downtime (MTD) (Harris, 2013: 909). MTD means the most amount of time that 

company can survive without the concerned service before it starts to affect business 

permanently. The concept of the MTD is illustrated in the Figure 5 below.   

: 

 

Figure 5: MTD explained (based on Zdrojewski, M 2013) 

The figure shows four phases in the timeline on the x-axis. The phases are normal busi-

ness, disaster, recovery and business resumed. The time between the normal business 

and disaster is called and Recovery Point Objective (RPO). The RPO denotes the ac-

cepted data loss measured in time. RPO value depends on the nature of the system. If 

changes to the data are done rarely, and the data is not critical, the value can be days 

rather than minutes. In critical systems RPO can be only minutes.     

The time between the two phases, disaster and recovery is called Recovery Time Ob-

jective (RTO). Value of the RTO is the amount of time needed for getting the service 
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back online. Depending on the disaster, this can include everything from restarting the 

service to installing a new equipment and software with necessary configurations.  

The time between two phases, recovery and business resumed is called Work Recovery 

Time (WRT). WRT usually consists of recovering the data from the backups and verifying 

that the system works as intended. The MTD value consists of RTO and WRT. If MTD 

value of the service is short, the continuity of the service and Disaster Recovery Plan 

should be of top priority. This can mean having a duplicated or clustered environment for 

the service or having a spare components or appliances ready in case of malfunction or 

break of the appliance. Overall, a good planning can greatly reduce the MTD value, 

whereas strict MTD value without plans and practice can difficult to achieve.   

 

4 Administrator Questionnaire  

This chapter focuses on the questionnaire that was sent to administrators. It discusses 

the questions that were chosen, and how the answers were processed. In this master’s 

thesis questionnaire made with forms was efficient way to implement gathering the infor-

mation. In a form questionnaire it is a typical to use open or half open questions. This 

questionnaire uses half open questions, and they are used to find out meaningful an-

swers to the research question.  

4.1 Target Group for Questionnaire 

The target group consisted of ten administrators and experts who are working closely 

with the critical infrastructure on a daily basis. The area of expertise of these administra-

tors covered weather product services, including firewalls, networks, computing, data 

storages and quality management just to name a few. In a qualitative research it is es-

sentially important that the target group know about the topic of the research, hopefully 

as much as possible or they have experience about the topic (Tuomi, J. – Sarajärvi, A. 

2018: 98) 
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This questionnaire uses so called elite sampling where the target group is chosen by the 

hypothesis that the chosen group will provide the best information for the research. Ac-

cording to Tuomi – Sarajärvi (2018: 99) sampling of six to eight persons is enough for 

the thesis.  

4.2 Creating the Questionnaire 

The questionnaire was done in Finnish, since it is the native language of the target group. 

This gave administrators a better chance to write the answers without the possible lan-

guage problems becoming the barricade, hence improving the quality and usability of 

the answers. The questionnaire was implemented with Google Forms. Google Forms 

provides an easy platform to create a pre-fixed questionnaire and to send them to the 

target group. It also organizes the answers in a way that they are easy to compare. There 

was four compulsory questions and one voluntary question where administrators were 

given an opportunity to write freely on the topic.  

4.3 Questions 

At first, the topic of each question were thought. The topics were chosen in a way that 

they will give a good insight on how the administrators feel the disaster recovery tool 

should be implemented and what would be the main services and appliances they think 

should be the first ones to cover. Secondly, the questions were formatted in a way that 

they were suitable for open answers. Although the Disaster Recovery Plan principles are 

quite common, the final product or the way it will be accomplished varies widely depend-

ing on the company or organization’s culture, needs and the field they are working with. 

Because of that qualitative questions, rather than quantitative ones, were chosen.  

The topic on the questionnaire is “How to create a Disaster Recovery Plan in such a way 

that it fulfills its objectives and is also easy to use from an administrator’s point of view”.   

Question one, “How necessary and important do you think is creating a Disaster 

Recovery Plan with an aid of some tool?” 

The answers to this question gives insight about how the administrators think the im-

portance of creating a tool for Disaster Recovery Planning.  
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Question two, “What services or appliances should be the primary concern when 

creating a Disaster Recovery Plan?” 

The answers to this question will make the list of services or appliances that the Disaster 

Recovery Plan will be made and tested for with the developed tool. It also gives an insight 

on administrators thinking, which services and appliances are in fact the critical ones on 

their point of view.   

Question three, “How the process of creating Disaster Recovery Plans could be 

made most effective?” 

The answers to this question will help to understand how the process of making a Dis-

aster Recovery Plan should be implemented in a way that it would be effective for ad-

ministrators on their daily work. Although Disaster Recovery Planning is something that 

the administrators do on daily basis at some level, creating a particular process out of it 

should be made a simple and efficient task, rather than a burden.   

Question four, “What kind of tool should be implemented for creating the Disaster 

Recovery Plan so it would be easy to use? Some particular platform, informal text, 

or something else?” 

The answers to this question focuses on the ease of use of the developed tool. Although 

the question itself gives some alternatives to the answerer, these alternatives are in-

cluded in the question to give administrators a suggestion that the tool can be made in a 

many ways, and the focus of this Master’s thesis was to make this tool to be suitable for 

their needs.   

 

Question five, “Do you have something else on your mind about creating a Disas-

ter Recovery Plan?” 

The answers to this questions will give administrators an opportunity to write freely on 

their thoughts about the topic. It can give good advices how the tool should be imple-

mented, as well as out-of-the-box suggestions. 
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4.4 Question Answers 

After a given time, seven out of ten administrator had given their answers. A reminder to 

answer the questionnaire were sent to the missing three, but at a time of writing, the 

answer percentage was 70%. As mentioned in a chapter 4.1 this is a sufficient sampling 

for this master’s thesis.  

Answers to question one 

All of the administrators thought that making the Disaster Recovery Plan is either im-

portant or very important and necessary. Almost all of the answers stated the importance 

of a tool for doing the plans.  

Answers to question two 

Over half of the answers that was given brought up that the critical services and appli-

ances should be the main concern when doing Disaster Recovery Plans. This included 

critical systems such as the core appliances, as well as services listed critical in criticality 

assessment that was done before. Operative weather production services were also 

mentioned in a two answers. Two answers mentioned that primary concern should be 

the customer services and services for public authorities.  

Answers to question three 

Answers to question three varied more than they did in the previous answers. One an-

swer suggested that it should be included in a normal daily work. One answer though 

that it would be implemented through an existing management system, possibly with ISO 

9001:2015 Quality Management System that the FMI’s weather production services are 

already certified for. However, evolving processes take time and their goals and plans 

should be communicated clearly was also stated I the same answer. In a three answers 

a clear plan with a guiding and self-explaining fillable form would be the most efficient 

way.  
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Answers to question four 

Almost all of the answers to the question four stated that the tool should be a fillable form 

with fixed features or topics that would require answers. All of these answers also sug-

gested additional free-text area where administrators can write freely. One answer sug-

gested that some kind of document management system should be used. One answer 

also suggested using software already in use at FMI, Atlassian Jira and Confluence. One 

answer pointed out that when the plan for a single appliance or service has been written 

down, someone should inspect it and approve it. Also one answer brought up the fact 

that if the tool itself is out-or-order or the systems it depends on are down, how the plans 

can be reached?  

Answers to question five   

The final question got three answers. One answer proposed that the DRP tool should 

include a field where it is required to write down who knows the appliance or service 

best, or who has initially installed it. One answer recommended that it should include a 

field for backup plans if some parts of the weather production systems are offline and 

something need to be done manually. Last answer welcomed the clear and easy process 

for creating DRP’s.   

4.5 Conclusions on the Questionnaire 

It seemed that all of the administrators think that creating a Disaster Recovery Plan is 

important and it should be made in a harmonized way, maybe with some tool. A fillable 

form including fixed fields and free-text areas seemed to fit the needs. Critical services, 

be them either single appliances or more complex services should be the main concern 

when creating DRP’s. The customers and services for public authorities need also to be 

taken into account although they are mainly already included in the critical services. The 

tool needs to be also self-explanatory at least in some level, and should guide the ad-

ministrator to use it. Also combining the DRP process to the existing management sys-

tems would be efficient.      
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5 Planning Disaster Recovery Tool for Administrators 

This chapter covers the planning of the tool. The chosen platform is introduced as well 

why it was chosen. Elements and features that the tool includes are discussed more 

closely and explanation why they add value to this tool are demonstrated.     

5.1 Choosing the Platform 

The chosen platform for this disaster recovery tool was Jira Software from Atlassian 

Company. Although the company itself states it a project and issue tracking software, 

many plugins and integrations it provides makes it a powerful tool for many purposes. At 

FMI the Jira Software is used as a project tool and issue tracking as well as service desk 

operations. The integration to the Atlassian Company’s other product, Confluence Wiki 

is often seamless, and used together they may add value to possible future plans for this 

disaster recovery tool. Confluence Wiki itself is a document collaboration software, and 

is also widely used at FMI. This makes purchasing or learning a new software also un-

necessary and answers to one of the results from the administrator questionnaire. The 

Figure 6 shows the basic installation and topology of Jira.  

 

Figure 6: Jira installation. 
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Basic installation of Jira runs on a dedicated Jira server. User interacts the software with 

a web browser through a secure communication channel Hypertext Transfer Protocol 

Secure (HTTPS). The Jira server authenticates the user with Windows Active Directory 

(AD) authentication server using a Lightweight Directory Access Protocol (LDAP). The 

database Jira uses is PostgreSQL database, to which it communicates with a Java Da-

tabase Connectivity (JDBC) driver.  

5.2 Selecting the Features 

The features or topics that were included in the tool are discussed in this subchapter. 

Argument why it was an important element of the DRP is also explained. Since the DRP 

was made to be suitable for both appliances and services, filling every field of the single 

DRP page is not a requirement. While filling some of the fields is compulsory, such as 

the name of the appliance or service, or the criticality grading, others were left to admin-

istrators themselves to decide if they could be left blank.  

Name of the System or Service 

The name of the system or service is a good first field for the DRP plan. It is also com-

pulsory field since it is the obvious starting point e.g. when searching a specific system 

or a service.  

Criticality Grading 

Criticality grading is based on the criticality assessment that was already made when the 

creation of this tool was started. The criticality grading is four stepped, from number 1 to 

number 4. Appliances or services belonging to group 1 are the most critical, while num-

ber 4 represents appliances or services that are either not critical or are in the test phase 

and not yet operational. The grading system is explained more detailed below: 

Criticality grade 1 - Top Priority: The system or service is critical for the weather produc-

tion system and is needed for the services for the public authorities. The system or ser-

vice needs to be working even in exceptional situations. MTD should be as small as 

possible, preferably seconds than minutes.  
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Criticality grade 2 – High Priority: The system or service is critical or of high priority for 

the weather production system and is needed for the services for the customers. MTD 

should be as small as possible, preferably minutes than hours.  

Criticality grade 3 – Normal Priority: The system or service is needed for the customer 

products, but discontinuation in the services does not cause harm for the customers. 

MTD should be hours to one day.  

Criticality grade 4 – Low Priority: The system or service is a support service for other 

services or is a system or service in a testing phase. No need for continuous service. 

MTD should be one to two days.  

Backups of the System or Service 

This field contains the backup plan of the system or the service. It can be e.g. a central-

ized backup system, a program that collects the backups, a local backup storage or 

something else depending on the system and its settings.  

Configuration Files for the System or Service 

This field is most important for network devices, such as switches, routers etc. Basic 

switches usually share at least some part of their configuration, and having them around 

when new devices needs to be installed or old ones are re-installed can really make a 

difference compared to the situation where these configurations would need to be copied 

from other devices or be written from the beginning.  

Password Policy for the System or Service 

This field is for checking if the appliance or the service needs to comply with the prede-

fined password policy.  

Most Important Dependencies of the System or Service  

The field for the dependencies is possibly the most difficult one. Every system or service 

should include only the main dependencies it relies on, but since the dependency chain 

can go very deep, administrator should decide how many systems or services is enough.  
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Main Responsible Person 

It is vital that every system or service has at least one name listed as the main respon-

sible person that can be contacted in a case of system failure. All the critical services 

should have at least two to three persons listed in case the main responsible cannot be 

reached or is on a vacation.  

Customer or Maintenance Support Contact  

Almost all the appliances or systems have some kind of maintenance or support service. 

This field should list the email address and/or phone number of the service, and also the 

type of the service. The type of the service can vary, but the essential information is if 

the support is open from 9pm to 5pm, or is it open 24/7.  

Documentation for the System or Service 

This field contains the address or location for further documentation for the device if 

available. The documentation can be e.g. FMI Wiki-pages, or manufacturer’s webpages.  

Backup Systems or Spare Parts for the System or Service 

If there is a backup system that can be used, it should be listed here. E.g. in a modern 

office malfunctioning of a copier machine is not a showstopper, other ones can be used 

as a substitute. In a modern ICT environments, some systems and services are also 

duplicated or clustered in case one appliance breaks.  

Vital Data Source Dependencies 

This field is for noting is the system or service reliant from some data or data source. 

This sounds like a previous field “dependencies” but the idea is to differentiate the idea 

of a more physical or static dependency from the data stream dependency. E.g. in a case 

of a database, the database and its contents can be restored from the backups. But if 

the function of the database is to gather data from other sources and that is the vital 

function of that database, those data streams or inputs should be listed here.  

Other Comments 
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There should be always a place for free comments somewhere in any form. It is most 

likely that systems and services exist that in the time of writing were not known. These 

may hold information that should be documented somewhere. Or if there is a legacy 

system that is listed in the DRP plans that do not have to be fixed after it breaks, it can 

be written here. Or just in case something else comes in administrator’s mind.   

Attach File 

Sometimes a picture is worth a thousand words. Specifically with network equipment, it 

could be sometimes a good practice to attach a picture file illustrating the network topol-

ogy and where the system or appliance is located in it. 

Plan Approved by 

It is a good idea that someone else than the administrator itself goes through the plan. 

The more critical the system is, more important it is that the DRP plan consists of the 

ideas of main responsible administrators, not just one administrator. The approval for the 

plan could be written e.g. by their supervisor or a team leader.  

Plan Revised or Updated (date): 

ICT systems are usually under frequent changes. Since there are changes to the sys-

tems, there should also be changes to the plans. It is a good advice to go through the 

plans at least once a year and see if there are major changes. If there are no changes 

to the systems, or the plan is up to date, it is recommended to update the revised date. 

This also shows that the plans are revised periodically.  
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6 Implementing the Tool 

This chapter describes the creation of the Jira form that administrators will be using when 

creating the DRP plans. The chapter goes through basic settings that are needed when 

creating fillable form with Jira. Settings and adjustments that are irrelevant for making 

this DRP form will not be discussed. Security and visibility of Jira form will be also dis-

cussed in the last subchapter.  

6.1 Creating the Tool 

At first, a new project is created using Jira with administrator rights. A new project is 

chosen so it is possible to adjust the project visibility and user rights. Jira create project 

options are shown in Figure 7 below.  

 

Figure 7: Creating a new project with Jira. 

 

As mentioned in the previous chapter, Jira can be used in many ways, e.g. in project 

management and software development. When creating a fillable form, Task Manage-

ment was chosen. The new project was given a name Disaster Recovery Plan. The key 

value is a tag that also uses running numbering, so DRP was chosen as an abbreviation. 
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This means that the first DRP plan that is made will have the identifier of DRP-1, the 

second DRP-2 and so on. At last the project lead name was chosen. The lead of the 

project is a role that can be used in the project settings, e.g. forwarding automatic emails 

to the project lead. A project administrator can make future changes to the project, and 

change the user rights and visibility of the project without having an administrator rights 

to Jira itself. These settings in the Task management screen can be seen in Figure 8 

below.  

 

Figure 8: Jira Task management screen. 

 

After submitting the information in Task management screen, a new project was created 

showing Project settings as shown in Figure 9 below.  
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Figure 9: Jira Project Settings. 

 

After the DRP project was created, custom fields were made to act as a text boxes where 

user can fill in the actual data. These fields were chosen from the features that were 

discussed in the chapter 5.2. There are many options for the custom fields, but in this 

case almost all of them were chosen to be multi-line text field, which enables the user to 

fill in more than 254 characters to one text field, which is a limitation when using single-

line text field. In a criticality grading field, a select list from numbers one to four was 

chosen, since they are the only options that are used in that specific feature. Plan revised 

or updated field was chosen to be date picker field, which makes it more convenient for 

the user to fill in, since the date can be picked from a list, other than writing it.  

 

Next, an issue collector for the project was created. The issue collector defines the basic 

functions of the form. Creating the issue collector is shown on Figure 10 below, and the 

settings that were chosen are explained after the figure.  
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Figure 10: Creating the issue collector. 

 

The name for the issue collector was chosen Disaster Recovery Plan. Issue type is “task” 

since a form was made using a basic task management. The reporter field was chosen 

JIRA mail handler. With a Jira mail handler and chosen setting “Attempt to match user 

session of submitter or submitter email address” the reporter is always the person who 

fills in the form if he/she has signed in to Jira. Without signing in, the person is asked to 

fill in his/her email address and the Jira Mail Handler tries to match the email address 

with its user database. If there is a match, a username corresponding the email address 

will be chosen as a reporter. Without a proper match, Jira Mail Handler will be chosen 

as a reporter.  

 

Collect browser info was not chosen, since it is not needed to gather any browser data 

for statistical purposes.  Last, the trigger option defines how and where the form will be 

embedded. The option was chosen custom since it enables embedding the form in any 
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web page using JavaScript. The custom fields that were discussed earlier can be seen 

in Figure 11 below.  

 

 

 

Figure 11: Issue collector form custom fields. 

 

Issue collector form seen in Figure 11 above defines the fields that are used to collect 

the data for the DRP form. Template was chosen to be “custom” so it is possible to use 

the fields that were chosen before. As can be seen, there is no field for “Name of the 

system or service”. Since Jira automatically wants a field called “Summary”, the name of 

this automatic summary field was changed to “Name of the system or service” thus mak-

ing the premade custom field unnecessary. Also some fields were left blank such as the 

description and priority fields that are default fields, but can be left unchecked since they 

are not used in this form. The Message field allows to create instructions to the adminis-

trators in the beginning of the form if necessary.  
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6.2 Finished Disaster Recovery Planning Form 

The final DRP form that the administrators are able to fill can be seen on the Figures 

(12,13,14) below.  

 

Figure 12: DRP plan form (1 of 3) 



  37 (46) 

 

 

 

Figure 13: DRP plan form (2 of 3) 
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Figure 14: DRP plan form (3 of 3) 

 

6.3 Security and Visibility of Disaster Recovery Planning Form  

Since Disaster Recovery Plans are a vital piece of information for the organizations and 

often classified as confidential or secret because they contain detailed information on 

systems or services, it is important to protect them accordingly for any hostile actions or 

from persons that are not allowed to view them. Information security often uses multi-

layered protection mechanisms that gives multiple security controls for the protected as-

set.  
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At FMI, Atlassian Jira software used to create this DRP planning tool is not visible to the 

Internet. The user willing to fill in the form needs to have user rights to the FMI network 

and know the address where the form is located. These protections give the first level of 

protection for DRP plans. At this DRP project the visibility of these plans were restricted 

to the persons that work in the unit that administers the ICT infrastructure of the FMI, ICT 

and Data Production unit. This further narrows down the number of the people who are 

able to see the actual DRP plans. If needed, the restrictions can be made even stricter, 

to the personal level so only the designated administrators can see certain plans. These 

restrictions and visibility settings can be changed by the project administrator or Jira ad-

ministrator if needed. Jira itself does a log files that records all the changes to the per-

missions, so these changes leave a mark, and can be audited later if necessary. 

As is with Jira software as well all the other software, there is a possibility for errors, data 

corruption, update bugs and service malfunctions. The database that contains all the 

data is backed up, and can be restored if necessary. With Jira export options, these DRP 

plans can be exported to a text format that is printable and can be stored in a safe just 

for a precaution in a case where Jira service itself is down and the plans stored in the 

database cannot be reached.    
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7 Testing the Tool with Administrators 

This chapter discusses testing the DRP tool with administrators. The testing was imple-

mented as a tabletop exercise with five administrators. The testing was made by filling 

in the form with two test subjects, a standard network switch and also with a web service. 

Administrator observations on filling in the forms are discussed in a system specific sub-

chapter. The overall observations and future improvements are included in the subchap-

ter 7.3.  

7.1 Testing the Tool with an Example Appliance 

At first the tool was tested with a standard appliance, a network switch. The test group 

was able to fill in almost all the fields without difficulties, except the “Vital data source 

dependencies” field. This was due the fact that although a network switch needs data 

from the core switch, it was chosen to be left blank. In this case “Backups of the system 

or service” and “Configuration files for the system or service” were the same because of 

the nature of the appliance and the software that is used to control and maintain it. The 

result of the DRP plan for this specific appliance can be seen in the Figure 15 below.  
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Figure 15: DRP for Switch-1. 

7.2 Testing the Tool with an Example Service 

At second, the DRP tool was tested with a web service in a similar situation as before. 

The test group was able to fill in almost all the fields without any difficulties. As with the 

testing with a network switch, the field “Vital data source dependencies” were left blank. 

The results for this DRP plan are shown in the Figure 16 below.  



  42 (46) 

 

 

 

Figure 16: DRP for Web Service B. 

7.3 Observations on Testing the Tool and Future Improvements for Tool 

Overall the administrators were really pleased with the DRP tool. It was easy to fill in, 

and had pre-fixed fields that they wanted according to questionnaire that was made be-

fore. All the features, or fields were thought necessary although in some cases all the 

fields are not necessary to fill in. In network appliances, backups and configuration files 

can be the same, or be stored in same system. As with a web services the field 

“Backup systems or spare parts for the system or service” could be named in a way 

that it focuses more on how the resilience or high availability is obtained, rather than in-

dicating that there would be a spare system for the service in a case of malfunction. As 
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discussed in the previous chapters, in a modern data center the ways of making sys-

tems and services resilient and highly available are more than just having a different 

physical machine or having a bag of nuts and bolts ready just in the case.  

The possibility to add three new features or fields were also discussed. These were 

“How is the reserve power obtained”, “What systems are included in the stack, cluster 

or similar”, and “Location of the system or service”. In some cases, all the systems and 

services do not reside in a data center that has reserved power, or even have the UPS 

systems for a short power outages. The second field was discussed due the fact that in 

most cases systems run in a stacks or clusters, and services run on a virtualized envi-

ronment. This field would make it easier to understand how the resiliency of the system 

is obtained and what are the systems and services that are included in the entirety. The 

location field would be helpful in a cases that the organization or company have many 

locations or premises that the systems and services are located in. In the case of a sin-

gle data center this could also point to the location of the machine within the data cen-

ter.  

Improvements to the existing fields were also discussed. It would be nice to have an 

automatic date picker instead of having to fill in the field “Plan revised or updated”. An 

idea for an automatic counter for the update process was expressed. If there is an 

agreement that all the DRP’s are revised e.g. biyearly, it would be helpful to have an 

automatic counter running for the time of a next revision. An improvement for the free 

text boxes was also stated. There are many fields that – at least in an ideal situation, 

would lead to a similar choices. For example, there should not be numerous different 

backup systems or documentation places. In the suggested new fields such as location 

and reserve power, there could be only a couple of choices. These could be obtained 

by making the field a drop-down menu with the possibilities already listed, and an ad-

ministrator would only need to pick the right one. This would make the task even faster, 

and leave out the possible spelling errors in the free text boxes. One suggestion was 

also that this would enable a totally new way of presenting the dependencies of the 

systems, in a two dimensional or even using a 3D modelling since it would be possible 

to combine the pre-fixed choices in many ways.   

The whole chain of approval was also discussed. It was left unclear that what does the 

approval of the DRP actually mean. Is it the approval that someone has filled in the 
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form, or is it the approval that the content of the DRP is coherent and meets the exist-

ing criteria in case there is such? Or is there even a need for a formal approval agree-

ment, or can the person that has approved the plan be held responsible in a case there 

is e.g. a lawsuit in case of a disaster? These are questions where there are no clear or 

unambiguous answers, but they need to be discussed in a context of an organization 

culture, and possible legal agreements.     

As a summary for the testing, administrators thought this tool is a simple enough to 

use, and has all the necessary fields. The improvements that were discussed are pos-

sible included in the next version of this tool. It was widely agreed that filling this kind of 

a form for a system or a service really makes one to think all the facts that are listed in 

it. Although the data that this tool produces is by no means something totally new and 

possibly nothing that the administrators hadn’t though before, filling in all the fields for a 

single system or a service adds a value for the system resiliency thus increasing the 

whole contingency planning process as a whole.  
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8 Conclusions 

The concepts of contingency, Business Continuity Planning (BCP), Business Impact 

Analysis BIA, Disaster Recovery Planning (DRP), Continuity Planning etc. may seem a 

little confusing for the first time they are heard of. This may well be the case, as can be 

seen in the literature review of this Master’s thesis since even the specialists’ opinions 

and terminology and how they discuss the concepts and their relatedness seem to vary. 

The goal of this Master’s thesis was to overcome this terminology, and to create some-

thing simple administrator can use, and is willing to use in his daily job. It must not be a 

necessity to know all the industry jargon and specific fancy terms so that one could fill a 

form that will help in case of a disaster.  

The literature review revealed that there are a lot of features that need to be taken into 

account if an all-inclusive DRP form would be made. Depending on the size of the or-

ganization or company, some features such as types of reserved power may be unnec-

essary. On the other hand, large data centers may have several ways to achieve a solid 

way to ensure their power feeding.  

The important part of this master’s thesis was also to ask administrators how they feel 

about the subject, and what they think is important. The questionnaire that was imple-

mented gave informative answers on the subject. The need for self-explaining and easy 

to approach fillable form was one thing they wanted. The use of pre-existing software 

was also on the list, so that creating DRP’s would not need another new software. Also, 

creating the process to be clear and simple was also on their wanted list, but it was out 

of the scope of this master’s thesis. The process itself depends so heavily on the organ-

ization or company that it should always be implemented to fit the culture of the organi-

zation or company and ways of acting.  

The testing phase showed that this tool may as well be used with a single appliance as 

with a larger web service. That was also important, since the goal was also to harmonize 

the way that DRP’s are done rather than creating few different approaches depending 

on the appliance, system or service. Testing the tool with administrators also brought up 

few improvement ideas that could be implemented in the next phase of this tool. The fact 

that these ideas arose only after the questionnaire had been done, and the tool had been 

implemented shows the importance and necessity to test the final product with the people 

who are going to be mostly using it. Things need to be thought on the customer’s point 
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of view if one wants to really satisfy the customer. And in many cases customer may not 

know what they want before they see it. Based on the opinions administrators gave on 

the testing phase, one can say the outcome of this master’s thesis was successful. The 

implementation of the tool itself is possible in countless ways. It can be created as a web 

page, as a separate coding project etc. The Atlassian Jira software was chosen in this 

case because it was already in use, thus decreasing the threshold to start to fill in the 

DRP’s. The theory and discussion about the necessary features will give a good starting 

point for creating DRP’s in any environment. One should always think his/her organiza-

tion or company, and the protected assets. In the information security, everything needs 

to be adapted for the object. There are no commercial off-the-shelf products for this type 

of a need.  
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