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Abstract

We demonstrate that tensor decompositions can be used to trans-
form graphical models into structurally simpler graphical models that
approximate the same joint probability distribution. In this way, stan-
dard inference algorithms such as the junction tree algorithm, can be
used in order to use the transformed graphical model for approximate
inference. The usefulness of the technique is demonstrated by means
of its application to thirty randomly generated small-world Markov
networks.

Key words: graphical models; approximate inference, tensor de-
compositions



1 Introduction

Graphical models such as Bayesian networks and Markov networks allow for
probabilistic inference using a graph representation that factorizes a joint
probability distribution. In case the graph structure becomes too dense,
exact inference becomes intractable, and in those cases we may resort to
approximate inference algorithms. These algorithms can be distinguished
into stochastic and deterministic methods. Examples of stochastic approx-
imate inference methods are importance sampling and Gibbs sampling [7].
Examples of deterministic approximate inference methods are loopy belief
propagation [16], which is the application of belief propagation [17] to acyclic
directed graphs, and variational methods [10], which transform a graphical
model into a less complex model in order to compute bounds on probabilities
of interest.

In this paper, we follow an approach that is reminiscent of variational
methods in the sense that we transform a graphical model into a less complex
model. However, in our case, this transformation is not done analytically
by means of computing bounds on quantities of interest, but proceeds by
transforming graphs into less complex graphs using the machinery of tensor
decompositions [21, 3, 8]. Using these tensor decompositions, approximate
inference can be realized by means of marginalization over additional hidden
variables. Since the approximation is accomplished by means of a structural
transformation it allows the subsequent use of exact inference algorithms
such as the junction tree algorithm and variants thereof [12, 19, 13].

This approach to approximate inference in arbitrary graphical models
expands on earlier work [18], which has demonstrated the application of
tensor decompositions for graphical models that employ the concept of in-
dependence of causal influence [6], such as the well-known noisy-or model
[17].

This paper proceeds as follows. We begin by introducing tensors, ten-
sor operations, and tensor decompositions in Section 2. Subsequently, we
move on to discuss probabilistic inference in graphical models in Section 3,
where we focus on the well-known junction tree algorithm. The main con-
tribution of this paper is formed by Section 4, where we show how tensor
decompositions allow for approximate inference in graphical models. This is
demonstrated by means of the decomposition of thirty randomly generated
Markov networks whose underlying graph structure resembles that of real-
world graphs in Section 5. We end this paper in Section 6 with a discussion
of the proposed technique.



2 'Tensors: Operations and Decompositions

In the following, we use calligraphic characters A to denote tensors, up-
percase boldface characters A to denote matrices, and lowercase boldface
characters a to denote vectors. Lowercase standard characters are used to
indicate elements of tensors, matrices, or vectors.

2.1 Tensors

A tensor is a concept taken from multi-linear algebra which generalizes the
concepts of vectors and matrices, and is defined as follows.

Definition 2.1. Let I,...,Iny € N denote index upper bounds. A tensor
A € RIvXIN of order N is an N-way array where elements a;,..;, are
indexed by i; € {1,...,1;} for1 < j < N.

Hence, a tensor of order one denotes a vector a € R, and a tensor of
order two denotes a matrix A € R1*%2, In the following we introducing
the theoretical background that is required to understand the concept of a
tensor decomposition.

2.2 Tensor operations

A tensor can be expressed in terms of a matrix using the concept of a matrix
unfolding.
Definition 2.2. The matrix unfolding A ;) € RI*Usilive-Inhila-ljz) of

an Nth order tensor A € RIV*XIN s the matriz that has element Qi
at row number i; and column number

1+ Y (-1 J[ Im.
1<k<N kE+1<m<N
k#j m#j
Example 2.1. The matrix unfolding A ) of a third-order tensor

T T
A= (0 o ) waven oA = (04 ¢ 1)

The nth mode of a tensor refers to the nth dimension of a tensor. A
tensor may be multiplied by a matrix by means of the n-mode product.



Definition 2.3. The n-mode product A x, B of a tensor A € RIxxIn
and a matriz B € RINXIN s g tensor C € RIV X In—1XInxXIn1xXIN - qyitpy
elements:

Cireoin 1 jmina1 iy = D Gireoin Dji
in
Example 2.2. Let A be a third-order tensor as in example 2.1 and let B

denote a square matrix with b1; = u, bis = v, bo1 = w, bey = x. The 2-mode
product A X9 B is then given by

< (a(u+v),bu+v)T  (c(w+ z),d(w+ x))T >
(e(u+v), flut+o)T (g(w+z),h(w+2))T )~

We also define for tensors A, B € RIvXIN the inner product

<A78>E Z ai1~~~iNbi1"'iN

ULy iN

A= V(A A).

The outer product of two tensors is defined as follows.

and Frobenius norm

Definition 2.4. The outer product Ao B of two tensors A € RIV¥*In gnd
B e R/V%In s defined as the tensor C € RIV< > InxJixXJn qych that

Ciringrjn = Gigevip * Ojrijn
for all elements of C.
Using the outer product, the rank of a tensor is defined as follows [9].

Definition 2.5. A tensor of order N has rank one if it can be written as an
outer product a) o ... 0aWN) of vectors. The rank of a tensor A is defined
as the minimal number of tensors A1, ..., Ax of rank one such that

K
A= Z-Ak- (1)
k=1

Example 2.3. The third-order tensor

_(C6,-3)T ( 8-4)"
A_<(—12, 6)T (—16, 8)T>

has rank one since it can be written as the outer product of (1, —2)7, (3,4)7,
and (2,-1)T.



2.3 Tensor decompositions

Equation (1) shows that a tensor may be written in terms of a sum of K
rank one tensors, which is essentially a rank-K decomposition of A. This
rank-K decomposition is a special case of the Tucker decomposition [21]:

TJ(-A):CxlB(l) X2"'><NB(N) (2)

with J = (J1,...,Jn), a core tensor C = (cj,...;y) and matrices B ¢
RInxJn - Elements of the original tensor A are then computed as follows:

1) N
Ajy iy = Z Cjy-jn bgljl.”bEN])'N +Ti1~~~iN7 (3)

J1yeoJN

where (7,...;y ) denotes a residual tensor R. When we assume that the core
tensor C is a super-diagonal tensor with c¢;,...;,, equal to one if j; = js =
- = jn and zero otherwise, then we obtain:

1)
Qjy-viy = <Z)‘ bz(lk E )> F Tiyiy (4)

which reduces to the rank-K decomposition for vanishing r;,...;,,. Equation
(4) is also known as the canonical decomposition [3], or parallel factors de-
composition [8]. We will refer to it as a rank-K approximation of a tensor
A; also written as Ry (A).

One way to find a rank-1 approximation is by means of the higher-
order power method (HOPM) [5], as shown in Algorithm 1. This alternating
least squares algorithm finds a tensor A=X-bDo...opW ), with scalar
A and unit-norm vectors b, 1 < n < N, minimizing the least-squares
cost function C(A, A) =|| A— A ||? . In order to initialize matrices and
vectors in Algorithm 1, various schemes can be used. One approach is to
repeat the algorithm for several random initializations and to choose that
decomposition which maximizes the fit between the original tensor and the
approximation. Another approach that has been shown to give good results,
and which is used in this paper, is to choose the first dominant left singular
vector of the matrix unfolding A ;), as an initial estimate of bl [5, 4].

A greedy approach to finding a rank-K approximation is to apply the
higher-order power method to the residuals that remain after obtaining a
rank-1 approximation. This technique has been employed successfully in
Ref. [23] in order to achieve high compression rates for image sequences.



input: A

initialize b3, ... )
repeat
for:n:ltoNdoT r - r
b(n) :Axlb(l) Xog oo+ Xp_1 b("fl) X 41 b("+1) Xyt e XNb(N)
A = B |
b = b /A,
end for

until convergence
return A=Ay -bWo...ob®)

Algorithm 1: The higher-order power method for finding a rank-1 approximation
of a tensor.

By defining A' = A and A* = A*~1 — HOPM(A*~1) the following rank-K
approximation of a tensor A is obtained:

K
Ri(A) =) HOPM(A*). (5)
k=1

The rank-K approximation of Eq. (4) as computed from Eq. (5) has an
important interpretation in the context of approximate inference in graphical
models, as we will show in Section 4. First, however, we will turn towards
probabilistic inference in graphical models in general.

3 Probabilistic Inference in Graphical Models

Graphical models represent independence between random variables by means
of a graph. If the graph is directed and acyclic then the graphical model
is known as a Bayesian network, and if it is undirected then it is known
as a Markov network. Since a Bayesian network can be transformed into a
Markov network by means of a moralization operation that connects parents
and drops arc orientation, we will focus our attention on Markov networks.

Definition 3.1. A Markov network M = (G, V) is a pair, where G is an
undirected graph with nodes corresponding to a set of random variables X
and U = {1;(c;): C; € C} is a set of non-negative functions, known as
potentials, defined for the maximal cliques (maximally complete subgraphs)

C of G.

By representing a joint probability distribution (JPD) in terms of a prod-
uct of local factors, a Markov network with cliques C = {Cy,...,C,,} allows



the following factorization:

N |

H (6)

where Z = > T[i%, ¥i(c;) is the partition function, which acts as a nor-
malizing constant.

Graphical models reduce the number of free parameters that are needed
to specify a JPD, thereby allowing efficient probabilistic inference, such as
the computation of conditional and marginal probabilities for random vari-
ables U C X given evidence E C X \ U. Over the years, various exact and
approximate inference methods have been developed, where exact methods
typically require the graph structure underlying a graphical model to be
sufficiently sparse.

The junction tree algorithm [12] is an exact inference algorithm that
allows for the computation of conditional and marginal probabilities in ar-
bitrary graphs. In this paper, we take the standard junction tree algorithm
as our point of departure, and focus on discrete random variables. In order
to apply the junction tree algorithm to a Markov network (G, V), we need
to ensure that G is triangulated. An undirected graph is said to be triangu-
lated when all loops of length four or more have at least one edge between
non-neighboring nodes. The cliques of a triangulated graph can be arranged
to form a junction tree which satisfies the running intersection property: if
a node appears in two cliques C and C’, then it will also appear in all
cliques that lie on the path between C and C’. Figure 1 depicts (optional)
moralization, triangulation, and transformation into a junction tree.

Figure 1: Transforming an acyclic digraph into a moralized and triangulated undi-
rected graph and finally into a junction tree, satisfying the running intersection
property.

Inference proceeds by means of evidence absorption and message passing
in the junction tree, and produces posteriors for random variables U. Since
our interest is mainly in the structure of the Markov networks and junc-
tion trees, we will not elaborate on the exact form of the message passing
protocol, and instead refer to [12].



The complexity of inference is exponential in the size of the largest clique
after triangulation of the graph, and therefore, the aim is to obtain small
clique sizes. The sizes of the cliques that are obtained after triangulation
depend on the initial sizes of the cliques in the Markov network before
marginalization and the chosen elimination ordering of the nodes during
triangulation. Since finding an optimal elimination ordering is NP-complete
[1], we use a greedy approach which, at each step, eliminates that node
which will result in the addition of the least number of edges, where we
break ties by choosing the node that induces the clique having the smallest
weight [11]. The weight of a clique is defined as:

w(c) =[] 12cl

ceC

where Q¢ is the state space of C'. The weight of a Markov network is defined
as the product of the weight of its cliques: W(M) = [Ty W(C). 1In the
next section, we show how tensor decompositions can be used as the basis for
approximate inference by reducing the weight of the used Markov networks
and junction trees.

4 Approximate Inference using Tensors

In this section, we describe the use of tensor decompositions for approximate
inference in graphical models. We first turn towards the interpretation of
tensor decompositions in terms of graphical models.

4.1 Graphical model interpretation of tensor decompositions

Consider an arbitrary potential ¢: Qc — Rar mapping configurations ¢ €
Q¢ to positive real values. If random variables in C = {X3,..., Xy} are
discrete, then we may interpret 1 as a tensor, such that 1,,..,, denotes
the positive real value associated with (x1,...,2x) € Qc. As described in
Ref. [18], we may interpret a rank-K approximation in terms of a graphical
model structure. According to Eq. (4), the rank-K approximation of ¢ can
be written as:

K
1 N
h=1



By defining functions ¢;(z;,h) = b;jj )h for 1 < j < n and absorbing A into

the function ¢, (zn,h) = Ay, - bijj\\?h, we obtain:

N
Gy, oan) = Y [ ez h), (8)

h j=1

which can be interpreted as marginalization over a hidden variable H with
states h € Qp, where we have dropped the requirement that potentials are
non-negative. Since the hidden variable is marginalized out and the original
potential is approximated by the marginalization, negative values cancel and
we again obtain a non-negative potential. This interpretation is depicted in
Fig. 2. Note that, in case the decomposition (8) uses just one component,

Xl,...,XN —_— ¢1 ¢N

02

Figure 2: A clique {X1,...,Xx} can be represented by a tensor rank-K approxi-
mation. This can be interpreted in terms of a graphical model, with (possibly nega-
tive) real-valued functions ¢; and a hidden variable H taking values in {1,..., K}.

it reduces to:

N
j=1

which implies probabilistic independence between random variables X; and
X; with 4,5 € {1,...,N},i # j. In this case, random variables Xi,..., Xy
are decoupled, which allows the representation of ¢(z1,...,zx) in terms of
N potentials over single random variables.

4.2 Approximate inference with tensor decompositions

Savicky and Vomlel focused in their work [18] on the exact decomposition of
a restricted set of potentials that display functional dependence, which are
tensors of the form 9 (x,y) = 1,_y(,) for the indicator function 1x and some
function f. In this paper, in contrast, we focus on arbitrary potentials.
The basic idea of approximate inference with tensor decompositions is to
decompose the potentials in a Markov network into sets of smaller cliques
using the rank-K approximation of Eq. (4).

10
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Figure 3: Inference time spent using a rank-K decomposition of a potential as

compared with the original potential for binary variables and three different choices
of K.

If we focus on a Markov network M consisting of one clique C =
{X1,..., Xy} of binary random variables only, then the decomposition of
C leads to a network weight of 2K N instead of 2V, where K is the number
of states of the hidden variable H. The smaller we choose K, the more
efficient inference will become, whereas the higher we choose K, the better
the approximation will become. The efficiency of this approximate inference
method critically depends on how fast marginalization is for a decomposed
potential as compared with marginalization for the non-decomposed po-
tential. Figure 3 depicts the relative time that is spent on inference for
different numbers of components K. It is shown that, with our implemen-
tation of the junction tree algorithm, inference in the decomposed potential
becomes faster than inference in the original potential for a clique contain-
ing seventeen binary variables, given that one component is used in the
decomposition. This is equivalent to a clique weight of about 1.3 - 10°. For
a Markov network consisting of one clique only, the approximate inference
method is straightforward and outperforms standard inference whenever a
critical weight (as shown in Fig. 3) is exceeded. In arbitrary Markov net-
works the situation is more complex since we need to take into account the
triangulation step of the junction tree algorithm.

11
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original MN decomposed MN triangulated MN

Figure 4: Example of a suboptimal application of decomposition.

Figure 4 depicts the problem associated with a naive decomposition of
a Markov network, where we disregard for the moment the critical weight.
The original Markov network consists of two cliques C; = {1,2,3} and
Cz = {1,2,4}, and is already triangulated. After decomposition, the decom-
posed Markov network consists of six cliques of size two, but it is no longer
triangulated! After triangulation, the triangulated decomposed Markov net-
work has actually become more complex than the original Markov network,
which invalidates the usefulness of the decomposition. In order for a Markov
network decomposition to be useful, we need to make sure that the resulting
decomposed Markov network after triangulation is significantly less complex
than the original Markov network after triangulation, where we define com-
plexity in terms of network weight. There are, however, some special cases,
for which we can guarantee that a decomposition leads to more efficient
inference.

singly-connected clique decomposed clique

Figure 5: After decomposition, a singly-connected clique remains a triangulated
component of the Markov network, since there is no loop containing nodes outside
of a clique, that connects two distinct nodes within the clique.

One special case in which it is guaranteed that the decomposition is
useful, is in case of a singly-connected clique, which is defined as a clique for
which there is no loop containing nodes outside of a clique, that connects
two distinct nodes within the clique (Fig. 5).

12



Proposition 4.1. Decomposition of a singly-connected clique whose weight
1s above the critical weight always leads to more efficient inference.

Proof. By construction, a singly-connected clique does not change after tri-
angulation. Since its cliques after decomposition are triangulated as well,
no edges will be added to the cliques of the decomposition, such that infer-
ence on the potential associated with the clique depends only on its critical
weight. O

Another special case is due to the fact that a tensor decomposition which
uses one component leads to a fully disconnected clique (Fig. 6).

Proposition 4.2. Decomposition of a clique whose weight is above the crit-
ical weight using one component (state of the hidden variable H ) only, never
leads to less efficient inference.

Proof. In the worst-case situation, the nodes that have been disconnected
in the decomposed Markov network again become part of the same clique
after triangulation, which does not induce extra overhead as compared with

the original Markov network. O

Pow
/ \

i \ i \

| | > |

\ i \ i
OO

connected clique disconnected clique

Figure 6: If the decomposition uses one component then we disconnect the clique.
After triangulation, in the worst case, the original clique becomes connected again.

In this paper, we use a heuristic approach when determining the de-
composition of a Markov network. We define R (¢)) = {¢1,...,¢,} as the
rank-K decomposition of a potential ¢)(z1, ..., x,) into potentials {¢; (x1, h),
<oy On(n, h)}, where the number of components K is such that the least-
squares cost function C(¢, Rk (¢)) < e. Our approach for decomposing a
Markov network is shown in Algorithm 2. It finds a decomposed Markov
network that is approximately equal to the Markov network (depending on
the choice of €), and whose weight after triangulation is equal to or smaller
than that of the original Markov network after triangulation due to the
selective decomposition of potentials. Whether or not this leads to more ef-
ficient inference depends on the tradeoff between marginalization for a small

13



input: a Markov network M = (G, ¥), an error criterion ¢
let C = {Cy,...,C,,} denote the cliques of G.
let ¥; denote the replacement of ¢; in ¥ by R¢(¢;)
let GG; denote the graph that is associated with ¥;
for i =1tom do
if |C,| > 3 and W (triangulate(G;, ¥;)) < W(triangulate(M)) then
M= (G, T;)
end if
end for
return a decomposed Markov network M

Algorithm 2: Algorithm for finding a decomposition of a Markov network.

number of large potentials and marginalization for a large number of small
potentials, as was previously discussed in terms of critical weight.

5 Empirical Validation

The approximate inference method has been implemented in Matlab, where
we have made use of both the Bayes Net Toolbox [15] and the Tensor Toolbox
[2]. In order to validate our approximate inference method, we have tested
it on randomly generated Markov networks. The graphs underlying the gen-
erated Markov networks are so-called small-world networks [24], which are
highly clustered graphs that have a short characteristic path length. This
type of graph shares similarities with real-world graphs, since many real-
world graphs (such as social networks [14]) have a tendency to cluster, and,
even though most nodes in the graph are not neighbors, most nodes can
reach other nodes in a small number of steps. A small-world network is gen-
erated by reconnecting with probability p the edges in a regular ring lattice
consisting of N nodes, with each node having K neighbors, as depicted in
Fig. 7.

We have randomly generated thirty Markov networks, whose underlying
graphs are small-world networks. We have chosen N = 50 as the number
of nodes, K = 8 as the initial number of neighbors, and p = 0.2 as the
reconnection probability. The potentials are given by random matrices and
are defined over binary random variables. We have chosen three different
values of the error criterion (¢ =1, e = 0.1, and € = 0.01).

Figure 8 depicts the relative weight of the triangulated Markov networks
that are obtained after the decomposition by means of Algorithm 2. For a
number of experiments, there is no decrease in network weight due to the
decomposition, but for many experiments, network weights have become

14




regular ring lattice small-world network random graph

Figure 7: In order to construct a small-world graph, we start with a regular ring
lattice (N = 8 and K = 4), and reconnect edges with probability p. At intermediate
values of p, we obtain small-world networks. At high values of p, the small-world
networks transform into random graphs.
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Figure 8: Relative weight of the triangulated and decomposed Markov networks
as compared with the triangulated and non-decomposed Markov networks.

significantly smaller; showing that our algorithm performs well for these
randomly generated Markov networks. For those Markov networks for which
the network weight is decreased, the improvement will disappear as € goes
to zero, since an increasing number of components K will be chosen, unless
we find a perfect approximation. Sometimes, the network weight becomes
less for more accurate approximations (as in experiments 3,15,17, and 18).
This is most likely caused by the way our greedy algorithm operates; for
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Figure 9: Relative inference times of the triangulated and decomposed Markov
networks as compared with the triangulated non-decomposed Markov networks;
decreases in relative network weight are not exactly matched by decreases in infer-
ence time.

a more accurate approximation, a set of different cliques may be selected
for decomposition, which may perform better in terms of reducing network
weight.

Smaller network weights do not always lead to corresponding decreases in
inference time. Figure 9 depicts the inference time that is needed to compute
the marginals for all fifty nodes. The shortest relative inference time is found
for the Markov network of experiment seventeen with ¢ = 1, where the time
taken to compute the marginals with the decomposed Markov network is
approximately 7% of the time taken to compute the marginals with the
non-decomposed Markov network. The quality of the approximation of the
marginals is of course dependent on €, and Fig 10 depicts the average and
standard deviation of the error in the marginals. It demonstrates that the
approximation becomes better for decreasing values of e.

Our best result was obtained for the Markov network of experiment
seventeen with ¢ = 0.01. This Markov network saw a decrease in network
weight from 8.4-10° to 5.2-10° with an average difference of 1072 in the com-
puted marginals. Due to the decomposition of three cliques, the size of the
largest clique after decomposition has decreased from twenty-four to nine-
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Figure 10: Average error in marginals when computed with the decomposed
Markov network instead of the original Markov network, where stacked bars de-
note the standard deviation.

teen. Although the number of cliques after decomposition increased from
twenty-seven to thirty-three, we did manage to compute the marginals in
18% of the time it would take without a decomposition since the complexity
of inference scales with the largest clique size.

6 Discussion and Conclusion

The conducted experiments have shown that approximate inference by means
of the rank-K approximation of potentials in a Markov network is feasible,
where the trade-off between the efficiency of inference and the quality of the
approximation is determined by the number of components K that is cho-
sen. Note that the approximation that is given by Eq. (5) is only guaranteed
to find the optimal rank-K approximation if the tensor A is orthogonally
decomposable [25], which implies that there is room for further improve-
ment. For instance, if a potential displays functional dependence, then a
minimum number of components for an exact decomposition can be found
analytically [18], whereas the rank-K approximation of Eq. (5) can only
find better approximations to such potentials using an increasing number
of components. Other decompositions, such as the (more general) Tucker

17



decomposition [21], non-negative tensor decompositions [20], or decompo-
sitions in terms of decision trees [22], may also prove to be useful in this
context.

The efficiency of the approximation also depends on the structure of the
resulting junction tree, and in this paper, we have used a greedy approach
to select those cliques that lead to minimal network weights. As we have
seen, a decrease in network weight does not always imply the same decrease
in inference time. The network weight also depends on the order in which
the cliques are evaluated since different orderings suggest different cliques
as candidates for decomposition; a more extensive search for the optimal
candidates should improve the quality of the decomposition. Note that the
decomposition can also be applied to Markov networks after triangulation,
which may lead to further decreases in Markov network weight. Even though
we may encounter problems such as those of Fig. 4, repeated decomposition
could be useful for particular Markov networks. Especially Markov networks
whose graphs represent small-world networks could benefit from such an
approach, since these are characterized by large cliques that are sparsely
connected.

The use of tensor decompositions for approximate inference is easily im-
plemented and applied to arbitrary (discrete) Markov networks. Construc-
tion of the decomposed Markov network can be done off-line and standard
inference algorithms may be used for approximate inference in the decom-
posed Markov network. The empirical validation of the algorithm that has
been presented in this paper has shown the potential of this new approach
to approximate inference in graphical models.
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