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First ultraviolet absorption band of methane: An ab initio study
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Quantum mechanical calculations of the cross sections for photodissociation of CH4 and CD4 in the
1t2→3s band are presented. The potential energy surfaces for the three states correlating with the
1 1T2 state at tetrahedral geometries are calculated. The elements of the �3�3� matrix representing
the electronic Hamiltonian in the diabatic basis are expanded in powers of nuclear coordinates, up
to the second order. The expansion coefficients are based on accurate multireference configuration
interaction calculations. The electronically nonadiabatic dynamics is treated with the
multiconfiguration time-dependent Hartree approach. All nine internal degrees of methane are
included in the quantum dynamics simulations. The calculated cross section agrees well with
experiment. Semiclassical calculations using the reflection principle suggest that the peaks in the
spectrum correspond to the three adiabatic electronic states correlating with the 1 1T2 state at Td

geometries. However, the non-Born-Oppenheimer terms in the Hamiltonian have a strong effect on
the positions of the peaks in the absorption spectrum. The results of semiclassical calculations,
which neglect these terms, are therefore quite different from the accurate quantum results and
experiment. © 2007 American Institute of Physics. �DOI: 10.1063/1.2741551�

I. INTRODUCTION

The ultraviolet absorption spectrum of methane in the
8.8–11.4 eV photon energy range has been assigned to a
1t2→3s Rydberg transition.1 The spectrum in this range
shows two diffuse broad bands, centered at 9.7 and 10.4 eV.
The absence of a clear vibrational progression suggests that
the molecule dissociates rapidly. This is also made plausible
by several ab initio studies of photodissociation pathways.2–7

Experiments1,8–11 have identified the different photofrag-
ments predicted by the calculations.

The two broad bands have generally been attributed to
two Jahn-Teller components.1,12 At tetrahedral geometries
the first excited state �1 1T2� is threefold degenerate. Vibra-
tions of e or t2 symmetry lift the degeneracy. Thus, three
potential energy surfaces intersect at tetrahedral geometries.
For the simpler case of an excitation to a doubly degenerate
excited state, Sturge13 has discussed the shape of the absorp-
tion spectrum. Using the semiclassical Franck-Condon pic-
ture, he explained how a broad absorption band is split into
two bands for excitation from a nondegenerate ground state
to an E state. The band maxima correspond to vertical tran-
sitions from the ground state to the two adiabatic excited
state energy surfaces. For methane, no potential energy sur-
face for the excited state is available, and the assignment of
the peaks in the spectrum to Jahn-Teller components remains
uncertain. The interpretation of the double-peak feature in
terms of Jahn-Teller components has been questioned by
Mebel et al.6 on the basis of ab initio calculations.

While the excited state potential energy surface for CH4

has not yet been calculated, Dixon14 and Frey and
Davidson15 have constructed three-valued potential energy
surfaces for the CH4

+ ion, for the three states correlating with
the 1 2T2 state at the ground state equilibrium geometry of

CH4. Their surfaces are based on a second order expansion
in displacements from a tetrahedral reference geometry.
Dixon14 has examined the effect of the e and t2 vibrations on
the photoelectron spectrum using a semiclassical model. The
photoelectron spectrum16 has a similar shape as the photo-
dissociation spectrum. The three broad bands are attributed
to the three Jahn-Teller components.16 The semiclassical cal-
culations of Dixon14 confirm this picture. However, the semi-
classical calculations neglect the non-Born-Oppenheimer
terms in the Hamiltonian, and can therefore be only
qualitative.13 These nonadiabatic terms can be very impor-
tant for geometries close to intersections of the potential en-
ergy surfaces.

The aim of the present work is to calculate the cross
sections for the photodissociation of methane and CD4 in the
1t2→3s band. A three-valued potential energy surface is
constructed following the approach of Dixon.14 This ap-
proach yields an accurate description of the potential energy
surfaces and electronically nonadiabatic couplings in the
Franck-Condon region. Full dimensional quantum dynamics
calculations are performed using the multiconfiguration
time-dependent Hartree17–21 �MCTDH� approach. The calcu-
lated cross section is compared with experiment,1 and with
the results of the semiclassical approach. The effect of the
various vibrations on the shape of the spectrum is also ana-
lyzed.

II. THEORY

To describe the potential energy surface in the region
around the ground state geometry, it is convenient to expand
the electronic Hamiltonian in powers of nuclear displace-
ments. Several authors have already applied this method to
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study the potential energy surface for the CH4
+ ion.14,15 This

section gives the form of the three-valued potential energy
surface.

The coordinate system used to describe the molecule is
chosen so that the coordinates of the atoms at the ground
state equilibrium geometry are given by C�0,0,0�,
H1�−a ,−a ,a�, H2�a ,a ,a�, H3�−a ,a ,−a�, and H4�a ,−a ,−a�,
where a�re /�3 �re is the equilibrium C–H bond distance�.
Let �x, �y, and �z be the three degenerate eigenfunctions of
the Schrödinger equation for the electrons at the equilibrium
geometry, where the molecule has point group Td symmetry.
The electronic wave functions transform as the T2 irreducible
representation �irrep�, and transform as x, y, and z under the
symmetry operations of the Td point group. For nonsymmet-
ric nuclear geometries, the degeneracy is lifted. Thus, there
will be three adiabatic potential energy surfaces that intersect
at tetrahedral geometries. Close to the equilibrium geometry
the adiabatic electronic wave functions may be written as a
linear combinations of �x, �y, and �z. The wave functions
�i�q� only depend on the electron coordinates q and not on
nuclear coordinates Q and can be considered as diabatic
wave functions. From group theory it follows that the matrix
elements of the electronic Hamiltonian in this basis,

��i �Helˆ �� j	, can be written as14


Va1
− 1

2Ve,a + 1
2
�3Ve,b Vt2,z Vt2,y

Vt2,z Va1
− 1

2Ve,a − 1
2
�3Ve,b Vt2,x

Vt2,y Vt2,x Va1
+ Ve,a

� ,

�1�

where Va1
, Ve,i �i=a ,b�, and Vt2,i �i=x ,y ,z� are functions of

the nuclear coordinates that transform according to irreps A1,
E, and T2, respectively. Va1

transforms as �x2+y2+z2� under
the symmetry operations of Td point group. The functions
Ve,a and Ve,b transform as the pair ��2z2−x2−y2� /�6,
�x2−y2� /�2�, and the functions Vt2,i as the set �x ,y ,z�. Va1

,
Ve,i, and Vt2,i are expanded in powers of the symmetry-
adapted internal coordinates, which are linear combinations
of C–Hi bond lengths ri and Hi–C–H j bond angles �ij,

s1 �a1� = 1
2 �r1 + r2 + r3 + r4� − 2re,

s2a �e,a� = �1/2�3��2�12 + 2�34 − �13 − �14 − �23 − �24� ,

s2b �e,b� = 1
2 ��13 − �14 − �23 + �24� ,

s3x �t2,x� = �1/�2���24 − �13� ,

s3y �t2,y� = �1/�2���23 − �14� , �2�

s3z �t2,z� = �1/�2���12 − �34� ,

s4x �t2,x� = 1
2 �r2 + r4 − r1 − r3� ,

s4y �t2,y� = 1
2 �r2 + r3 − r1 − r4� ,

s4z �t2,z� = 1
2 �r1 + r2 − r3 − r4� .

Since these internal coordinates and potential energy terms in
Eq. �1� have the same transformation properties, the zeroth
and first order terms in the expanded potential are given by

Va1

�0� = Vvert,

Va1

�1� = l1s1,

�3�
Ve,i

�1� = l2s2i �i = a,b� ,

Vt2,i
�1� = l3s3i + l4s4i �i = x,y,z� ,

where Vvert is the vertical excitation energy and li is the
expansion coefficients.

The second order terms are more complex. Direct prod-
ucts of internal coordinates of E or T2 symmetry do not
transform as irreps. However, the second order contributions
can be expressed in terms of symmetry-adapted functions of
the coordinates.14 These functions can be found by consider-
ing the effect of permutations of the hydrogen atoms on the
products of internal coordinates, and by constructing linear
combinations that transform as the different irreps of Td. Us-
ing the functions defined in Table I, the second order terms
can be written as

Va1

�2� = 1
2 f11s1

2 + 1
2 f22�22�a1� + 1

2 f33�33�a1� + f34�34�a1�

+ 1
2 f44�44�a1� ,

Ve,i
�2� = l12s1s2i + l22�22�ei� + l33

e �33�ei� + l34
e �34�ei�

+ l44
e �44�ei� �i = a,b� , �4�

Vt2,i
�2� = l13s1s3i + l14s1s4i + l23�23�t2,i� + l24�24�t2,i�

+ l33
t �33�t2,i� + l34

t �34�t2,i� + l44
t �44�t2,i�

�i = x,y,z� .

Some cubic and quartic terms of Va1
are added. The quartic

terms prevent the energy to become very low for large dis-
placements from the equilibrium geometry. The third and
fourth order terms included are

TABLE I. Symmetry-adapted quadratic, cubic, and quartic functions of in-
ternal coordinates. Products of s4i coordinates are not included. The expres-
sions are identical to the corresponding expressions for s3i. In all equations
in this table, “3” can be interchanged with “4.”

�22 �a1�=s2a
2 +s2b

2 �23 � t2,x�= �− 1
2s2a+ ��3/2�s2b�s3x

�33 �a1�=s3x
2 +s3y

2 +s3z
2 �23 � t2,y�= �− 1

2s2a− ��3/2�s2b�s3y

�34 �a1�=s3xs4x+s3ys4y +s3zs4z �23 � t2,z�=s2as3z

�222 �a1�=s2a�s2a
2 −3s2b

2 �
�333 �a1�=s3xs3ys3z �33 � t2,x�=s3ys3z

�2222 �a1�= �s2a
2 +s2b

2 �2 �33 � t2,y�=s3xs3z

�3333 �a1��1�=s3x
4 +s3y

4 +s3z
4 �33 � t2,z�=s3xs3y

�3333 �a1��2�=s3x
2 s3y

2 +s3x
2 s3z

2 +s3y
2 s3z

2

�22 �e ,a�= �s2b
2 −s2a

2 � /2 �34 � t2,x�= �s3ys4z+s3zs4y� /�2
�22 �e ,b�=s2as2b �34 � t2,y�= �s3xs4z+s3zs4x� /�2

�33 �e ,a�= �2s3z
2 −s3x

2 −s3y
2 � /�6 �34 � t2,z�= �s3xs4y +s3ys4x� /�2

�33 �e ,b�= �s3x
2 −s3y

2 � /�2

�34 �e ,a�= �2s3zs4z−s3xs4x−s3ys4y� /�6

�34 �e ,b�= �s3xs4x−s3ys4y� /�2
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Ha1

�3� = 1
6 f111s1

3 + 1
6 f222�222�a1� + f333�333�a1�

+ f444�444�a1� ,

Ha1

�4� = 1
24 f1111s1

4 + 1
24 f2222�2222�a1� + 1

24 f3333
�1� �3333�a1��1�

+ 1
4 f3333

�2� �3333�a1��2� + 1
24 f4444

�1� �4444�a1��1�

+ 1
4 f4444

�2� �4444�a1��2�. �5�

III. METHODS

A. Electronic structure calculations

The adiabatic potential energies of the four lowest sin-
glet states �S0, S1, S2, and S3� are calculated using the mul-
tireference single and double excitation configuration inter-
action �MRSD-CI� approach, employing the COLUMBUS

package.22–25 Details are the same as in Ref. 7. The molecu-
lar orbitals used to construct the reference space are based on
multiconfiguration self-consistent field �MCSCF� calcula-
tions. The MCSCF calculations are state averaged over the
ground state and the first three excited singlet states, with a
weight of 3 for the ground state and a weight of 1 for each
excited state. The 1s orbital is not correlated. The atomic
orbital basis set employed is based on Dunnings correlation
consistent polarized valence triple-zeta basis �cc-pVTZ�.26

The highest angular momentum basis functions �f on C and d
on H� are omitted from the cc-pVTZ basis to reduce the
computational effort. Diffuse functions for C have been
added to describe the Rydberg s orbital: two s functions
�exponents 0.023 and 0.007� and one p function �exponent
0.021�. This basis set is abbreviated as “TZ−/Ry” in this
paper. In Ref. 7, it was shown that this basis set gives rea-
sonable results for the first excited state.7 In Sec. IV A, the
effect of the basis set size on the absorption spectrum is
examined.

B. Determination of the parameters of the potential
energy surface

The first step in the present study is the determination of
the parameters of the potential energy surface. Close to the
reference geometry, the adiabatic potential energy surfaces
obtained from the electronic structure calculations depend on
the coordinates as the energy surfaces obtained by diagonal-
izing the matrix in Eq. �1�. The parameters can be deter-
mined from the ab initio adiabatic energies for the first three
excited states, V1, V2 and V3. From Eq. �1�, it follows that the
average of the three adiabatic energies, Vav�1/3�V1+V2

+V3�, only depends on Va1
. On the other hand, the differ-

ences �i�Vi−Vav only depend on Ve,i and Vt2,i. Thus, the
parameters for Va1

, Ve,i, and Vt2,i can be determined indepen-
dently.

To determine the parameters, adiabatic potential energies
are computed for several one and two dimensional grids. All
geometries have at least Cs symmetry. The electronic struc-
ture calculations are therefore performed in Cs symmetry.
The grids are chosen according to two criteria. First, the grid
points lie sufficiently close to the reference geometry so that
the model potential energy surface can accurately describe

the ab initio energies. The difference between the fit and ab
initio energies was typically about 0.1 meV. Second, the
number of grid points is at least four times the number of
parameters to be determined independently. It has been
checked that the parameters are not changed significantly
when more points are added to the grid. Table II gives the
resulting parameters.

Alternatively, the potential can be expanded in Cartesian
normal mode coordinates Q1�a1�, Q2�e�, Q3�t2�, and Q4�t2�.
The corresponding expressions are similar to Eqs. �3�–�5�
�the symbols s should be replaced by Q�. Close to the refer-
ence geometry, expansion in Cartesian normal mode coordi-
nates yields the same potential energy surfaces as expansion
in the curvilinear internal coordinates. However, for a trun-
cated power expansion, it will give different results for large
displacements from the equilibrium geometry. It is a priori
not clear which of the expansions, in internal or normal
mode coordinates, gives a better representation of the poten-
tial energy surfaces. In this paper, the absorption spectrum
will be calculated for both expansions to examine the effect
of the expansion of the calculated absorption spectrum. The
expansion coefficients for the normal mode representation
can be determined following the same procedure as used to
determined the coefficients for the expansion in internal co-
ordinates.

C. Quantum dynamics calculations

Once the parameters of the potential energy surface are
determined, electronically nonadiabatic quantum dynamics
simulations can be performed to calculate the cross section.
The photodissociation cross section � for randomly oriented
molecules can be written as27,28

��Eph� =
1

3

1

2�2c�0
Eph�

−�

�

dt exp�iEt/��S�t� , �6�

where c is the velocity of light, �0 is the permittivity of free
space, Eph is the photon energy, E is the total energy, and S�t�

TABLE II. Parameters for the three-valued potential energy surface at re

=2.057 bohr, for interpolation in internal coordinates. Energies in eV, bond
distances in bohr, and bond angles in radians.

Vvert 10.5439 l1 −1.8492
f11 9.5685 l2 −2.9994
f22 2.9580 l3 1.9289
f33 2.5475 l4 −1.5654
f44 9.1831 l12 1.1471
f34 0.1747 l13 −0.5392
f111 −14.9676 l14 0.3895
f1111 16.6781 l22 −0.0276
f222 0.2163 l23 −1.0208
f2222 0.0000 l24 −0.4599
f333 −1.3841 l33

e 1.1078

f3333
�1� 3.6754 l33

t −0.0703

f3333
�2� 2.5575 l34

e 0.7308

f444 −15.0038 l34
t −0.3553

f4444
�1� 19.6578 l44

e −0.3711

f4444
�2� 19.2372 l44

t 0.0178

204313-3 First UV absorption band of methane J. Chem. Phys. 126, 204313 �2007�

Downloaded 01 Jun 2012 to 131.174.17.23. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



is the so-called “autocorrelation function.” The autocorrela-
tion function is defined as

S�t� = �	0�exp�− iĤt/���	0	 , �7�

where Ĥ is the excited state Hamiltonian, and 	0 is the ini-
tial wave function. 	0 is given by

	0�q,Q� = 
�Q���Q��exc�q� , �8�

where q and Q represent electron and nuclear coordinates,
respectively, 
�Q� is the transition dipole moment, ��Q� is
the ground state vibrational wave function, and �exc�q� is the
wave function for the excited electronic state. In the present
work, the excited electronic state is �z. The cross sections for
excitation to the �x and �y states are equal to the cross sec-
tion for excitation to the �z state. Thus, the total cross section
can be obtained by multiplying the cross section for excita-
tion to the �z state with three.

The calculation of the autocorrelation function requires
the propagation of wave packets on coupled electronic states.
The MCTDH method17–20 is employed for efficient multidi-
mensional wave packet propagation. MCTDH is a time-
dependent wave packet approach employing time-dependent
basis functions, called “single-particle functions,” to repre-
sent the wave function. This allows for a very compact rep-
resentation of the wave function. The correlation discrete
variable representation �CDVR� method29,30 is employed to
calculate matrix elements of the potential energy operator in
the basis of single-particle functions.

The wave function is represented in the diabatic repre-
sentation of the electronic states. Nuclear coordinates are
normal mode coordinates, and vibrational angular momen-
tum terms are neglected. The normal mode coordinates are
based on the force constants for the ground state, obtained
similarly as the parameters for the excited state. The force
constants and harmonic frequencies for the ground state are
listed in Table III.

The ground state vibrational wave function ��Q� is
evaluated using the harmonic approximation. The coordinate
dependence of the transition dipole moment 
 has been ne-
glected. The constant value of 
 has been adjusted to obtain
the best possible agreement with experiment. The obtained
value of 
 is 0.732 a.u., slightly larger than the result of ab
initio calculations at the ground state equilibrium geometry
�0.668 a.u.�.7

Convergence of the MCTDH calculations has been care-
fully checked. More details are given in Sec. IV B. Table IV
gives the parameters for the converged calculations. Each set
of single-particle functions is represented using a Hermite
DVR.

IV. RESULTS

A. Potential energy surfaces

The potential energy surfaces are constructed so that
they fit the ab initio adiabatic energies very accurately close
to the ground state equilibrium geometry. However, at larger
displacements the fit starts to deviate significantly from the
results of the electronic structure calculations. This is mainly
because the electronic wave functions can no longer be ap-
proximated by linear combinations of �x, �y, and �z. Other
electronic states, also with different symmetry species,
should be included. Figure 1 presents a cut through the po-
tential energy surface as a function of the normal mode co-
ordinates along the line Q2a=Q3z. Modes Q2�e� and Q3�t2�
are predominantly H–C–H bending modes. Along the line
Q2a=Q3z, the splitting of adiabatic energies is quite strong
due to the cooperation of the Ht2z and He,a couplings. In the
range between −10 and 10 a.u., where the bond angles differ
by less than 15° from the equilibrium values, the fitted sur-
face perfectly reproduces the computed energies, but for
larger displacements the fit and the calculated energies di-
verge. The V2 and V3 surfaces have avoided crossings due to
the mixing of configurations with excitation to Rydberg 3s
and 3p orbitals. The fitted surface, on the other hand, can

TABLE III. Force constants for the ground state potential energy surface at
re=2.057 bohr and normal mode frequencies. Energies in eV, bond distances
in bohr, and bond angles in radians.

f11 9.5613 �1�a1� 3035 cm−1

f22 3.6338 �2�e� 1575 cm−1

f33 3.4027 �3�t2� 1360 cm−1

f44 9.3183 �4�t2� 3143 cm−1

f34 0.7120

TABLE IV. Parameters for the MCTDH representation of the wave func-
tion. The number of grid points in parenthesis corresponds to the long time
propagation �16 fs�.

Coordinate
Number of

single-particle functions
Number of
grid points

Q1 �a1� 2 30 �100�
Q2a �e ,a� 5 55 �100�
Q2b �e ,b� 5 35 �65�
Q3x /Q3y �t2 , i� 6 40 �100�
Q3z �t2 ,z� 3 25 �45�
Q4x /Q4y �t2 , i� 3 20 �50�
Q4z �t2 ,z� 2 20 �30�

FIG. 1. Adiabatic potential energy surfaces, obtained from the fit in internal
coordinates �“PES-s”� and Cartesian normal mode coordinates �“PES-Q”�,
as a function of normal modes Q2a=Q3z. The circles, triangles, and stars are
the ab initio adiabatic energies V1, V2, and V3, respectively.
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only represent the potential energy surfaces for electronic
states resulting from the 1t2→3s transition.

Figure 1 also shows the potential energy surfaces ob-
tained from expansion in Cartesian normal mode coordi-
nates. The two sets of potential energy surfaces are referred
to as “PES-s” and “PES-Q,” where s and Q stand for the
curvilinear internal and Cartesian normal mode coordinates,
respectively. For the lowest adiabatic energy surface V1, the
decrease in energy is significantly stronger for PES-Q than
for PES-s. This is found also in other cuts through the po-
tential energy surface. The ab initio points appear to lie in
the middle between the two potential energy surfaces.

Thus, we have two sets of potential energy surfaces,
PES-s and PES-Q, which both accurately describe the ab
initio data close to the reference geometry, but deviate sub-
stantially at larger displacements. However, we may assume
that the cross section is mainly determined by the potential
energy surface in the Franck-Condon region. By comparing
cross sections calculated using the two potential energy sur-
faces, this assumption can be verified. Figure 2 shows that
the differences between the two spectra are small. PES-Q
only gives a somewhat broader spectrum.

It is also useful to examine the accuracy of the electronic
structure calculations. In a previous study Ref. 7, it was
shown that the vertical excitation energy increases when the
basis set is increased to augmented valence quadruple zeta
level, and when 1s core correlation is included. To study the
effect of the basis set size and of the core correlation, the
parameters are also determined from electronic structure cal-
culations with the “AQZ−/Ry” basis set7 and with 1s core
correlation. The AQZ−/Ry basis set is obtained from the
TZ−/Ry basis set by replacing the valence triple zeta basis
functions with the augmented valence quadruple zeta basis
set. The highest orbital angular momenta �g on C, f on H� are
then removed. The electronic structure calculations are re-
peated with the larger basis set, using the same grids as be-
fore. However, because these calculations are expensive
when performed in Cs symmetry, we have only repeated the
calculations for the C2v cuts of coordinate space. All param-
eters except f333, f3333

�2� , f444, f4444
�2� , l33

t , l44
t , and l34

t can be
determined in C2v symmetry. For the parameters that could
not be calculated, we took the TZ−/Ry results. The basis set

size and core correlation have a significant effect on Vvert,
which increases from 10.54 to 10.59 eV, but have a small
effect on the other parameters. Figure 2 shows that the spec-
trum obtained from more accurate electronic structure calcu-
lations is close to the TZ− result. The main effect is that the
spectrum is shifted to higher energies by about 0.05 eV.

B. Convergence of the MCTDH calculations

In this section, the convergence of the MCTDH calcula-
tions with respect to basis set parameters and propagation
time is discussed. The general strategy to determine the num-
ber of single-particle functions is the same as used by Man-
the and co-workers in their studies on the H+CH4

reaction.31–34 After some exploratory calculations, a first trial
set of single-particle functions was constructed. This set con-
tains one single-particle function for Q1, four for Q2a /Q2b,
four for Q3x /Q3y, two for Q3z, two for Q4x /Q4y, and one for
Q4z. This set already gives a reasonable result for the cross
section. Mode Q3z requires much less single-particle func-
tions than modes Q3x and Q3y. This can be explained as
follows. At t=0, only the �z state is populated. Equations
�1�–�4� show that the off-diagonal coupling between the �z

state and the �x and �y states depends on the x and y com-
ponents of Q3 and Q4, but not on the z components. Thus, the
x and y components of the t2 modes are much more strongly
excited than the z components.

For each mode, the number of single-particle functions
is varied independently to achieve convergence. The final set
is listed in Table IV. The convergence is then checked again
by varying the number of single-particle functions starting
from the final set. As an example of convergence, we show
in Fig. 3 the convergence with respect to the number of
single-particle functions in Q3x and Q3y, n3xy �because of
symmetry, we always use the same number of single-particle
functions for the x and y components of Q3 and Q4�. The
n3xy =6 and n3xy =8 results are almost indistinguishable,
while small differences between the n3xy =4 and n3xy =6
results are visible.

All convergences tests are based on a propagation time
of 8 fs, giving an autocorrelation function �S�t�
= �	�−t /2� �	�t /2�	� for times up to 16 fs. The choice of

FIG. 2. Cross section for potential energy surfaces PES-s, PES-Q, and
PES-AQZ−. PES-AQZ− is constructed as PES-s, but is based on calculations
with the AQZ−/Ry basis set and with 1s core correlation.

FIG. 3. Convergence of the cross section with the number of single-particle
functions for modes Q3x and Q3y. The number of single-particle functions
for the other modes is given in Table IV.
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8 fs for the time propagation is not arbitrarily. At 16 fs, S�t�
has decreased to almost zero ��S�16 fs��
10−4�S�0���. A cal-
culation with a longer propagation time �16 fs� shows that
�S�t�� does not increase significantly for at least another 8 fs.
For the 16 fs propagation, we used the same number of
single-particle functions as for the 8 fs propagation, but the
number of DVR grid points to represent each single-particle
function is increased significantly �see Table IV�. Conver-
gence tests for the number of single-particle functions have
not been repeated for the longer propagation time. Figure 4
compares the cross sections obtained from the 8 and 16 fs
time propagation calculations. The two results are almost
identical. Thus, the cross section is independent of the propa-
gation time between 8 and 16 fs.

Although the cross section appears to be converged with
respect to the propagation time, it cannot be the exact solu-
tion for the PES model. The potential energy surfaces are not
dissociative and only support bond states. The exact spec-
trum for infinite propagation time should therefore be a stick
spectrum. For longer propagation times, one would expect to
see some vibrational structures in the spectrum. However,
several test calculations suggest that it is difficult to obtain
convergence of the MCTDH/CDVR calculations with re-
spect to the number of single-particle functions after 8 fs.
This is probably due to the high density of vibrational levels,
resulting from the strong Jahn-Teller distortion for the Q2

and Q3 modes. Thus, the present dynamical calculations can
only accurately describe the short time dynamics. Also the
PES model is only accurate close to the equilibrium geom-
etry, and is therefore only valid for the short time dynamics
after photoexcitation.

C. Cross sections for CH4 and CD4: Comparison
with experiment

The cross sections calculated using PES-s and PES-Q
are compared with the experimental cross section in Fig. 5.
Only energies up to 10.85 eV are considered. For higher en-
ergies the bands due to the 1t2→3s and 1t2→3p transitions
overlap in the experimental spectrum. The calculated result
is in good agreement with experiment. The two peaks are
reproduced in the calculations, with about the same spacing
as in experiment. The difference between experiment and
theory is comparable to the difference between the PES-s

and PES-Q results. Both the calculated and the experimental
spectrum are diffuse and do not show clear vibrational pro-
gressions. However, this is for different reasons. In the ex-
periment, methane dissociates into various fragments.1,8–11

This explains the short lifetime of the excited state, and the
absence of clear vibrational progressions, although some ir-
regularities in the experimental spectrum around 10.5 eV
could be a signature of resonances. The present calculations
only describe the dynamics within the first 8 fs �see Sec.
IV C� and therefore yield a diffuse spectrum without vibra-
tional structures.

The theoretical cross sections is purely based on
ab initio calculations with exception of the transition dipole
moment, which has been adjusted to obtain best possible
agreement with experiment. The value found in this way, 

=0.732 a.u., is a factor of 1.095 larger than the ab initio
value of 0.668 a.u.7 Larger basis sets and core correlation7

have little effect on the calculated 
. We have also checked
that the coordinate dependence of 
 cannot explain the dis-
crepancy. Ab initio calculations of the transition dipole mo-
ment at several cuts through coordinate space show that 

depends weakly on the nuclear coordinates in the Franck-
Condon region. The disagreement with experiment is prob-
ably due to a truncation of the CI expansion in Ref. 7. Scal-
ing of the transition dipole moment was also necessary in a
study of the first absorption band of water.35 In that work, the
ab initio transition dipole moment was found to be about
10% too large. Thus, it appears that the typical uncertainty in
transition dipole moments calculated with the MRSD-CI
method is about 10%.

To further test the accuracy of the potential energy sur-
face and the adjusted transition dipole moment, it would be
useful if accurate experimental cross sections for CD4 were
available. The predicted spectrum, shown in Fig. 6, is sig-
nificantly narrower than the spectrum for CH4. The CD4 cal-
culations are converged with the same number of single-
particle functions as the CH4 calculations.

V. DISCUSSION

In the previous section, the accuracy of the computa-
tional approach has been discussed in detail. The comparison
with experiment also suggests that the present ab initio treat-

FIG. 4. Convergence of the cross section with the propagation time. FIG. 5. Comparison of the calculated cross sections, obtained with the two
potential energy surfaces, with experimental data of Ref. 1.
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ment is realistic. In this section, the structure of the spectrum
is examined in more detail. To gain insight, we will use the
same semiclassical reflection approach as used by Dixon14 in
his study of the photoelectron spectrum of methane.

The photoelectron spectrum16 has a similar shape as the
photodissociation spectrum. This is not surprising. In the
Franck-Condon region, the 1 2T2 state of CH4

+ is similar to
the 1 1T2 Rydberg state of CH4. Dixon14 has examined the
structure of the photoelectron spectrum using the reflection
approximation. According to this semiclassical model, the
peaks correspond to different adiabatic potential energy sur-
faces, V1, V2, and V3, that become degenerate at tetrahedral
geometries. This model can similarly explain the features in
the absorption spectrum.

According to the semiclassical reflection approximation,
the cross section is determined by a mapping of the ground
state vibrational wave function on the excited state potential
energy surfaces. The cross section for excitation to the ith
adiabatic electronic state is given by27

�i
R�Eph� =

1

3




�c�0
Eph� dQ��E − Vi�Q���
�Q��2���Q��2,

�9�

where Vi�Q� is the potential energy surface for the ith adia-
batic electronic state and 
i�Q� is the transition dipole mo-
ment. In the present case, 
i is assumed to be a constant. To
evaluate Eq. �9�, a Monte Carlo sampling scheme has been
applied. Nuclear coordinates Q are selected at random ac-
cording to the probability ���Q��2. From the distribution of
potential energies, the cross section can be calculated.

Figure 7 presents the results of the reflection approxima-
tion calculations, both the individual contributions of the
three adiabatic potential energy surfaces V1, V2, and V3, and
the total cross section. For each adiabatic surface, the spec-
trum has a simple Gaussian shape, but the width increases
with the index of the electronic state. The maxima in the V1

and V2 spectra coincide with the two peaks in the total spec-
trum. The V3 component does not give rise to a peak in the
total spectrum, because of the strong overlap between the V2

and V3 contributions. However, the total spectrum clearly
shows a “shoulder” �a local minimum of the slope of the
spectrum� around 10.8 eV, which clearly originates from the
overlapping contributions of the V2 and V3 spectra.

In this work, the accuracy of the reflection approxima-
tion can be assessed. Figure 7 includes the quantum result for
comparison. Both the semiclassical and quantum results
show the presence of two clear peaks, and a shoulder at
higher energies. However, for the reflection model the peaks
are shifted by about 0.3 eV to lower energies. The difference
is probably the consequence of neglecting the non-Born-
Oppenheimer terms in the Hamiltonian in the reflection ap-
proximation �see also the discussion in Ref. 13�. If the cou-
plings Vt2,i are set to zero, then the diabatic �z is an
eigenfunction of the electronic Hamiltonian, and the results
of the reflection method are in perfect agreement with the
quantum result. Both no longer show a double-peak struc-
ture.

It is interesting to study the dependence on the peak-
peak separation on the number of vibrational modes included
in the calculations. Figure 8 presents the spectrum calculated
by including only the bending modes Q2�e� and Q3�t2� �five
dimensional �5D�� and the spectrum calculated by only in-
cluding mode Q3�t2� �three dimensional�. The structure in the
5D spectrum is more clear than in the full dimensional spec-
trum. In particular, instead of the shoulder at high energies, a
third peak is clearly visible. However, the peak-peak separa-
tion is similar as in the full dimensional calculations. The
omitted modes Q1�a1� and Q4�t2� do not play an important

FIG. 6. The isotope effect on the absorption spectrum of methane. FIG. 7. Cross sections obtained from semiclassical reflection approximation
calculations. Thick solid line: total spectrum. Dashed lines: contributions of
the adiabatic potential energy surfaces. Also shown is the quantum result for
comparison �dashed-dotted line�.

FIG. 8. Cross sections obtained from reduced dimensionality calculations.
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role in the splitting of the absorption band. Mode Q1�a1�
does not cause a splitting, and the Jahn-Teller distortion for
the Q4�t2� mode is small.

When only the Q3�t2� mode is included, then the separa-
tion between the peaks is much smaller. At first sight, this
seems surprising, since the Q2�e� modes alone cannot induce
a splitting of the absorption band. When the Q3 and Q4 are
zero, then the diabatic electronic states are eigenstates of the
electronic Hamiltonian. Thus, there is only one relevant po-
tential energy surface corresponding to �z, given by Va1
+Ve,a, and the absorption spectrum is a single broad band.
However, when both Q2�e� and Q3�t2� modes are excited
simultaneously, then the excitation of the Q2 modes results in
a significant increase of the splitting of the band.

VI. CONCLUSION

Accurate cross sections for the photodissociation of CH4

and CD4 are presented, based on an accurate representation
of the potential energy surfaces and electronically nonadia-
batic couplings around the ground state equilibrium geom-
etry geometry, and MCTDH wave packet calculations.

The calculated spectrum is in good agreement with ex-
periment. The two band maxima are reproduced in the cal-
culations. We attribute these peaks to the adiabatic electronic
states S1 and S2. According to the semiclassical reflection
approximation, the peaks are maxima in the distribution of
the adiabatic potential energies. In the quantum mechanical
picture, these peaks correspond to maximum overlap be-
tween the ground state wave function and the continuum
wave functions on the different adiabatic potential energy
surfaces. Nonadiabatic couplings have a strong effect on the
positions and widths of the peaks in the spectrum. Conse-
quently, the reflection principle cannot reproduce the experi-
mental spectrum for excitation to a degenerate electronic
state. Nonadiabatic quantum calculations are required to ob-
tain good agreement with experiment.
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