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Abstract. We have studied the reactions e + e~ -»hadrons, 
e + e ~~, and t + t ~ ,  in the energy range 88.2
^ ] / s ^ 9 4 . 2  GeV. A total luminosity of 5.5 pb~*, corre­
sponding to approximately 115000 hadronic and 10000 
leptonic Z° decays, has been recorded with the L3 de­
tector. From a simultaneous fit to all of our measured 
cross section data, we obtain assuming lepton universal­
ity:

91.181 ±  0.010 ±  0.02 (LEP) G eV , 

r z =  2501±17M eV ,

r had =  1742 ± 19 MeV, ƒ} =  83.6 ±  0.8 MeV.

If we do not assume lepton universality, we obtain for 
the partial decay widths of the Z° into e + e ~ , pi+ /u~ and 
t  + r~  :

r e =  83.3 ±1.1 MeV, / ;  =  84.5 ±2.0  MeV, 

r r =  84.0±2.7 MeV.

From the measured ratio of the invisible and the leptonic 
decay widths of the Z°, we determine the number of light 
neutrino species to be Nv =  3.05 ±0.10. We include our 
measurements of the forward-backward asymmetry for 
the leptonic channels in a fit to determine the vector and 
axial-vector neutral current coupling constants of charged 
leptons to the Z°. We obtain g v ~  -“ 0.046Îo;oi2 and 
gA =  —0.500 ±0.003. In the framework of the Standard 
Model, we estimate the top quark mass to be 
m ,=  193ig9±16 (Higgs) GeV, and we derive a value 
for the weak mixing angle of sin2 0 ^ = 1  
— (M w/ M z )2 =  0.222 ±  0.008, corresponding to an effec­
tive weak mixing angle of sin2 0^=0.2315 ±0.0025.

1 Introduction

Precise measurements of the production cross section of 
the Z° in e + e ~ reactions and the hadronic and leptonic 
decay rates are important steps towards understanding 
the electroweak interaction which is very successfully de­
scribed by the Standard Model [1].

The successful operation of LEP [2] in 1990 has en­
abled us to collect a total luminosity of 5.5 pb-1 with the 
L3 detector in the energy range 88.2 94.2 GeV
around the Z° peak. This represents approximately 
115000 hadronic and 10000 leptonic Z° decays.

Earlier results on the hadronic and leptonic Z° cross 
sections and leptonic forward-backward asymmetries 
have been reported by the LEP experiments [3-6]. This 
analysis represents a factor of two increase in statistics 
with respect to our previous results [3-5]. An improved 
understanding of our detector has enabled us to signifi­
cantly reduce the systematic uncertainties in our meas­
urements.

In this article we present the results of the measure­
ments of the reactions:

1. -»hadrons,

2. e + e ~  (y),

3. e + e~ - > T  + T ~  (y),

4. e + e ~ -> e + e~ (y).

We perform simultaneous fits to our measurements of 
these reactions in order to determine the values of various 
electroweak parameters.

From the shape of the cross sections around the Z° 
peak we obtain precise values of the mass, the total width, 
the hadronic and leptonic partial decay widths of the Z° 
and the corresponding branching ratios. The difference 
between the total decay width and the sum of all observed 
partial decay widths gives the invisible width from which 
the number of light neutrino families is detennined. A 
comparison of the partial decay widths of the Z°  into 
electrons, muons and taus permits a test of the lepton 
universality of the weak neutral current interaction.

Including the measurements of the forward-backward 
asymmetries of the leptonic reactions, we determine the 
vector and axial-vector couplings of the leptons. In the 
framework of the Standard Model we can express our 
results in terms of the weak mixing angle or the mass of 
the top quark.

The structure of this article is as follows: in Sect. 2 
we describe briefly the L3 detector, the luminosity meas­
urement is discussed in Sect. 3, the analysis of reactions 
1-4 is described in Sect. 4-7. The determination of the 
electroweak parameters is presented in Sect. 8, and we 
conclude in Sect. 9.

2 The L3 detector

The L3 detector is designed to measure electrons, pho­
tons, muons and hadrons produced in e + e~ reactions 
with good spatial and energy resolution. Starting from 
the interaction point, the L3 detector is composed of the 
following subdetector systems:

•  a time expansion chamber (TEC) for tracking charged 
particles ;
•  an electromagnetic calorimeter composed of bismuth 
germanium oxide (BGO) crystals;
•  a cylindrical array of 30 scintillation counters ;
•  a hadron calorimeter with uranium absorber and pro­
portional wire chamber readout;
•  a muon spectrometer consisting of multi-wire drift 
chambers ;
•  a luminosity monitor composed of BGO crystal arrays 
on either side of the detector.

These detectors are installed in a 12 m inner diameter 
solenoidal magnet which provides a uniform magnetic 
field of 0.5 T along the beam direction. A detailed de­
scription of the detector and its performance is given in

The e + e interactions 1-4 are recorded in the L3 
detector if at least one of the following trigger require­
ments is fulfilled:
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Energy trigger : At least 10 GeV is registered in the BGO 
calorimeter, or 15 GeV in the BGO and barrel hadron 
calorimeter, or 20 GeV in all calorimeters (including the 
end-cap calorimeters).
Dimuon trigger: At least two tracks are detected in the 
muon chambers in non-adjacent octants and at least one 
scintillation counter has fired.
Single muon trigger: At least one track with a transverse 
momentum greater than 1.5 GeV is detected in the muon 
chambers and at least one scintillation counter has fired. 
Charged track trigger: At least two tracks with a trans­
verse momentum greater than 0.15 GeV and with an an­
gular separation greater than 120° in the transverse plane 
are observed in the TEC.
Scintillation counter trigger: At least five out of the 30 
barrel scintillation counters fire within 13 ns of the beam 
gate and at least one pair of the counters hit is separated 
by more than 45° in azimuth.

These trigger requirements have a very large redundancy. 
Typically at least two trigger requirements are fulfilled 
by each of the reactions 1-4. This allows a check of the 
trigger efficiency of the individual triggers. The combined 
trigger efficiency for all of the above reactions is larger
than 99.9%.

The response of the L3 detector is modelled with the 
GEANT3 [8] detector simulation program which in­
cludes the effects of energy loss, multiple scattering and 
showering in the detector materials and in the beam pipe. 
Hadronic showers in the calorimeters are simulated with 
the GHEISHA [9] program. Generated events are passed 
through the detector simulation program and are recon­
structed by the same program that is used to reconstruct 
the data for each of the physical processes studied. The 
database, which keeps track of the detector status, is used 
in the reconstruction of simulated events to compensate 
for time dependent detector inefficiencies. Except where 
explicitly stated, all Monte Carlo studies mentioned in 
this article are made with events which have been tracked 
through the detector by the simulation program.

The right-handed coordinate system that we use to 
decribe the detector is defined as follows: the z axis is 
along the direction of the incoming e~~, the y  axis is 
vertical and the x axis points towards the center of LEP. 
The polar angle 9 is determined with respect to the z axis, 
and the azimuthal angle (j) is determined in the xy  plane 
with respect to the x axis.

In the analysis we use the following Monte Carlo event 
generation programs: BABAMC [10] and BHLUMI
V 1.22 [ 11 ] for e + e - ^ e + e -  (y) events ; NG AMM A [12] 
for e + e ~ - * y y ( y )  events; JETSET 7.2 [13] and HER­
WIG 4.2 [14] for e + e~ ->hadrons events; KORALZ [15] 
for e + e~ -* //+ ju~ (y)  and e~ —»t + t ”  (y) events; and 
DIAG36 [16] for four-fermion final states.

3 Luminosity

The luminosity is determined from the measured rate of 
small-angle Bhabha scattering, e + e~ ->e+ e~~ (y ). We de­
scribe the determination of the luminosity in detail since

this measurement is crucial to the cross section measure­
ments which we present later.

3.1 Luminosity monitor and trigger

The luminosity monitor consists of two electromagnetic 
calorimeters and two sets of proportional wire chambers, 
situated symmetrically on either side of the interaction 
point. Each calorimeter is a finely segmented and azi- 
muthally symmetric array of 304 BGO crystals covering 
the polar angular range 24.93 <  6 or (n — d) 
<  69.94 mrad (with respect to the interaction point 

x —y — z — 0). Each crystal is read out by a photodiode 
and has an LED to monitor its stability. The analog 
photodiode signals are used for the luminosity triggers, 
and the digitized photodiode signals are used to deter­
mine the energy deposited in the crystals. The energy 
resolution of the calorimeters is about 2% at 45 GeV, and 
the position resolution is 0.4 mrad in 6 and 0.5° in 0 .

Luminosity triggers are based on the analog sums of 
the crystal signals in a 22.5° azimuthal region. Three trig­
gers are constructed from the 2 x  16 analog sums :

Back-to-back-trigger : At least 15 GeV is deposited in op­
posite 45° (ft sectors of the calorimeters.
Asymmetric double-tag trigger: At least 25 GeV is depos­
ited in* one calorimeter and at least 5 GeV in the other.

«

Prescaled single-tag trigger: At least 30 GeV is deposited 
in one of the calorimeters.

Selected Bhabha events must satisfy the back-to-back 
trigger or the asymmetric double-tag trigger. The single­
tag trigger is used to determine the trigger efficiency for 
Bhabha events, which is found to be (99.9 ±0.1)% , with 
fill-to-fill variations of less than 0.1%.

3.2 Event selection

The Bhabha event selection is based on the energy de­
posits in the two calorimeters. A typical Bhabha event is 
shown in Fig. 1. Adjacent crystals with more than

i---------- ^
X

Fig. 1. A Bhabha event as seen in the calorimeters of the luminosity 
monitor. Only energy deposits exceeding 250 MeV are shown. The 
size of each dark box is proportional to the energy deposit in the 
corresponding crystal. The tight fiducial volume corresponds to the 
outline shown in bold for the — z calorimeter
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250 MeV of deposited energy are joined into clusters. The 
9 and 0  impact coordinates of the cluster are determined 
from the observed energy sharing among the crystals. 
This is done by using a fitting function derived from the 
known average shape of electromagnetic showers. The 
same method is used to estimate the energy, E, of the 
incident particle by correcting the observed energy for 
lateral losses.

For most luminosity triggers one cluster is found in 
each calorimeter. For the events with multiple clusters 
we must differentiate between events with contributions 
from spurious beam-gas interactions and genuine radia­
tive events. To do this, the clusters are ordered by energy 
and a vectorial sum of the individual cluster coordinates 
(E> 9, (j) ) is made. The summing is stopped when the dif­
ference between the energy of the cluster and the beam 
energy is minimal.

Two separate samples of Bhabha events are main­
tained. In the first (second) sample, a tight fiducial vol­
ume cut, as described in (1) below, is imposed on the 
calorimeter on the +  z (  — z ) side. The criteria used for 
selecting luminosity events are:

1. The cluster is required to have the reconstructed 9 and 
(j) impact coordinates more than one crystal away from 
the calorimeter edges (see Fig. 1):

a. 30.92 < 9  <  64.41 mrad ;

CDO)Ccd
x:O

20

20
(degrees)

40
0cut (mrad>

60

Fig. 2a -c . The relative change in the integrated luminosity as a 
function o f a the coplanarity cut, \A<f) — 180° | <A(pcut; b the en­
ergy cut, one energy larger than E cui £ bearn and the other energy
larger than ^ E CME blxm; and c the tight fiducial volume cut, 
6cul < 6 <  64.41 mrad. The shaded region in Fig. c indicates the 
statistical uncertainty (dominated by the Monte Carlo simulation) 
with respect to the nominal cut value. These nominal cut values 
are indicated by the arrows

b. Icj) — 90°I >11.25° and |<£-270°| >11.25°

We impose no restrictions on the reconstructed impact 
coordinates on the opposite side.
2. The reconstructed energy on one side must be greater 
than 0.8 Eheam and the reconstructed energy on the other 
side must be greater than 0 .4 £ beam.
3. The coplanarity angle, Acj), of the two clusters must 
satisfy: \A(j) — 180°| <  10°.

The asymmetric energy cut ensures that the acceptance 
is not sensitive to the effect of a few dead crystals, and 
in addition retains most of the radiative Bhabha events. 
Almost all the background from random beam-gas co­
incidences has energies less than 0.8 £ beam in each calo­
rimeter and is, therefore, substantially reduced by re­
quirement 2.

The coplanarity requirement is used to further sup­
press beam related background. The sidebands of the 
coplanarity distribution, 10° <  \Acj) — 180° | <30°, are 
used to subtract, on a fill-by-fill basis, the remaining 
background in the signal region. The residual back­
ground level of 0.2% is mainly due to random coinci­
dences of beam-gas interactions. We assign a 0.1% sys­
tematic uncertainty to the background subtraction pro­
cedure.

The average of the two Bhabha event samples is used 
to calculate the luminosity. The asymmetric fiducial vol­
ume cut greatly reduces the systematic effect on the lu­
minosity measurement due to calorimeter misalignments 
and/or e~ interaction point displacements. For ex­
ample, a 2 mm displacement or a 1 mrad tilt of one cal­
orimeter relative to the beam line increases the measured

luminosity by only 0.1 %. The collinearity of the Bhabha 
events is used to monitor relative displacements of the 
beam with a precision of 0.1 mm. The fill-to-fill variations 
of these displacements are less than 0.5 mm.

The effect of changes in the selection requirements on 
the integrated luminosity, is shown in Fig. 2. The 
relatively large statistical uncertainty on the effect of 
varying the fiducial volume cut is due to the fact that an 
increase of the minimum scattering angle allowed strongly 
reduces the number of selected events. On the contrary, 
variations of the energy and coplanarity cuts hardly 
change the number of selected events. Within the statis­
tical uncertainty, the value of J? is  stable against changes 
in the coplanarity, energy and fiducial volume cuts. Based 
on Fig. 2, a 0.5% systematic uncertainty is assigned to 
S f  due to the event selection criteria.

3.3 Theoretical cross section

To determine the visible cross section, e + e~ -+e + e~~ (y)
events are generated at ] /s  =  91.18 GeV using BABAMC 
[10]. At the generator level, the polar angles of the scat­
tered electron and positron are required to be in the range
0.020 <  9 < n  — 0.020rad. The generated events are 
passed through the L3 detector simulation program. For
center of mass energies, ]/s, off the Z° peak the visible
cross section is rescaled by (91.18 GeV)2/,?. Small 1/~s de­
pendent electroweak interference effects ( ^  0.2%) are also 
taken into account [17]. The contribution from
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e + e —*e + e y  event configurations with the electron or 
the positron polar angle below 0.020 rad is estimated to 
be (0.06 ±0.02)% .

The difference between the BABAMC and the 
BHLUM IV 1.22 [ 11 ] predictions for the visible cross sec­
tion is (0.7 ±0.2)% . The difference between this value 
and the (2 ±  1) % quoted in [4] is due, apart from in­
creased Monte Carlo statistics, to an improved numerical 
integration in the initialization phase of BABAMC. The 
BABAMC Monte Carlo program is favored because it 
simulates the complete e + e ~ e ~  (y) phase space of 
experimental interest.

BABAMC is an $  (a) Monte Carlo event generator. 
To estimate the effect of higher order contributions, we 
use an analytic calculation of the leading log à"{ol2) con­
tribution [18]. For our angular range this yields a 0.4%) 
increase of the visible cross section with respect to the 
@{a)  result. The authors of [18] estimate the effect of 
the remaining higher order contributions to be less than
0.5%.

The event selection does not differentiate between e ± 
and y. Thus, the contribution from the e + e~ -+ y y  (y)  
process (0.02 %) must be added to the visible cross section 
[12]. The small background from the double-tag mode of 
the two-photon process, e + e~ -+e+ e~ X 9 is generally not 
coplanar and is therefore accounted for by the A<f> side­
band background subtraction procedure.

Including all contributions, the visible cross section at 
the Z° peak is 88.5 nb. The systematic uncertainty in the 
visible cross section due to the limited Monte Carlo sta­
tistics is 0.3 %. We estimate a theoretical uncertainty, re­
sulting from the approximations used in the BABAMC 
calculation and the effect of higher order terms beyond 
the leading log & ( a 2) term of 0.5% [18]. The geometry 
of the calorimeters has been measured by survey and has 
been checked independently using the proportional wire 
chambers mounted in front of the calorimeters. The un­
certainty in the geometry measurements introduces a 0.4% 
systematic uncertainty in the visible cross section.
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Table 1. Breakdown o f the contributions to the systematic uncer­
tainty in the luminosity measurement. The total systematic uncer­
tainty is the quadratic sum of the various contributions

Source of sytematic uncertainty Contribution 
to A & {% )

Luminosity trigger 0.1
Geometry of the calorimeters 0.4
Bhabha event selection criteria 0,5
Background subtraction 0.1
Monte Carlo statistics 0.3

Total experimental systematic uncertainty 0.7
Theoretical systematic uncertainty 0.5

Total systematic uncertainty 0.9

3.4 Luminosity measurement

Approximately 5 x  105 events from the 2 x  106 recorded 
luminosity triggers pass the event selection criteria de­
scribed above. The measured coplanarity distribution, af­
ter the energy and the fiducial volume cuts, is compared 
to the Monte Carlo prediction in Fig. 3 a. Figures 3b-c 
show the measured energy and 6 distributions for the 
selected Bhabha sample, together with the Monte Carlo 
predictions. Only the statistical errors on the data are 
shown; the statistical errors on the Monte Carlo simu­
lation are three times as large as those on the data. Apart 
from the tails of the energy distribution, the three distri­
butions are in good agreement with the Monte Carlo 
simulations. The excess of data events at high energies is 
due to real Bhabha interactions contaminated with a spu­
rious beam-gas interaction. The origin of the small excess 
at low energies is either due to the limitations of the 
detector simulation program, the beam-gas interactions 
or the <f(<x) nature of the BABAMC event generator; 
its effect on the value of the integrated luminosity is less 
than 0.3%.

Radiative Bhabha events are used to further investi­
gate the quality of the Monte Carlo simulation. The y is 
identified as the smaller energy cluster in events with two 
separate clusters in one calorimeter. Requiring the y en­
ergy, Ey, to be larger than 0.05.£beam, about 1.5 xlO 4 
radiative Bhabha events are identified. Figure 3d shows 
the measured Ey distribution and the Monte Carlo pre­
diction. The agreement is satisfactory.

The various contributions to the systematic uncer­
tainty in the luminosity are summarized in Table 1. The 
total systematic error of 0.9% is obtained by adding in 
quadrature the different contributions.

At the Z° peak, our visible Bhabha cross section is 
more than twice the e + e~ -»hadrons cross section. 
Therefore, the statistical uncertainty in the luminosity 
measurement is small compared with that of any Z° decay 
channel. For the investigated Z° decay channels we list 
for each center of mass energy point the corresponding 
integrated luminosity in Tables 2, 3, 5 and 7.

4 e + e~~ -»hadrons

The primary triggers for e* e~~ -»hadrons events are the 
energy, scintillation counter, and charged track triggers.

In addition, events with muons are also triggered by the 
single muon trigger. Since the hadronic events are trig­
gered by three independent triggers which are largely re­
dundant, we can determine the individual trigger effi­
ciencies from a study of the trigger data of the selected 
hadronic events. This analysis shows that the calorimetric 
trigger is (99.93 +  0.05)% efficient, and the scintillation 
counter and charged track triggers are each 95 % efficient. 
The combined trigger efficiency for hadronic events is 
larger than 99.9%. The systematic error due to trigger 
inefficiencies is negligible.

4.1 Event selection

The event selection for the process e * e ~  —»hadrons is 
based on the energy depositions in the electromagnetic 
and hadronic calorimeters, and the momentum of muons 
measured in the muon chambers. The hadronic calorim­
eter covers 99.5% of the solid angle. A clustering algo­
rithm is used to group energy depositions in the calorim­
eters [19]. The granularity and the minimum energy 
needed to form a cluster in the end-caps is slightly larger 
than in the barrel region. Therefore, these two regions 
are considered separately. The algorithm reconstructs on 
average only one cluster for each electron, photon or 
muon and only a few clusters for taus. A typical hadronic 
event contains about forty clusters. We are therefore able 
to reject e * e ~ ,  j u + and t  + t ~  events with a cut on 
the number of clusters. Hadronic events are selected using 
the following criteria :

1. 0.5 <  EviJ ] / s  <  1.5, where Evis is the total energy ob­
served in the detector.
2. |£ |j I /E vis <  0.5, where E  ̂ is the energy imbalance 
along the beam direction.
3. E J E vis <0.5 , where E ± is the transverse energy im­
balance.
4. The number of clusters, A ^ter, reconstructed in the 
calorimeters is required to satisfy:

a‘ -^ciusterè^ for |co s01j <0.74 (Barrel) or 

b. iVcluster̂  9 for I cos 0,| >  0.74 (End-cap)

where Qt is the polar angle of the event thrust axis with 
respect to the beam line.

Figures 4a-c show the distributions o f EVls/ ] / s ,  | E ^ \ f  
Evis and E x /E vis, respectively. Signal and background 
Monte Carlo distributions are also shown. The agreement 
between the data and Monte Carlo distributions is evi­
dent in the signal region. The small discrepancies outside 
the cuts can be attributed to various sources, e. g. beam- 
wall interactions, beam-gas interactions, two-photon 
events and cosmic ray showers. This is verified by scan­
ning these events and by an analysis based on the number 
of TEC tracks and scintillation counter hits. In Fig. 5 the 
distributions of the number of clusters observed in the 
barrel and end-cap regions are shown. The distributions 
show good agreement between the data and the Monte 
Carlo simulation.

Because of the very good agreement between the meas­
ured and the simulated distributions, the systematic un-
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certainty due to the event selection cuts is small. By vary­
ing the selection criteria we estimate a systematic uncer­
tainty in the event selection of 0.3%.
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[13] Monte Carlo program. The resulting acceptance, in­
cluding detector inefficiencies, is (99.04 ±  0.03) % for had- 
ronic decays of the Z°. A calculation of the acceptance 
with the HERWIG 4.2 [14] Monte Carlo program gives 
(98.9 ±0.1)% . Reasonable variations of the fragmenta­
tion parameters do not affect the acceptance. The uncer­
tainty in the effect of the inefficient regions on the ac­
ceptance is less than 0.1%). The dependence of the ac­
ceptance on 1/ s  is of order 0.1 % in the region of interest. 
From these studies we estimate that the systematic error 
on the acceptance is 0.2%,

An analysis of simulated e + e ~ -* r + r~  (y) events 
yields a background contamination in the hadronic event 
sample of (0.10±0.02)%. The e + e " ~ e ~  (y) process 
introduces a background of approximately 7 pb, which 
corresponds to 0.02% on the Z° peak. The requirement
EvJ \ f s  >  0.5 results in a small, | / s  independent, contri­
bution from e,g. beam-gas interactions and two-photon 
events of about 20 pb. This is estimated by extrapolating

*
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Table 2, Results on the cross section for the reaction e+e~ 
-►hadrons. Quoted errors are statistical only; the overall systematic 
uncertainty in the cross section is 0.4% (excluding the 0.9% lumi­
nosity uncertainty)

Vs  (GeV) N
*  events Jz?(nb l) fftot ( n b )

8 8 .2 2 4 1776 3 9 4 .5 4 .51  ± 0 . 1 1
8 9 .2 2 7 3841 4 5 5 .5 8 .4 7  ± 0 . 1 4
9 0 .2 2 7 m s 3 6 5 .2 1 8 .54  ± 0 . 2 5
9 1 .2 2 2 8 3 8 3 5 2 7 9 1 .5 30 .31  ± 0 . 1 2
9 2 .2 1 7 8 6 3 7 4 0 1 . 4 2 1 .6 8  ± 0 . 2 6
9 3 .2 2 1 6 3 6 8 5 1 9 .7 12.33  ± 0 . 1 6
9 4 .2 1 5 3 9 1 5 4 8 1 .8 8 .1 7  ± 0 . 1 4

Totals 1 1 5 0 9 7 5 4 0 9 .6

the observed rate in the 0.2 <  EviJ ] / s  < 0 .5  region. The 
measured cross sections are corrected for these back­
ground contributions.

An independent analysis of the same data has been 
carried out, employing a different cluster algorithm and 
a different event selection based on the number of clusters 
and the number of scintillation counter hits. The differ­
ences between the two analyses are consistent with the 
estimated systematic uncertainty.

4.2 Cross sections

After applying the above selection criteria, 115097 events 
remain, which correspond to an integrated luminosity of 
5.41 p b -1 . Table 2 lists the cross section for the reaction 
e + e~ hadrons as a function of the center of mass en­
ergy, along with the number of hadronic events and the 
integrated luminosity at each energy point. The cross sec­
tions are corrected for the finite energy spread of the LEP 
beams as discussed in Sect. 8.2.

Studies of the ratio of the number of events collected 
versus integrated luminosity as a function of time, show 
no evidence of significant point-to-point or time depend­
ent systematic errors in the scan around the Z° peak.

We obtain an overall systematic error in the corrected 
number of hadronic events of 0.4%. This includes con­
tributions from event selection (0.3 %) and acceptance 
(0.2%). Combining this error in quadrature with the 0.9% 
systematic error on the luminosity measurement, gives an 
overall systematic error on the measured hadronic cross 
section of 1.0%.

5 e + e +m 0 0

The main triggers for e e ~ ß ~  (y)  events are the 
dimuon and charged track triggers. The combined trigger 
efficiency of these two triggers within our acceptance is 
found to be greater than 99.9%.

5.1 Event selection

The selection of e + e ß  + P ( y ) events is based on the
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(y) events at the Z°  peak compared to the Monte 

Carlo simulation, including the simulation of the e+e - -> r + r'' (y) 
background. In this figure all events selection cuts are imposed, 
except the momentum cut

signals from the muon chambers, scintillation counters,

and central tracking chamber. The selection criteria are 
as follows :

1. The event is required to have two tracks in the muon 
chambers in the fiducial volume defined by | cos 9 | < 0 .8  
satisfying the following requirements :
a. To match the dimuon trigger requirements, both tracks 
must have a measured momentum of at least 2 GeV and 
the acoplanarity angle between them must be less than
90°.

«

b. At least one track must extrapolate to within 100 mm 
of the nominal vertex position in both the transverse and 
longitudinal planes.
2. At least one muon chamber track must have a meas­
ured momentum greater than § 2?beam.
3. At least one of the scintillation counters hit by the 
muons must give a signal, which after correction for time 
of flight must be within 3 ns of the beam gate.
4. The event is required to have at least one and no more 
than five TEC tracks with a transverse distance of closest 
approach to the beam axis of less than 5 mm.

Figure 6 shows the momentum distribution of the most 
energetic muon in the event compared to the Monte Carlo 
prediction, for data at the Z° peak. Good agreement be­
tween the data and the Monte Carlo is observed. The 
momentum cut (2) removes most of the background from

‘ (y ), two-photon processes and hadronic 
events. The remaining e * e ~~-»hadrons events are re­
jected by the charged track multiplicity requirement (4).

We estimate a background from e + e ~ + ( y)  
events of (1.2±0.1)%  using events generated with 
KORALZ [15] and passed through the detector simu­

e e T + T
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lation. The background from reactions such as e + e~ 
-> hadrons, e~ ~+e + e~ ß v ß ~, etc. is negligible. Cos­
mic ray background is rejected by requiring that the mu­
ons originate from the nominal vertex position (lb , 4) 
and that the event is in time with the bunch crossing (3). 
The residual cosmic ray background in the selected sam­
ple is (0.20 ± 0.02)%; this is determined using events with 
TEC tracks that do not pass through the interaction point. 
Varying the above criteria we estimate a systematic un­
certainty in the cross section measurement due to the 
event selection of 0.5%.

To calculate the geometrical acceptance and event se­
lection efficiency, e* e~~ fi~ (y)  events are generated 
with KORALZ. For the cuts described above, the accep­
tance, including detector inefficiencies, is (78.3 ±0.3)% , 
inside the fiducial volume. This acceptance is independent 
of the center of mass energy. We assign a systematic un­

certainty of 0.5% to the acceptance due to imperfections
in the detector simulation.

Higher order radiative corrections account for signif­
icant deviations from first order predictions in the region 
of the Z° peak. Thus, a good understanding of photon 
radiation is essential for a precise measurement of elec­
troweak parameters. We have measured these radiative 
processes directly by studying e + e~ + ß~~ y events. 
For each event the largest electromagnetic cluster in the 
BGO calorimeter is identified as the photon. Figure 7 a 
shows the measured photon spectrum for Ey > 0 .5  GeV 
at the Z° peak. The effect of photon radiation can also 
be seen in Fig. 7 b, where the acollinearity angle of the 
ju + ju~ pair is shown. In both cases the Monte Carlo 
correctly simulates the effects of hard photon radiation.

An alternative selection ofß +ß  ~ , which employs scin­
tillation counter timing to select good muons and calor- 
imetric clusters to reject hadronic events, yields very sim­
ilar results.
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5.2 Cross sections

After applying the above selection criteria, 3245 events 
are selected from the data sample with a total integrated 
luminosity of 5.35 pb-1 . The number of events and the 
luminosity collected at each energy point are listed in 
Table 3.

We
CO S0

determine the cross section in the range 
<  0.8 where the measurements are performed. 

Then, we extrapolate this result to the full solid angle 
using the KORALZ Monte Carlo program. In principle, 
the cross section for | cos Ö | < 0 .8  is sufficient for the 
determination of the electroweak parameters. The ex­
trapolation of the cross section to the full solid angle 
facilitates comparisons among the LEP experiments. We 
quote both cross sections in Table 3, where o*meas is the 
measured cross section for |cos0 | < 0 .8  and a loL is the 
cross section extrapolated to the full solid angle. Both 
cross sections are corrected for acceptance, radiative ef­
fects and background. It should be noted that the ex­
trapolation of the cross section includes a small correc­
tion for the energy dependence of the acceptance due to 
hard photon initial state radiation. The maximum vari-

Table 3. Results on the cross section for the reaction e^e
(y). (T_eas is the acceptance corrected cross section forfi+ti

cos QI < 0 .8  and <7tot is the cross section extrapolated to the full 
solid angle. Quoted errors are statistical only and the overall sys­
tematic uncertainty in the cross section is 0.8% (excluding the 0.9% 
luminosity uncertainty)

1/7 (GeV) N1 ’events -^ (n b “ 1) ^meas (nb) ö'tot (nb)
88.224 56 379.0 0.186±0.024 0.263 ±0.035
89.227 91 419.2 0.273 ±  0.028 0.381 ±0.040
90.227 196 359.9 0.687 ±0.049 0.951 ±0.068
91.222 2388 2812.9 1.072 ±0.022 1.479 ±0.030
92.217 257 387.9 0.837 ±0.052 1.152 ±0.071
93.221 144 503.1 0.361 ±0.030 0.503 ±0.042
94.215 113 484.4 0.293 ±  0.027 0.411 ±0.038

Totals 3245 5346.4
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ation of the acceptance is 2% in the energy range covered 
by our measurements. We use the extrapolated cross sec­
tion, <jtot, for the determination of the electroweak pa­
rameters in Sect. 8.

We estimate a total systematic uncertainty in both 
cross sections of 0.8% (excluding the 0.9% luminosity 
uncertainty); this includes uncertainties due to event se­
lection (0.5%), acceptance and efficiency (0.5%), Monte 
Carlo statistics and cross section extrapolation (0.4%), 
and background subtraction (0.1%).

5.3 Forward-backward asymmetry

The forward-backward asymmetry, AFB, is defined as fol 
lows:

Table 4. Measured forward-backward asymmetry, A FU, o f  the re­
action e +e~ ->ju (y). Both the asymmetry determined from the 
number of events in the forward and backward hemispheres and 
the asymmetry determined using the maximum likelihood, method 
are given. Quoted errors are statistical only. The systematic error 
is estimated to be 0.005

1/ s  (GeV) ^FB
Counting Likelihood

88.224 — 0.41 ±0.13 -0 .4 4  ±0.13
89.227 -0 .0 2  ±0.12 -0 .0 3  ±0.11
90.227 — 0.136 ±  0.076 -0 .1 4 4  ±0.077
91.222 0.014 ±0.022 0.017 ±0.021
92.217 0.100±0.066 0.106 ±0.066
93.221 0.031 ±0.090 0.130 ±0.093
94.215 0.122 ±0.098 0.164 ±0.098

A FB (1)

where a  f {g b) is the cross section for events with the ß  
scattered into the forward (backward) hemisphere with 
respect to the electron beam direction.

For the measurement of the e + e - * ß + fi (y) for- 
ward-backward asymmetry the following selection cri­
teria are applied in addition to the above cuts 1-4:

5. The muons must have opposite charges.
6. The acollinearity angle of the ß  + ß ~  Paif must be less 
than 15°.

3104 events in the data sample of 5.35 p b -1 fulfill these 
requirements. Since one needs to distinguish ß  + and ß  ~ 
for the measurement of the asymmetry, we have checked 
the charge confusion by searching for events where both 
muons have the same charge. We find a charge confusion 
of (1.2 ±0.2)%  for single muons. This charge confusion 
arises mainly from muons passing near the edges of the 
sensitive area of the muon chambers. A study of these 
events shows that the probability that both muon charges 
are wrongly measured is less than 0.2%. Only these events 
contribute to a wrong measurement of the forward-back- 
ward asymmetry, since the events with equal muon 
charges are rejected by cut 5. The systematic error due 
to the charge confusion is 0.004 x  AFB, which is much 
smaller than the statistical error of the measurement.

The acollinearity cut of 15° is applied to reduce the 
contribution from hard photon radiation to the differ­
ential cross section. With this cut the lowest order form 
of the angular distribution, |(1  +  cos2 6) -M FBcos 0, can 
be used for the determination of the asymmetry. Here 0 
is the angle between the ß ~  and the e™. A study with 
KORALZ and ZFITTER [20] (the latter is described in 
Sect. 8.3) shows that this form is good to within 0.6% 
in the | cos 0 | < 0 .8  angular region, corresponding to a 
systematic error of less than 0.003 in the asymmetry.

The asymmetry at a given energy point is determined 
from a maximum likelihood fit to the angular distribu­
tion. The likelihood is defined as:

L =  n  (8(1+ cos20/) +  ̂ fbcos0/)* (2)
» ƒ

The product is taken over all the events selected for the 
asymmetry determination. This asymmetry determination 
is independent of variations in the acceptance as a func­
tion of 0, provided that the acceptance is the same for 
ß  + and ß ~ . A comparison of the momentum distribu­
tions of positive and negative muons in the forward and 
backward regions shows that in each hemisphere the ac­
ceptance is charge independent to better than 0.2%. 
Therefore, the corresponding systematic error in the 
asymmetry is less that 0.002.

The very small cosmic ray background in the selected 
e + e~ -► ß ~  (y) event sample introduces a negligible 
systematic error. The only sizeable physical background 
is the 1.2% background from e + + T“ (y) events. 
This background does not introduce any systematic bias, 
since these events have an asymmetry quite similar to that 
of e + e~ - + ß +ß~~ (y )  events.

In summary, including the error for using the lowest 
order form discussed above, we assign a total systematic 
error of 0.005 to the measurement of the forward-back­
ward asymmetry of e + e~ —►//+ß ~~ (y ).

The forward-backward asymmetries obtained from the 
maximum likelihood fit are presented in Table 4 for the 
different center of mass energies. As a consistency check, 
we also calculated AFB by direct counting of the events 
with a forward or backward scattered ß  ~ . We corrected 
for the cos 0 dependent detector acceptance and extrap­
olated to the full solid angle using the lowest order for­
mula for the angular distribution given above. The results 
are also quoted in Table 4, and they are in very good 
agreement with the results obtained from the maximum 
likelihood method. To test the validity of the approxi­
mation of the angular distribution given above, we fit 
the acceptance corrected cos0 distribution for the 
ê ~e~~ - + ß * ß ~  (y) events at the Z° peak to determine 
^ fb ' We obtain A FB =  0.01 ±0.02 with a x 2 of S.4 for 6 
degrees of freedom. Figure 8 shows the acceptance cor­
rected cos 0 distribution together with the result of the 
fit. We use the asymmetries obtained from the maximum 
likelihood method for the determination of electroweak 
parameters in Sect. 8.
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Fig. 8. Acceptance corrected cos 6 distribution for e +e~ ->ju (y) 
events at the Z° peak. The solid line corresponds to the resuit of 
a x 2 fit to the functional form shown in (2)

6 e + e~ T  T (y )

The triggers f o r e  r - > T ' r “ ( y )  events are the energy, 
charged track and single muon triggers. Comparing events 
that have been triggered by any of the three, we find that 
the combined trigger efficiency is greater than 99.9%.

6.1 Event selection

The e * e ~ —>r + (y) events are selected using all pos­
sible decay modes of the tau. The selection criteria are 
based on information from the electromagnetic and had­
ronic calorimeters, muon chambers, scintillation counters 
and central tracking chamber. Jets are formed by merging 
calorimetric clusters and muon chamber tracks. Muons 
must satisfy a momentum-dependent vertex cut to reject 
calorimeter punch-through and cosmic ray background. 
If the calorimetric energy deposition in the jet associated 
with a muon is consistent with that expected for a min­
imum ionizing particle, the muon is considered to be iso­
lated.

The selection criteria are:

1. The total energy deposited in the electromagnetic cal­
orimeter is required to be greater than 2 GeV and less 
than 60 GeV.
2. The number of clusters reconstructed in the electro­
magnetic calorimeter must be less than 13 and the number 
of charged tracks in the TEC must be less than 9.
3. The event is required to have at least one scintillation 
counter hit, which after correction for time of flight must 
be within 6 ns of the beam gate.
4. The event must contain at least two and at most three 
jets, each with an energy greater than 3 GeV.
5. The acollinearity angle between the two most energetic 
jets must be less than 14°.
6. The event is required to have no more than one iso­

lated muon and, in addition, the muon must have a mo­
mentum of less than 0.88 Ebeam.
7. If the shower profile of a jet is consistent with an 
electron or a photon, the energy deposited in the BGO 
associated with that jet must be less than 0.88 £ beam.

The analysis is further restricted to events which are con­
tained within the fiducial volume defined by |cos0, 
<  0.7, where 0, is the polar angle of the event thrust axis. 

We estimate a 2.0 % systematic uncertainty in the event 
selection by varying the above event selection cuts.

The requirement on the total energy deposited in the 
electromagnetic calorimeter (1) is used to remove most
of the e e 4*

M M (y) and e e e + e ( y ) events

>0)0
CM

4—*c<11
l2

js
Ed2

o
LO

4->
cCD>
LU

0-Q
E3

160

120 -

80  -

40  -

0
E iGO (GeV)

Acollinearity (Degrees)
Fig. 9a, b. a The distribution of the energy deposited in the BGO 
calorimeter and b the distribution of the acollinearity for

(y) events. Both distributions are compared to the 
Monte Carlo simulations, including background simulations for 
e +e ~ - + e +e~ (y), e * e ~ (y) and e +e ~ ^ hadrons. In these 
figures all event selection cuts are imposed, except the cut on the 
variable plotted

4* —e e
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from the data sample. Hadronic events are suppressed by 
the multiplicity requirement (2), while cosmic ray back­
ground is rejected by the scintillation counter requirement 
(3). The jet energy cut (4) and the acollinearity cut (5) 
reduce the background from beam-gas interactions and 
two-photon processes. Residual backgrounds from e + e~

(y) and e* e~ -►e4' e~ (y) events are removed 
with requirements (6) and (7), respectively.

Figures 9a-b show the distributions of the energy de­
posited in the BGO calorimeter and the acollinearity an­
gle, respectively. The distributions are compared to the 
Monte Carlo predictions; the agreement is good.

To determine the geometrical acceptance and event 
selection efficiency, e + e~ - * t + (y) events are gener­
ated using KORALZ [15]. For the selection criteria de­
scribed above, the acceptance including detector ineffi­
ciencies, is (75.4 ±  0.3) % within the fiducial volume. This 
acceptance is independent of the center of mass energy.

Using Monte Carlo simulation we estimate an overall 
background of (2.2±0.2)%  from e + e~-^-e*e~ (y), 
e* e~ ji~  (y) and e+ e"-»-hadrons in the data sam­
ple. The background from two-photon processes (e.g. 
e* e~ e~ r  + x ~ , e + e~ ~^e+ e~ qq) is found to be 
about 0.1%, From a scan of the selected events, we es­
timate the cosmic ray background to be (0.2 ±0.1)% .

An alternative analysis using a different set of selection 
cuts and a modified cluster algorithm yields very similar 
results.

6.2 Cross sections

After applying the above selection criteria, 2540 events 
survive in the data sample with an integrated luminosity 
of 5.11 p b “ 1.

Extrapolarition of the measured cross section to the 
full solid angle is done by Monte Carlo calculations using 
the KORALZ program. The extrapolation leads to a 1,2 % 
variation of the acceptance in the energy region around 
the Z° peak. The number of events selected at each energy 
point, the corresponding cross sections measured in the 
fiducial volume, crmeas5 and the cross sections extrapo­
lated to the full solid angle, <rtot, are given in Table 5. 
Both cross sections are corrected for the background con­
taminations mentioned above. We use the extrapolated

Table 5. Results on the cross sections for the reaction 
e +e"->-T + T“ (y). ö*meas is the acceptance corrected cross section for 
I cos 0 ,1 <  0.7 and a tot is the cross section extrapolated to the full 
solid angle. Quoted errors are statistical only and the overall sys­
tematic uncertainty in the cross section is 2.1% (excluding the 0.9% 
luminosity uncertainty)

1/7 (GeV) NT events ^ ( n b _1) ^mCas(nb) fftoi (nb)
8 8 .2 2 4 3 6 3 3 8 .8 0 .1 3 7  ± 0 . 0 2 3 0 .2 2 7  ±  0 .0 3 7
8 9 .2 2 7 83 4 0 6 ,3 0 . 2 6 6 ± 0 . 0 2 9 0 .4 3 7  ± 0 . 0 4 7
9 0 .2 2 7 138 3 2 0 .9 0 .5 6 1  ± 0 . 0 4 7 0 .9 1 8  ± 0 , 0 7 7
9 1 .2 2 2 1868 2 7 2 7 .7 0 .8 9 3  ± 0 . 0 2 0 1 .458  ± 0 . 0 3 3
9 2 ,2 1 7 188 3 6 8 .1 0 . 6 6 5 ± 0 . 0 4 7 1 .0 9 0  ± 0 . 0 7 8
9 3 .2 2 1 132 4 7 3 .5 0 .3 6 3  ± 0 . 0 3 0 0 .5 9 7  ± 0 . 0 5 1
9 4 .2 1 5 9 5 4 7 9 .2 0 ,2 5 7  ± 0 . 0 2 6 0 .4 2 5  ± 0 . 0 4 3

Totals 2 5 4 0 5 1 1 4 .5

cross section, crtot, for the determination of the electro­
weak parameters in Sect. 8,

Excluding the 0.9% luminosity uncertainty, we esti­
mate an overall systematic uncertainty in the cross section 
measurement of 2.1%, This includes contributions from 
the event selection criteria (2.0%), the acceptance (0.7)%, 
and the background subtraction (0.2%),

6.3 Forward-backward asymmetry

For the charge of a tau we use the sum of the charges of 
its decay products, as measured in the TEC, unless the 
tau decay products include a muon, in which case the 
charge is inferred from the muon spectrometer. Here we 
assume that the two taus correspond to the two most 
energetic jets. For events that are used to determine the 
forward-backward asymmetry, the following additional 
requirement is applied to the sample selected by condi­
tions 1-7 above:

8. The charge of one tau must be +  1 and the charge of 
the other tau must be — 1.
In total, 1730 tau pair events meet the selection criteria 
1-8. Among these, 617 events contain a muon. Most taus 
removed by cut 8 have charged decay products passing 
through one sector of the TEC which was disconnected 
or through the low resolution regions close to the anode 
and cathode wires.

For the determination of the e + e ~  - * t + x "  (y ) asym­
metry, we use the direction of the r “ with respect to the 
electron beam direction, as determined from the event 
thrust axis. The acceptance corrected angular distribu­
tion, at the Z° peak, is shown in Fig. 10. A fit to this 
distribution, using the same angular distribution as in 
Sect. 5.3, |(1 + c o s 20) +  ̂ 4FBcos0, yields ,4FB =  0.07 
±0.03 with a £ 2 of 11.5 for 6 degrees of freedom.

To obtain the forward-backward asymmetries that we 
use in Sect. 8 for the determination of the electroweak 
parameters, we follow the acceptance independent max­
imum likelihood method as described in Sect. 5.3 for

cos 0
Fig. 10. Acceptance corrected cos 0 distribution for + (y)
events at the Z° peak. The solid line corresponds to the result of 
a x 1 fit to the functional form shown in (2)
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Table 6. Measured forward-backward asymmetry, of the re­
action e * e ~-* t + t ~ (y). Both the asymmetry determined from the 
number o f events in the forward and backward hemispheres and 
the asymmetry determined using the maximum likelihood method 
are given. Also the asymmetry as determined from the subsample 
of events with a muon decay of a tau is given (/4£B). Quoted errors 
are statistical only. The systematic error is estimated to be less than 
0.01

7.1 Event selection

]/s (GeV) -̂ Fb

likelihood

^FB

counting likelihood

88.224 -0 .7 9  ±0.30 -  0.36 ±0.23 -0 .4 2  ±0.20
89.227 — 0.01 ±0.17 — 0.13 ±0.13 -0 .0 9 ± 0 .1 5
90.227 -0 .2 7  ±0.19 — 0.17±0.11 — 0.18 ±  0.11
91.222 0.04 ±0.05 0.07 ±  0.03 0.07 ±0.03
92.217 0.05 ±0.16 — 0.07 ±  0 .10 — 0.04± 0.10
93.221 0.02 ±0.19 0.11 ± 0.12 0.11 ±  0.12
94.215 0.12 ±  0.23 0.12±0.13 0.02 ±  0.13

e + e +M ß " (y) events. Table 6 summarizes the results 
obtained for the entire data sample, as well as the results 
obtained from the subset of events which contain a muon 
from the tau decay (>4£B). For comparison we also give 
in the same table the asymmetry, corrected for the cos 6 
dependent detector acceptance and extrapolated to the 
full solid angle, obtained from direct counting of events 
with a forward or backward t  ~ . All three determinations 
of 4̂FB agree within errors.

As a further check, the asymmetry at the Z° peak is 
calculated using three different samples of

(y) event candidates:

-4 -e e
-j-T T

The 379 events which contain at least one tau decaying 
into three charged particles.
•  The 1084 events contained inside the restricted fiducial 
volume defined by | cos 0,| <0.6.

The 1559 events obtained by relaxing requirement 8 
above :
The charge of one tau must be ±  1. The product of the 
charges of the two taus must be negative or zero.

All three samples give measured asymmetries at the Z° 
peak consistent with the values in Table 6.

The systematic error in the asymmetry due to charge 
confusion in the TEC is estimated to be less than 0.008. 
The uncertainty in the measurement of the forward-back­
ward asymmetry due to the cosmic ray background is 
estimated to be less than 0.001. The forward-backward 
asymmetry from the e+ e~^>e+ e~ (y )  background is 
subtracted using the Monte Carlo prediction for this 
asymmetry. The uncertainty due to this subtraction is 
estimated to be less than 0.005. We estimate the total 
systematic uncertainty on the asymmetry measurements 
to be less than 0.01.

e + e (y )

The triggers for e+ e~ -+e+ e~ (y )  events are the energy 
and the charged track triggers. The combined trigger ef­
ficiency for these two independent triggers is estimated 
to be greater than 99.9%.

+The selection of e e + e e ( y ) events is based mainly
on information from the electromagnetic calorimeter 
(BGO). Energy deposited in adjacent crystals is collected 
into clusters. Since an electromagnetic shower spreads 
across several crystals, we require an energy deposition 
in at least two crystals for a valid cluster in order to reduce 
the sensitivity to noise fluctuations. The selection criteria 
are as follows :

1. To reject hadronic events the number of clusters is 
required to be less than 8.
2. To reject e + + (y) events, we require 
£ tot >  0.7 l/ÿ, where Etot is the total electromagnetic en­
ergy.
3. To remove e + e~ ~^yy (y )  events at least one track 
reconstructed in the TEC is required.

We further restrict the analysis to those events having the 
center of gravity of the two most energetic clusters in the 
range 44° <  9 <  136°. Thus, we exclude events in which 
one or both of the two most energetic particles hit a 
crystal at the edge of the barrel BGO calorimeter. We 
also require that the acollinearity angle between the two 
most energetic clusters, f , is less than 25°. Variations of 
the energy, acollinearity and fiducial volume cuts are used 
to estimate the systematic uncertainty in the event selec­
tion to be 0.4%.

Figure 11 shows the total energy measured in the elec­
tromagnetic calorimeter and Fig. 12 shows the acolli-
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Fig. 11. The total energy distribution in the BGO calorimater nor­
malized to the center of mass energy for e + e~ ^ e +e~ (y) events. 
The distribution is compared with the Monte Carlo simulation, 
including the simulation of the e+e~-^r+ T ~ (y) background. In 
this figure all event selection cuts are imposed, except the cut on 
the variable plotted
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Fig. 12. Acollinearity distribution for e +e~ — 
pared to the Monte Carlo simulation

e e (y) events com-

nearity distribution of the events collected at the Z° peak* 
Both distributions are in good agreement with the Monte 
Carlo simulations.

We determine a background from e + e~ + t ~ ( y )  
events of (1.2 ±  0.1)% using events generated with KOR­
ALZ [15]. By scanning the selected events, we find that 
the background due to cosmic rays is negligible. The ob­
served number o fe + e ~ ^ y y  ( y )  candidates found before 
cut 3 is in agreement with the predicted cross section 
of 17.3 pb at the Z° peak [12,21]. Background due to 
y conversions is found to be negligible, as well as the 
background from the two-photon process, e e

+ — + e e e e
Inside the fiducial volume and for f  <  25°, we deter­

mine the acceptance for e + e~ -* e + e~ (y )  using the events 
generated with BABAMC [10]. We find an acceptance, 
including detector inefficiencies, of (96.2 ±0.2)% . This
acceptance is independent of \/s, in the region pf interest. 
The Monte Carlo prediction for the inefficiency due to 
dead channels in the electromagnetic calorimeter has been 
verified by studying events where only one electron is 
identified and the second one is lost in a dead region of 
the calorimeter. The efficiency for finding at least one 
track in the TEC is 99.8%. We estimate a 0.4% overall 
systematic uncertainty in the acceptance.

To investigate the quality of the Monte Carlo simu­
lation for e* e~ ~+e+ e~ (y )s we studied events in which 
a photon is identified. To identify a photon, we require 
that its energy is greater than 0.5 GeV and that the angle 
between it and the nearest charged particle is greater than 
5°. Figure 13 shows the energy spectrum of the photon 
and its angular separation, from the nearest charged 
particle. Good agreement between the data and the Monte 
Carlo simulation, shown in the same figure, is obtained.

We performed an independent analysis with cut 2 re­
placed by:

El >  0.45 1f s  and E2 > 2  GeV; where E { and E2 are the 
energies of the two most energetic clusters.
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Fig. 13a, b. a The photon energy spectrum and b the distribution 
of the cosine of the angle between the photon and the nearest 
charged particle for e +e~ e +e~ (y)  events. Both distributions are 
compared to the Monte Carlo simulations

This analysis has a reduced sensitivity to the effect of the 
few dead crystals in the barrel BGO calorimeter. The 
difference between the number of events found in the two 
analyses, after correcting for acceptance, inefficiency and 
background, is 0.2%.

7.2 Cross sections

After applying the above selection criteria to the data 
sample, we find 4175 events, corresponding to an inte­
grated luminosity of 5.51 pb -  Table 7 shows the meas­
ured cross section, crmeaiî, inside the fiducial volume for
events with £ <  25°. In Fig. 14 this cross section is shown
as a function of j/ s .  The cross sections have been cor­
rected for the background contamination mentioned 
above.

Excluding the 0.9% luminosity uncertainty, we assign 
a total experimental systematic error o f 0.6 % to the meas­
ured cross section. This includes uncertainties due to event
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Table 7. Results on the cross section for the reaction 
e + e~ e~ ( y ) ,  <7mca5 is the acceptance corrected cross section for 
44° < 9  < 136° and f  <25°. crGCR is the acceptance corrected cross 
section for the GCR selection, explained in the text. Quoted errors 
are statistical only and the overall systematic uncertainty in the 
cross section is 0.6% (excluding the 0.9% luminosity uncertainty)

1f s  (GeV) N* ’events -S^nb“ 1) <7mcas(nb) crGCR (nb)

88.224 123 381.4 0.337 ±0.030 0.298 ±0.028
89.227 243 468.0 0.539 ±0.034 0.508 ±0.033
90.227 303 360.6 0.866 ±0.050 0.818 ±0.047
91.222 2929 2901.3 1.035 ±  0.019 0.965 ±0.018
92.217 267 399.2 0.686 ±0.042 0.637 ±0.040
93.221 207 507.2 0.419 ±0.029 0.386 ±0.028
94.215 103 489.7 0.216±0.021 0.170 ±  0.019

Totais 4175 5507.4

f s  (GeV)
Fig. 14. The cross section for — e+e“ (y) events as a function
o f 1/ s .  The solid line is a Standard Model prediction obtained from 
ALIBABA, adapted to the fit results given in Table 11. The separate 
j, and non-s-channel contributions are indicated

selection (0.4%), acceptance (0.4%), Monte Carlo statis­
tics (0.2%) and background subtraction (0.1%).

As in our previous analysis [5], we also determine the 
cross section of the e* e~ e" (y ) process under more 
restrictive conditions to allow the comparison with the 
results of the analytical calculation by Greco found in 
[22] and implemented in the Caffo-Remiddi program [17]. 
In addition to the selection criteria 1-3, the e + e~ 
->e+ e~ (y) events used for the evaluation of the cross 
section must have an acollinearity £ <  5° and they should 
contain no photons with Ey >  3.8 GeV and ö >  5°. In 
Table 7 the resulting values of the cross section are shown 
under the heading crGCR. The details of this particular 
selection can be found in [5].

73 Forward-backward asymmetry

For the determination of the forward-backward asym­
metry o fe + e” -»e+ e~ (y ), we use the polar angle of the 
scattered e ~ . Due to the non-s-channel contributions to 
this process (see Sect. 7.4) we only determine the asym­
metry, Af b , by direct counting of the events in the 
44° <  6 <  136° angular range. We correct for the cos 6 
dependent acceptance in this range, but do not extra­
polate our result to the full solid angle.

The polar angle of the scattered e± is measured by 
the BGO calorimeter with an angular resolution of 1.2°. 
The angular resolution is dominated by the longitudinal 
extension of the LEP bunches of about ±  8 mm. The 
intrinsic resolution of the BGO is about 0.7 mm, which 
corresponds to an angular resolution of 0.07° for a point­
like source. The charges of the outgoing particles are 
measured by the TEC. We have stringent requirements 
on the quality of the TEC tracks to minimize charge 
confusion. For each electron, the fit must include at least 
30 of the possible maximum of 62 measured points and 
it must have a confidence level greater than 1 %. The 
momentum resolution of the tracks satisfying these cuts 
is 60 % at 45 GeV. If the two tracks do not satisfy the 
above requirements or if they have the same charge, a 
common circle fit through all the measured points is per­
formed. The confidence level of this common circle fit 
must be at least 1%. In total 2691 events meet the ad­
ditional requirements on the measured charges of the 
outgoing particles.

To determine the accuracy of the TEC charge assign­
ment, we apply the same TEC track selection criteria to 
the selected e + e~ (y) event sample and com­
pare the charges assigned to a track by the TEC and the 
muon spectrometer. We find that the probability that 
both charges measured in the TEC are opposite to those 
measured in the muon chambers is (3.5 ±0.5)% . This

cos 0
Fig. 15. Acceptance corrected cos 6 distribution for e+e~ — e+e~ (y) 
events at the Z° peak. The solid line corresponds to a Standard 
Model prediction obtained from ALIBABA, adapted to the fit re­
sults given in Table 11
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Table 8. Measured forward-backward asymmetry, A FB, of the re­
action e +e~ -* e+e~ (y). The asymmetry is determined from the 
number of events in the forward and backward hemispheres, not 
extrapolated to the full solid angle. Quoted errors are statistical 
only. The systematic error is estimated to be 0.01

]/s (GeV) A fb counting

88.224 0.512±0.109
89.227 0.372 ±0.077
90.227 0.217 ±0.068
91.222 0.102 ±0.023
92.217 -0 .0 3 9  ±0.078
93.221 0.197±0.089
94.215 0.155 ±0.136

4s (GeV)
Fig. 16. The forward-backward asymmetry for e+e~^>e*e~ (y)
events as a function of |/7 . The solid line is a Standard Model 
prediction obtained from ALIBABA, adapted to the fit results given 
in Table 11. The separate s , t  and interference contributions are 
indicated

introduces a change in the asymmetry of (0.07 ±0,01) 
X  4̂fb , which we correct for. The comparison of the mo­
mentum distributions of the positive and the negative 
muons in the forward and backward regions shows that 
in each hemisphere the acceptance is charge independent 
to better than 1 %. Based on this, we conclude that the 
systematic error in the asymmetry of e+ e_ ^-e+ e"” (y) 
is 0.01.

In Fig. 15 the differential cross section, at the Z° peak, 
is given as a function of cos0. The data are corrected 
bin-by-bin for the selection efficiency and charge con­
fusion. The asymmetry is defined by the difference be­
tween the forward (44° < 9  <  90°) and backward 
(90° < 6  <  136°) cross sections. In Table 8 the measured 
asymmetry is given at each energy point. In Fig. 16 the
measured asymmetry is shown as a function of ]/s,

7.4 Z° resonance contribution to e* e~ ~*e+ e~ (y)

The Z °-+ e * e ~  (y) cross section is composed of several 
contributions due to the ^-channel and ^-channel ex­

change of a Z° or a y and their interference. In lowest 
order of the electroweak theory, this gives a total of 10 
terms. To extract r e the partial decay width for 
Z ° ^ e + e~ (y), the normal method of s-channel fitting 
cannot be used directly.

The correct approach would be to compare the meas­
ured cross section to a theoretical prediction which in­
cludes all contributions. We exploit three available pro­
grams of this kind: Greco-Caffo-Remiddi (GCR) [17], 
ALIBABA [23] and a newly implemented program de­
veloped inside our collaboration, BHAGENE [24]. All 
three programs include ( f {a )  and <f(u2) radiative cor­
rections, and soft photons are accounted for by expo­
nentiation. The GCR program includes hard photons only 
in the collinear approximation, while the other two pro­
grams numerically calculate their contribution.

An alternative method is to subtract the non-^-channel 
contributions from the measured cross section. This sub­
traction is done by evaluating the ^-channel and the in­
terference terms with the ALIBABA or BHAGENE pro­
gram. The interference term depends on r e, we therefore 
iterate the calculation of the terms to be subtracted. The 
procedure converges after 2 iterations, the systematic un­
certainty due to this r e dependence o f the interference 
term is negligible. In Fig. 14 we compare the measured 
cross section with the ^-channel and the non-.s-channel 
predictions and the sum of these two cross sections, as 
given by the ALIBABA program. After the subtraction 
of the non-s-channel contributions, the cross section can 
be fitted in the same way as for the other decay channels. 
The actual fitting is performed using the lineshape 
program ZFITTER [20], described in more detail in 
Sect. 8.3.

In Table 9 we compare Be the branching ratio of 
Z °->e+ e~ (y) determined by the different methods de­
scribed above. We obtain Be from a fit to the cross section 
data fixing the other relevant parameters of the Stan­
dard Model, i.e. Mz =91.181 GeV, m ,=  150GeV, 
M h ~  100 GeV and =  0.115. From the comparison of 
these values, we assign a 0.4% theoretical systematic un­
certainty to the determination of Be. This corresponds to 
a 0.4%) theoretical uncertainty in r ei or a 0.8 % systematic 
uncertainty in the peak cross section.

In Table 10 we give the ^-channel cross section, 
^measj after the subtraction of the ^-channel and interfer­
ence terms, using the ALIBABA program. At the Z °  peak

Table 9. Branching ratio for the Z°~*e+e~~ (y) decay according to 
different fitting methods. The values in the first column are obtained 
from a fit to the complete cross section. The values in the second 
column are obtained from a fit, using ZFITTER, to the *y-channel 
cross section only. The errors include statistical and systematic 
errors

Program B,. (%)

All terms 5-channel only 
ZFITTER

ALIBABA 3,30 ±0,03 3.32 ±0.03
BHAGENE 3.30 ±  0.03 3.33 ±  0.03
GCR 3.32 ±0.03
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Table 10. Results on the cross section and forward-backward asym­
metry for the reaction e*  e~ ~+e + e~ (y) after the subtraction of the 
/-channel and interference contributions, c r ^  is the corrected cross 
section for 44° < 0  <  136° and f  <  25° and <j(0l is the cross section 
extrapolated to the full solid angle. A SFÜ is the forward-backward 
asymmetry in the angular range 44° <  6 <  136° and Ç < 25°. Quoted 
errors are statistical oniy and the overall systematic uncertainty in 
o’" is 1.0% and in o* is 1.1% (excluding the 0.9% luminosity
uncertainty). The systematic uncertainty in ApB is 0.01%

1f s  (GeV) tfmaasCnb) (nb) A5^FB

88.224 0.111 ±0.031 0.190 ±0.053 0.059 ±  0.284
89.227 0.290 ±0.035 0.484 ±0.058 — 0.037 ±0.152
90.227 0.609 ±0.050 0.991 ±0.082 -0 .0 5 7  ±0.100
91.222 0.893 ±  0-019 1.442 ±0.031 -0 .011  ±0.027
92.217 0.671 ±0.042 1.087 ±0.068 -0 .0 6 2  ±0.080
93.221 0.414±0.029 0.678 ±0.048 0.184 ±  0.091
94.215 0.199 ±0.022 0.329 ±0.036 0.104±0.146

the subtraction amounts to about 15%. The difference of 
the various approaches, combined with the 0.6% exper­
imental systematic uncertainty discussed in Sect. 7.2, leads 
to a total systematic uncertainty of 1.0% in these cross 
sections (excluding the 0.9% uncertainty in the luminos­
ity). For the comparison with the results from other ex­
periments, we also give in Table 10 the ^-channel cross 
section extrapolated to the full solid angle, afot. The ad­
ditional systematic uncertainty associated with this ex­
trapolation is estimated to be 0.5%.

The same two methods (a direct fit to all channels and 
a fit after subtraction of the ^-channel and the interference 
contributions) are also considered for the determination 
of the vector and the axial-vector couplings from the 
combined cross section and asymmetry measurements. 
The various methods give consistent results. We give in 
Table 10 the s-channel asymmetry, ApB, obtained from 
a subtraction of the non-s-channel contributions with the 
ALIBABA program. In Fig. 16 the measured forward- 
backward asymmetries are compared to the ALIBABA 
predictions. The separate s, i and interference contribu­
tions are also shown.

For consistency with the other Z° decay channels, we 
use in the simultaneous fit the ^-channel data, obtained 
from the subtraction with the ALIBABA programm.

8 Determination of electroweak parameters

8.1 Electroweak parameters

The cross section for the reaction e + e~~^>ff to lowest 
order contains three terms, the y exchange, the y — Z° 
interference and the Z° exchange term:

A jTQr ̂
O =  —---  (Qe Q f - 2 Q e  Q / S v S v ^  X3s

(3)
with

X
1/2 G..hß

Ana s - M l + i M z r z (4)

Here s is the center of mass energy squared, M z  is the 
mass, r z  is the total decay width of the Z° boson and Gß 
is the Fermi constant determined from the muon lifetime. 
Qe and Qf  are the charges of the electron and the fermion, 
respectively. The vector and axial-vector coupling con­
stants, g fv and g£, are given by:

d

gJA

H-

H,

2 g / s i n 2 0 (5)

where l {  is the third component of the weak isospin of 
the fermion and 6 w is the weak mixing angle. The cross 
section formula (3) is only valid in lowest order and fer­
mion mass effects have been neglected. It is displayed 
here to introduce the relevant parameters. For the com­
parison of the measurements with the theoretical predic­
tions, higher order electroweak radiative corrections must 
be taken into account as described below. Note also that 
for Bhabha scattering, e + e 
channel exchange must be added to (3).

The Z° exchange term in (3) is usually expressed in 
terms of the partial decay widths of the Z° into e + e~ 
and ƒ  ƒ  :

o, (e* e ~ -

e terms due to /-

r  r
12 n e f

M 2Z ( s ~ M 2)2 +  M 2r 2i (6)

e + e a n d /}where r e is the partial decay width of Z° 
is the partial decay width of Z°-> ƒ / .  Explicitly in lowest 
order :

G.. M lM
6n |/2 [te£)2+ te £ )2]- (7)

The interference term in (3) cannot be expressed as a 
function of the partial widths r e and rf . Thus additional 
assumptions must be made to extract the partial widths 
from the measured cross sections. However, the interfer­
ence term is very small. It vanishes at the Z° peak and 
is less than 1.4% of the cross section for 0.20 
<  sin2 e w <  o .26 at the extreme values of the energy

range, 88.2 ̂  ]/s<̂ 94.2 GeV. To extract the partial widths 
r e and r f  or the corresponding branching ratios of the 
Z°, we use the Standard Model expressions with 
sin2 6 W— 0.23 for the vector couplings in the interference 
term. Changing the interference term between zero and 
twice the value predicted by the Standard Model for 
sin2 6 W=  0.23, shifts the Z° mass by ±  3 MeV. The error 
on the partial widths due to this approximation is neg­
ligible.

Additional constraints on the vector and axial-vector 
coupling constants can be obtained from the forward- 
backward asymmetry defined as

A B
FB (8)

where a F is the cross section for events with a forward- 
going fermion, i.e. with the fermion polar angle 6 with
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respect to the electron beam direction less than 90°, and 
o B is the cross section for events with backward-going 
fermions i.e. with 6 >  90°, The asymmetry is a strong 
function of the center of mass energy. Here we give the
lowest order expression for the asymmetry at ]/s =  Mz : 

A S v-Sa S v 'Sa

FB ( g ev ?  +  ( g eA ?  ( g fv ) 2 +  ( g fA ?  ' ( )

Since the asymmetry and the cross sections depend on 
different combinations of the vector and axial-vector cou­
plings, their simultaneous measurement provides a de­
termination of these couplings. For the actual determi­
nation of the vector and axial-vector couplings we include 
higher order electroweak radiative corrections as de­
scribed below. Consequently we do not determine the 
lowest order couplings g v and gA defined in (5), but the 
effective couplings, denoted by g v and gA, as discussed 
in Sect. 8.3.

8.2 LEP beam energy

The values of the center of mass energies are provided 
by the LEP machine group. By comparing the revolution 
frequency of protons and positrons, the absolute energy 
scale error is determined to be ±0.02 GeV [25].

The energy spread in the LEP beams yields an uncer­
tainty in the center of mass energy for a given e + e~ 
collision of approximately 50 MeV [26]. We have deter­
mined the systematic effect of this uncertainty on the 
cross section for each decay channel by convoluting the
Z° lineshape and a Gaussian ] /s  distribution with an 
r.m.s. value of 50 MeV. The corrections are small and 
change the cross section by 0.14% at the Z° peak and by 
less than 0.1% for the other energies. These corrections 
have been applied to the cross section data given in Sect. 
4-7. The main effect of this correction is to reduce the 
width of the Z° by about 4 MeV.

8.3 Fitting procedure and radiative corrections

Radiative corrections must be included in the theoretical 
predictions before they can be compared with our meas­
urements of the hadronic and leptonic cross sections and 
the leptonic asymmetries. We use the analytical program 
ZFITTER [20] in conjunction with the MINUIT [27] 
program to fit the data and to determine the electroweak 
parameters.

ZFITTER uses analytical formulae to calculate cross 
sections, forward-backward asymmetries, and angular 
distributions of final state fermions in e + e~ interactions. 
It includes electroweak radiative corrections to @  (a ) and 
a common exponentiation of initial and final state brems- 
strahlung. Furthermore, the & (a )  corrections are sup­
plemented with (oc, ocs) and leading $  (a 2mAtjM%f) cor­
rections from /-quark insertions in the gauge boson self­
energies.

We have made a detailed comparison of the results 
obtained with ZFITTER for the production cross sec­
tions of e * e ~ - + f f  reactions and those obtained with

another Standard Model program ZBATCH/ZHADRO 
[28]. We find that the cross sections calculated with the 
two programs agree within 0.5%. For ß + and r + r “ 
we have also compared the predictions of KORALZ [15] 
with ZFITTER and find that the cross sections calculated 
by these programs agree within 0.5%. Furthermore, we 
have compared the results of the lineshape fits of our 
data made by ZFITTER and the BCMS program [29], 
and we find excellent agreement for the same values of 
the electroweak parameters.

For the determination of the electroweak parameters 
from our measurements we proceed in the following way: 
we determine the mass, the total width and the different 
partial decay widths without restricting the range of these 
parameters to the Standard Model values. This is possible 
because the radiative corrections can be separated into 
QED corrections which take the real photon bremsstrah- 
lung and the virtual photon loops into account, and the 
weak corrections, which involve vector boson propaga­
tors, vertex corrections and box diagrams with at least 
one vector boson exchanged [30,31], The QED correc­
tions, which depend on the acceptance of the detector 
and on the cuts used in the analysis, are always taken 
into account for the calculation of the theoretical pre­
dictions. The weak corrections are not applied explicitly, 
but are absorbed in the definition of the fitted parameters. 
Thus we must interpret these parameters as being effec­
tive parameters. The use of effective parameters is also 
necessary for allowing these parameters to take values 
outside the Standard Model predictions in a fit to the 
data, because the weak radiative corrections cannot be 
calculated in this case. Similarly we determine in Sect. 8.7 
effective values of the vector and axial-vector couplings 
which are there explicitly denoted by g v and g A to dis­
tinguish them from the one defined in (5).

The situation is different in Sect. 8.8 when one remains 
in the Standard Model framework with three lepton and 
quark families and only one Higgs doublet, and deter­
mines the unknown physical parameters appearing in this 
model, for example M Zi M H and m t . In this case the 
electroweak radiative corrections can be calculated ex­
actly and they can be varied according to the values of 
the input parameters used.

Statistical, systematic, and overall normalization (lu­
minosity) errors are included in all fit results that are 
presented in this section. The uncertainty of 0,02 GeV in 
the absolute energy scale of LEP must be added to the 
error on M z  [25].

8.4 Mass and partial decay widths o f  the Z°

We begin by simultaneously fitting the cross sections of 
e+e~  ->hadrons, and r  + r -  to determine
the following six parameters: M Zi r Zi JThad, r eJ JTß and 
r r . As mentioned above, we use for the e + e~~ -► hadrons, 
ß +ß ~  and r + r "  channels the cross sections extrapo­
lated to the full solid angle. For the e + e” + chan­
nel we use the ^-channel cross sections in the 
44° <  6 <  136° polar angular range and with £ <  25°,
excluding the points at ] / s — 88.224 GeV and
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j/ÿ =  94.215 GeV because of large r-channel corrections. 
The results obtained from the fit are presented in Table 
11 together with the expected Standard Model values for 

91,181 GeV, ™,= 150GeV, AT^-lOOGeV and 
a,,=0.115. The fit has a x 2 of 18 for 20 degrees of free­
dom. Our measurements of the total and partial decay 
widths of the Z° agree very well with the Standard Model 
predictions using these parameters. The partial decay 
widths of the electron, muon and tau are equal within

Table 11, Results obtained from the fits to the cross section data. 
The four-parameter fit assumes lepton universality while the six- 
parameter fit does not. Standard Model expectations are presented 
for M z = 91.181 GeV. All errors include statistical and systematic 
errors. The uncertainty of 0.02 GeV in the absolute energy scale of 
LEP must be added to the error on M z

Parameter Fit results Standard
Model

6 parameters 4 parameters

M z  (GeV) 91.181 ±0.010 91.181 ±0.010
r z  (MeV) 2501 ± 17 2501 ± 17 2490
r had (MeV) 1749 ±  24 1742± 19 1738
r e (MeV) 83.3 ±1.1 83.8
r M (MeV) 84.5 ±2.0 83.8
r T (MeV) 84.0 ±2.7 83.6
r t (MeV) 83.6 ±  0.8 83,7

40

30 -

JQC
b

20 _

10 _

0
86 88 90 92

fs  (GeV)
94 96

1.10

b

V )

CO

e

1.05

1.00

\q  0.95

0.90
86 88 90 92 94 96

fs  (GeV)
Fig. 17a, b. a The cross section for e+e hadrons as a function
of ]/s. The solid curve is the result of the four-parameter fit 
(Table 11) assuming lepton universality, b The cross section ratio
of the measured value to the fitted value as a function of ]/s for
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Fig. 18 a -c . a The .r-channel cross section in the angular range 
44° < 6  <  136° and with (  <  25° for e +e~~ ->e+e ~ , b the cross sec­
tion for e+ e ~ - + ß +]u~, corrected for geometrical acceptance, and 
c the cross section for e +e ~ corrected for geometrical ac­
ceptance, as a function of }/s. The solid curves are the results of 
the four-parameter fit (Table 11) assuming lepton universality
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errors and confirm the lepton universality of the weak 
neutral current interaction predicted by the Standard 
Model.

Next, we assume lepton universality and perform a 
four-parameter fit to the measured cross section results 
to determine M Zi r z , r had and the leptonic decay width 
r r  The x 2 of this fit is 19 for 22 degrees of freedom. 
Results of the fit are also given in Table 11. This fit leads 
to a measurement of the leptonic width with a precision 
of 1 %. The results for the mass and the total width of 
the Z° remain the same, while the error on the hadronic 
width is reduced. Figure 17 shows our measurements of 
the hadronic cross section, and Fig. 18 shows our meas­
urements for the three leptonic cross sections. The data 
are compared to the theoretical predictions using the pa­
rameters determined by the fit with lepton universality. 
The agreement is very good in all four reactions.

The mass and the total decay width of the Z° are 
mainly determined by the shape of the hadronic cross 
section, due to the low statistical and systematic errors 
for this channel. The partial decay widths into hadrons, 
electrons, muons and taus are mainly measured from the 
peak cross section of each reaction. The lowest order

n o
Z  > w peak j

ƒ ƒ  is directly related to the product of the
cross section at ] /s  — M of the reaction
e e
branching ratios, B„ and Bf , of Z° -t- e e and

a o
peak

1271 rarf
M l r2

12 7T
(10)

We can determine the different branching ratios instead 
of the partial widths. The results are shown in Table 12 
for fits with and without the lepton universality assump­
tion. We also give the lowest order peak cross section 
(cj^ak) calculated from (10).

8.5 Number o f  light neutrino species

We use the results of the fit presented in Table 11 and 
the correlations between the fitted parameters to deter­
mine the invisible width of the Z°:

n inv r , - / ;had 3 r / =  508±17M eV . (11)

Table 12. Peak cross sections, corrected for radiative effects, and 
branching ratios obtained from the fits to the cross section data. 
The e +e ~ , ju*ß~  and t +t~  peak cross section results are taken 
from the fit without the lepton universality assumption. All errors 
include statistical and systematic errors. The measured branching 
ratios are compared to the Standard Model predictions

Decay O’ (^b) Branching ratio (%)

N o lepton 
universality

Lepton
universality

Standard
Model

Z ° -»hadrons 41.1 ± 0 .4 69.9 ± 0 .9 69.7 ± 0 .7 69.8
Z °-> e+e~ 1.96 ±0.05 3.33 ± 0 .04 3.36
Z ° -* n +/x- 1.99 ±0.04 3.38 ±0.08 3.36
Z°-»T + T_ 1.97 ±0 .06 3.36 ±  0.11 3.36
z #-»/+r 1.97 ±0.03 3.34±0.03 3.36

We use the following relation to determine the number 
of light neutrino species:

Nv R i  { R Y Mr, \ r j  ’
(12)

where the superscript SM denotes the Standard Model 
prediction. The ratio of (7)/7"v)SM is insensitive to m t and

= 91.181 GeV. Using 
the above value of rinv and our measurement of / )  (taking 
into account their correlations), we obtain:

M h and has the value 0.502 for M z

Nv =  3.05 ±0.10.

The error is to a large extent due to the systematic error 
in the luminosity measurement.

8.6 QCD correction and strong coupling constant 

The hadronic decay width of the Z° can be expressed as :

nhad

X u<had
a
71

+ . . (13)

where r£ ad is the Standard Model prediction for a s =  0 
and SQCT> is a QCD correction factor [32]. We prefer to 
use the mt independent ratio of the hadronic to the lep­
tonic width for a comparison with the Standard Model 
prediction :

R
nhad

had r, K  d(l+<5 Q CD )• (14)

Here again i ^ ad denotes the Standard Model prediction 
for this ratio with a s =  0. We obtain i?°ad =  20.00 ±0.03 
from the program ZFITTER for M z  =  91.181 GeV. The 
uncertainty accounts for variations of ra, and M H over a 
wide range. From the results for /"had and ƒ] presented in 
Table 11 and the correlations between the fitted param­
eters, we obtain i?had =  20.84 ±0.29. This gives a QCD 
correction factor of <5QCD =  0.042 ±0.015, which corre­
sponds to a value of the strong coupling constant 
a s =  0.125±0.041.

Alternatively, we can use our measurements [33] of a s 
from jet multiplicities and the asymmetry of the energy- 
energy correlation, a s =  0.115 ±  0.009, to obtain the Stan­
dard Model prediction for i?ĥ d =  20.77 ±0.10. Since 
i^jîd is a ratio of the partial widths, it is insensitive to 
variations of ra, and M H. Thus, a comparison of this value 
with our measurement is a strong test of the Standard 
Model because there are no unknown parameters in­
volved. We find a very good agreement:

R had
p S M-̂ had

1.003 ±0.015.

8.7 Neutral current coupling constants g v and gA

We perform a simultaneous fit to the measured cross 
sections of e + e~ hadrons, e + e~, n +ß a n d  t  + t
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Table 13. Results obtained from a combined fit to the cross section 
and forward-backward asymmetry data. Standard Model expec­
tations are presented for Mz =  91.181 GeV. Errors include statis­
tical and systematic errors, except the 0.02 GeV LEP energy un­
certainty

40

and to the leptonic forward-backward asymmetries to 
determine Mz , jTz , r hadi g v and gA, assuming lepton uni­
versality. For the asymmetries of the e + e~ -►// * jj, ~ and 
t  + t ”  channels, we use the results from the maximum 
likelihood method. For the asymmetry of the e* e~

channel we use the ^-channel asymmetry in the 
136° polar angular range and £ < 2 5 ° ,

the points at j/? =  88.224 GeV and

e e
44' e
excluding
j/ÿ =  94,215 GeV because of large /-channel corrections. 
Results obtained from the fit are presented in Table 13. 
In Fig. 19 our measurements of the forward-backward 
asymmetries are compared with the theoretical predic­
tions using the parameters determined by the fit. The fit 
has a x 2 of 34 for 40 degrees of freedom. The values

had are identical to those that 
were obtained in Sect. 8.4. TThe signs of g v and gA have 
been inferred from the results of other experiments [34]. 
Figure 20 shows the 68% and 95% confidence level con­
tours in the g v  and gA plane.

We have also repeated the fit to the data to determine 
the values for sin2^  and /?eff5 which are related to g v
and gA through the following relations [30]:

obtained for M z , f z , and fv

Sa
mm

& v

0.5 j/peff,

0.5 l /Ä ^ ( l  — 4sin2ÖV).
(15)

The values of sin2 ö w and />eff are:

sin2# w 0.227 +  0.008 
- 0.006 >

p cfT=  1.000 ±0.011.

It should be noted that the results on g v and gAi or 
sin2 0,^ and /?efr, are obtained from fits where these pa­
rameters can assume values which deviate from the ones 
allowed in the minimal Standard Model.

To test lepton universality, it would be very interesting 
to extract the vector and the axial-vector couplings of the 
electron, muon and tau from a fit without the lepton 
universality assumption. However, the asymmetry of
e* e or e* e -► t + r  measures the product of
g v i v  or S v i h  respectively. If the vector coupling of the 
electron is very small, as it is for sin2 Öw ~  0.23, the asym­
metry is insensitive to the muon or tau coupling. Thus, 
these couplings cannot be measured with reasonable er­
rors using the current statistics. It is possible to extract 
the vector and axial-vector couplings of the electron from

20 -

Parameter Fit result Standard Model

^ z (G e V ) 91.181 ±0.010
7^ (MeV) 2501 ±17 2490 mn
r ha(1 (MeV) 1742 ±19 1738 <
gA -0 .5 0 0  ±0.003 -0 .501
gv — 0 04fi+0015U.U‘+O_00|2 -0 .0 3 5
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•|* — e eFig. 19a-c. The forward-backward asymmetry for a e+e~ - 

in the 44° <  6 <  136° angular range and with £ <  25°, b
-►/i+ fJ~, and c events as a function o f ]/~s.

The solid curves represent the fit with the parameters given in 
Table 13
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Fig. 20. Values of gv and gA obtained from a fit to the hadronic 
and leptonic cross sections and leptonic forward-backward asym­
metries. The contours shown represent the 68% (solid) and the 95% 
(dotted) confidence level limits. The point indicates the solution 
preferred by the neutrino experiments [34]
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Fig. 21. Values of mt and ozs obtained from a fit to the hadronic 
and leptonic cross sections and leptonic forward-backward asym­
metries. The contours shown represent the 68% (solid) and the 95% 
(dotted) confidence level limits. The shaded region corresponds to 
the upper limit from the CDF experiment [35]. The point indicates 
the best fit values. The Higgs mass is fixed to 300 GeV

a fit to the electron data. This is because in the electron 
case we measure (g y )2 and (gA)2. We include in this fit 
the hadron data which are needed for a precise deter­
mination of the mass and total width of the Z°. The result 
of this fit gives:

£= -0.501
f y =  - 0.008™ .

The signs of the vector and axial-vector couplings are 
inferred from the results of other experiments [34], The 
mass, the total width and the hadronic decay width of 
the Z° are identical to the ones given in Table 13.

8.8 Mass o f  the top quark and sin2 9 w

In the absence of direct experimental evidence for the top 
quark [35], its mass can be indirectly estimated within 
the framework of the Standard Model by using the sen­
sitivity of radiative corrections to mr  An estimate of mt 
can be obtained from a combined fit to all of the cross 
section and forward-backward asymmetry data within 
the Standard Model, since the total and partial decay 
widths of the Z° and the leptonic forward-backward 
asymmetries depend on mr

We fit the data with M z , mt and a s as free parameters. 
As discussed below the results depend only weakly on 
the Higgs mass which we therefore fix to M H =  300 GeV. 
Figure 21 indicates the best fit values and the 68% and 
the 95% confidence level contours in the ccs — mt plane. 
We obtain

a s =  0.134± 0.030, 

m ,=  165i™0 GeV.

The Z°-mass remains at the value given in Table 11. The 
error on ols is smaller than the one given in Sect. 8.6 
because we use all measurements and not only i?had.

We can decrease the error on mt by constraining a s to 
a s =  0.115 ±0.009 determined by our measurements of 
the energy-energy correlation asymmetry and o f  the jet 
multiplicities [33]. To take into account the uncertainty 
due to the unknown Higgs mass, we vary M H between 
50 and 1000 GeV. Results of the fits are presented in 
Table 14. The fitted values of M z  are found to  be identical 
to those given in Table 11. For all the fits, a ^ 2 of 36 for 
43 degrees of freedom is obtained. We quote the central 
value obtained for M H~  300 GeV as our result:

m ,=  1 9 3 lg ± 1 6  (Higgs)GeV.

The second error takes into account the variation of the 
Higgs mass from 50 to 1000 GeV.

From the measurement of mn for a fixed value of M H, 
we can derive the radiative correction factor J r  or the 
weak mixing angle sin2 9 w or the mass of the W  boson 
M w. These quantities are related as follows :

M 2Wsin2 9 /- ~ ~ j
r GM( l —Ar)  (16)

sin2 9 1 — M w / M z .

The values of A r, sin2 9 w and M w are shown in Table 14 
for different values of M H* Although the top quark mass 
determined from our measurements shows a dependence 
on the Higgs mass, the values of A r, sin2 9 w and M w are 
practically independent of M H,, as can be seen from Table

M 2
14. We obtain sin2 0 ^ =  1— = 0.222 ±0.008, corre-

*
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Table 14. Combined fit to cross section 
and forward-backward asymmetry data in 
order to determine Mz  and mt as a 
function o f M n . The derived quantities Ar , 
sin2 6 w, and are also given

Parameter M„(GeV)

50 100 300 1000

Mz  (GeV) 
mt (GeV)

91.181 ±0.010  
1 7 9 lg

91.181 ±0.010
182l?J

91.181 ±0.010  
193±g

91.181 ±0.010  
209 t g

Ar
sin2 6 w
M lv(GeV)

0.030 ±0.026  
0.222 ±  0.009 
80.44 ±  0.46

0.031 ±0.026  
0.222 ±0.008  
80.43 ±  0.45

0.030 ±0.025  
0.222 ±0.008  
80.44 ±  0.45

0.029 ±0.025  
0.222 ±  0.008 
80.46 ±  0.44

Mh (GeV)

0.24

5
CD

0.22
W

0.20

b)

i
0 200 600

Mh (GeV)
1000

Fig. 22a, b. a The fitted values of m, as a function of M H. b The 
fitted values of sin2 0 W as a function of M H. The solid lines are the 
central values of the fit to all hadronic and leptonic measurements. 
The dashed lines indicate the ±  1 sigma error bands

sponding 
sin2*?

to the effective weak mixing angle
w— 0.2315 ±  0.0025. This value of sin2 6 w is in good 

agreement with our independent determination 
sin2 Ö w=  0.226 ±  0.008 from the forward-backward 
asymmetry of events [36]. The variations of mt
and sin2 6 w as a function of M H are shown in Fig. 22.

An independent measurement of sin2 0 W has been made 
at p p  colliders [37]. The value of sin2 0^=0.227 ±0.006 
can be compared with our value of sin2 0^=0.222 
±0.008. Repeating our fitting procedure, constraining 
sin2#,*, to the pp  result, we obtain: m, =  164 ̂ ± 1 6
(Higgs) GeV.

9 Conclusions

4175 e +e 

3245 e + e 

2540 ë +e

e +e (y) events, 

p +p ~  (y) events,

T  +  T (y) events.

A good understanding of the detector leads to low sys­
tematic errors, thus permitting us to use the full potential 
of the high statistics data.

A combined fit to all reactions gives the following 
values of the Z° parameters:

91.181 ± 0 .010± 0 .02 (LEP) GeV,

TV =  2501 ±  17 MeV,

nhad 1742 ±  19 MeV,

re =  83.3 ±1.1 MeV,

r  =  84.5 ±2.0 MeV,

r r =  84.0±2.7 MeV,

r ,  =  83.6 ±0.8 MeV,

/j„v =  508± 17 MeV.

From our measured ratio of -Tjnv/J) we extract for the 
number of light neutrino species :

Nv — 3.05 ±0.10.

Including the measurements of the forward-backward 
asymmetry, we determine the vector and axial-vector neu­
tral current coupling constants of charged leptons to the 
Z° to be:

m ê

S v

Sa

0 0 4 6 +0 015

0.500 ±0.003

Fitting all of our data in the framework of the Stan­
dard Model with 7Vv =  3 and =  0.115 ±0.009, we de­
termine the mass of the top quark:

mt =  193 î  g  ±  16 (Higgs) GeV.

We have measured the reactions e^e -►hadrons, e +e ,
at LEP in the energy range 88.24 *  — -

P P a n d  t  + t

94.2 GeV, around the Z°  resonance. A total lu­
minosity of 5.5 pb-1 has been recorded with the L3 de­
tector corresponding to the following final event sample :

+115097 e e hadrons events,

Alternatively, we can derive a value of the W  mass

M w 80.44 ±0.45 GeV

or, expressed in terms of the weak mixing angle,

sin20„,= 1 M w
M.

0.222 ±0.008
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which corresponds to the following value of the effective 
weak mixing angle :

sin2 0.2315 ±0.0025.

These results are independent of the Higgs mass for 
50 <  M h <  1000 GeV.

All our results are in good agreement with the pre­
dictions of the Standard Model, with the results from 
neutrino experiments [38] and with the other measure­
ments at LEP, SLC and the pp  colliders [6,39,37],
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