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Abstract. In this paper | tackle the question, currently unaddressed in the litera-
ture, of how to reconcile the technical understanding of ‘privacy by design’ with

the nature of “privacy’ in EU law. There, ‘privacy’ splits into two constitutionally
protected rights respect for private and family life, and protection of personal
data- whose essence cannot be violated. After illustrating the technicah métio
privacy protection goals and design strategies, developed in theyptivaat
modelling literature, | propose a method to identify the essertbe divo rights,
which rests on identifying first the rights’ “attributes’. I answer the research ques-

tion by linking the technical notion of privacy protection goalsstrategies with

the attributes and related ‘essence’ of the rights to private life and to the protec-

tion of personal data. The analysis unveils the needjust and further devagh
privacy protection goals. It also unveils that establishing equivaléatesen
technical and legal approaches to the two rights bears positive effgotsdbe
PbD.

Keywords: Data protection by design; privacy by design; information security
canons; protection goals; essence; privacy; data protection; Charter of Funda
mental Rights.

1 I ntroduction

Privacy by design (hereafter PbD), which stems from PETsdsualmost supplanted
them [1], aims to embetprivacy’ in information technologies, network and infor-
mation systems and business practice (Cavoukian as in [2]), asilllpa$so processes
and physical design [3].

The PbD challenge launched by Cavoukian [4] has been keenlyhglamputer
scientists, legal scholars, or a combination of both. Computer scidrdistsfocused
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on developing technical ‘protection goals’ that embed legal requirements into software
and hardware development. This was the case of the authors of the LINDiD]gkst p
[5], and of the ENISA Paper on engineering PbD [6]

Legal scholars have highlighted the limitations of PbD requirements $tenmom
the applicable law. Pagallo [7], Leenes and Koops [1], as well as Schartuangji23,
that it is not possible to hardire legal rules in computer systems, notably because
legal rules require flexible application [1], [7]. Furthermore, PbD approachakiw
need to be harmonized with the principle of technology neutrality inhierére appli-
cable law [1]. Importantly, PbD, whether in its form of a legal piowi$l], or a stand-
ard [8], should not be seen like a shortcut to ensure automated complimciata
protection principles. Rather, the enforcement of those principles alwayiseréuog
active intervention of individuals [7, 8, 9, 10]. Another inheronstraint in the im-
plementation of PbD principles, rightly observed by Bieker et al., KamadaRa-
chovitsa lays in the fact that ‘privacy’ is a qualified right subject to permissible limita-
tions.

All authors studying PbD call for a multi/interdisciplinary approtaiting into ac-

count substantive legal understandings of privacy as well as technolkbgpfware
development [1, 2], [9], [11b ‘operationalise PbD’. Multidisciplinary approaches see
computer scientists joining forces with social scientists. Bieker et glc¢hfbine PbD
and legal approaches to develop a methodology for impact assessmefotsinges-
disciplinary approaches, Schartum proposes starting from substantive legal dgles to
velop a method transforming “privacy rules into computer routines and functions” [2]
leading to legally compliant softwatenfortunately, this is easier said than done. Le-
gally, ‘privacy’ is not just a matter of statutory law, but, as noted above, also a right [9,
10], [12]. Yet, international law, which represents the universal fnaorieto respect,
protect and fulfil human rights, including privacy, is not immediatedpslatable into
workable concepts for PbD [9]. In the end of the day, the applicabladavwessing
‘privacy’ is specific to each jurisdiction.

In the European Union (hereafter EU), which I focus on in this paper, ‘privacy’ splits
into two constitutionally protected rights: respect for private and familyhdeje and
communications, and protection of personal data, enshrined respectively insAfticle
and 8 of the Charter of Fundamental Rights [13]. These rights danites, yet, lim-
itations cannot violate the essence of the rights. Just like PbD, thererngaing de-
bate about the meaning of the essence of fundamental rights, [145] 131]. While
this adds further variables to the search for a workable implementatitivDpfat the
same time it can also make the identification of clear rules for PbD in EU l&w.eas

Thus far, however, scholarship has not édlPbD to the nature of private life and
data protection in EU law, that is two rights whose essence cannot be vidlaied
paper fills the gap in the literature by asking how to reconcile the techinigaistand-
ing of PbD with the nature of the two rights in EU law. Mpmosition is to map the

1 Schartum’s method crosses four legally inspired ‘design techniques’ with four software ‘design
elements’. The resulting matrix informs nine-stepped iterations (which he sketches, without
unfortunately developing them).
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equivalences between the legal concept of the essence of the fundaigletstad pri-

vate life and data protection with the technical notion of privacy/data protection goals.
The paper develops as follows. In section two, | illustrate existing tettapea

proaches to PbD. In section three, | expound the nature of privadty iaw and seek

to operationalize the two corresponding righysntroducing the concept of the ‘attrib-

utes’. I propose how to reconcile legal and technological approaches in section four.

The analysis shows the need for adjusting and further develppivary protection

goals. In the concluding section | summarize my findings, and adwie idea that

establishing equivalences between technical and legal approaches can be applied be-

yond PbD.

2  Technological Approaches: Protection Goalsand
Threatsto Privacy

Privacy by Design can be seen from two complementary angles. The &irsosstive
perspective, whereby PbD consists of devising technical and operatiesabrprotect
privacy— a.k.a. protection goals. The second is a negative perspective, which consists
in implementing rules to avert thred&snbodied by technology that could damage data
and communications, thereby affecting the rights of individuals. Henceeplesents
for rules compliance what threat modelling is for rules violation.

The identification of protection goals and threats is derived from wilbkshed
approaches to information security. In information security, thredt$aonation, and
the corresponding rules or canons of protection, are the two sides ofrtoeelling
for information security, which is performed by analyzing th&tey to be protected
through the lenses of a potential attacker. Threat modelling is part afsgsksment,
in turn a part of risk managemehnwhich belongs with information security manage-
ment.

There exist several models of threat modelling [18, 19, 20, 2t} keference point
in the field is Microsoft’s STRIDE model [22, 23].The name is the acronym of the
threats that a network and information system could suffer frpomfsg, tampering,
repudiation, information disclosure, denial of service and elevation of gevilEhese
threats are the negation of information security canons, chieflyisldeof confidenti-
ality, integrity and availability, a.k.a. CIA [5, 6], and also authentication;nepudia-
tion, authorization and utilit§,which are canons that have been acknowledged over
time [17], [24, 25]. Spoofing means that the attacker replacesetiifiest user of a
system and is the opposite of authentication. Tampering meanptewgrihe data and
is the opposite of integrity. Repudiation, which is the negation ofrepuadiation,
means that an action cannot be correctly associated with its origin. Inforrdasclo-
sure consists in making confidential information available to illegitimate recipamds

2 Defined by ENISAIN [17].
3 Define by ENISA in [17].
4 Note that the canon ‘utility’ is defined by the ITU [24], but not by ENISA.



negates confidentiality. Denial of service means making a service unavailatieras
wise expected, thus negating availability. Finally, elevation of privilegesistsrin
gaining access to a system without having the necessary privilegeh, cllhitenges
authorization (a.k.a. control).

Identifying threats to personal data protection and confidentiality of communica
tions, and the corresponding rules of protection, can be done by ofdansat mod-
elling. However, unlike information security, there is little work aredéth modelling in
the field of privacy [6]. The LINDDUN project [5] and the ENISA studyemgineering
PbD [6] fill the gap by defining protection goals. LINDDUN [5] also contaiffiglg-
fledged privacy threat modelling.

2.1  Privacy Protection Goals

As for protection goals, LINDDUN [5] borrows from Danezis the idea thaapy can
be either soft or hard. Hard privacy consists in the minimizatialisofosure of infor-
mation; consequently, the individual does not need to rely on the datalleorftro
protection. It is identified with the protection goal of data minimization: the daiah
is not disclosed, is secure. Soft privacy consists in the knowledgafthrabation has
been disclosed, and thus the data subject has to trust the data contrler(s)aking
inspiration from the data protection goals identified by Pfitzman, LINDDUN identifies
the relevant privacy canons by dividing them into the two categofieard and soft
privacy canons. Hard pri¢g canons are: ‘unlinkability’, ‘anonymity and pseudonim-
ity’, ‘undetectability and unobservability’, with the addition of ‘plausible deniability’
and ‘confidentiality’. Soft privacy canons are extracted from applicable law and are
‘content awareness’ and ‘policy and consent compliance’ (see Table 1 below). While
acknowledging the importance of availability and integrity to privacMIDUN does
not explicitly list them.

Differently, in the ENISA study [6], Danezis, Domingo-Ferrer, Harj2éh, Hoep-
man [27],Métayer, Tirtea, and Schiffner list protection goals starting from the classic
information security CIA triad and then add unlinkability, transparendyirgervena-
bility. In the absence of a standard [8], | experimentally attempt tgartbe two sets
of canons. The so-merged protection goals produce: unlinkability (ingladonymity
& pseudonymity, and undetectability & unobservability), plausible denigbditaila-
bility, integrity, confidentiality, transparency (including content awareaesspolicy
consent & compliance) and intervenability, as illustrated and described in Table 1.
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Table 1. Privacy protection goals for LINDDUN and ENISA

Privacy canons

LINDDUN

ENISA

Unlinkability

Unlinkability: hiding the link between two ol
more actions, identities, and pieces of infc
mation.

Anonymity: hiding the link between an iden
tity and an action or a piece of informatiol
Pseudonymity: to build a reputation on a pset
donym and the possibility to use multiple pse
donyms for different purposes.

Undetectability and unobservability: hiding
the user’s activities (e.g. impossibility of
knowing whether an entry in a database cor
sponds to a real person)

Privacy-relevant data cannot be linked acrc
domains that are constituted by a common p
pose and context, and that means that proce
have to be operated in such a way that the |
vacy-relevant data are unlinkable to any ott
set of privacy relevant data outside of the c
main. Mechanisms to achieve or support L
linkability comprise data avoidance, separati
of contexts (physical separation, encryption,
age of different identifiers, access contro
anonymisation and pseudonymisation, a
early erasure or data.

Plausible deniabil-
ity

The ability to deny having performed an actic
that other parties can neither confirm nor cc
tradict (e.g. a whistleblower can deny his a
tions) [opposite of non-repudiation]

Integrity

/

The fact that data is accessible and services
operational. (ENISA Glossary)

Confidentiality

Hiding the data content or controlled release
data content (e.g. encrypted email)

The protection of communications or store
data against interception and reading by uni
thorized persons. (ENISA Glossary)

Availability

The confirmation that data which has been se
received, or stored are complete and
changed. (ENISA Glossary)

Transparency

Content Awareness: users are aware of thei
personal data and that only the minimum ne
essary information should be sought and us
for the performance of the function to which
relates.

Policy and consent compliance: the whole
system- including data flows, data stores, ar
processes has to inform the data subject abo
the system’s privacy policy, or allow the data
subject to specify consent in compliance wi
legislation, before users access the system

All privacy-relevant data processing includin
the legal, technical and organisational setti
can be understood and reconstructed at
time. The information has to be available b
fore, during and after the processing tak
place. Mechanisms for achieving or supportil
transparency comprise logging and reporting

Intervenability

/

Intervention is possible concerning all ongoir
or planned privacy-relevant data processing,
particular by those persons whose data are |
cessed.

The objective is the application of correctiv
measures and counterbalances where neces:
Mechanisms for intervenability comprise esta
lished processes for influencing or stopping t
data processing fully or partially, manuall
overturning an automated decision, data por
bility precautions to prevent lock-in at a da
processor, breaking glass policies, single poi
of contact for individuals’ intervention re-
quests, switches for users to change a settin




2.2 Threat Modeling: LINDDUN and ENISA

In LINDDUN [5], each identified privacy protection goal or canon corragdpdo a
technology threat from which, milarly to Microsoft’s STRIDE, the acronym of
LINDDUN is derived: Linkability, Indentifiability, Non-repudiation, Detectability,
Disclosure of information, conteltnawareness, policy and conséln-compliance,
as exemplified in Table 2. Each threat to an item of interest (hereafteuriderstood
variably as a user, action, content etc., is defined from the perspectiweaifabker.
Thus, ‘linkability’ means being able to establish whether two Iols are related. ‘Identi-
fiability” means connecting a user to an Iol. ‘Non-repudiation’ allows proving that a
user has performed a given action. ‘Detectability’ means that an Iol exists. ‘Information
disclosure’ refers to loss of confidentiality. ‘Content unawareness’ means that either
too much, or the wrong information has been disclosed, leading to theigdeiatif of
wrong decisions. Finally, ‘policy and consent non-compliance’ indicates the case in
which a system disregards the privacy policy it purports to respect.

Table 2. LINDDUN privacy threat modelling

Privacy canons (LINDDUN) Threatsto canons
Hard privacy
Unlinkability Linkability
Anonymity and Pseudonimity Identifiability
Plausible deniability Non-repudiation
Undetectability and unobser vability Detectability
Confidentiality Disclosure of information
Soft privacy
Content awareness Content unawareness
Policy and consent compliance Policy and consent non-compliance

LINDDUN follows the same steps as STRIDE (but does not reach the stage of risk
analysis). Therefore, the most fundamental step is the identificaticatafldw dia-
grams, i.e. the essential sub-units to which the threats are appli@&h$ed on such
associations, it becomes easier to study mitigation strategies, e.g. imthef fleETs
applying PbD.

Danezis et al. [6] do not explicitly propose a privacy threat model. Yegrlye
protection goal identified in the study conducted by Danezis et al. ureleetis of
the ENISA [6] that was not considered by LINDDUN is intervenability,ttiieat to
which can be identified, with a good degree of confidence, in renvenability, un-
derstood as the inability or impossibility to intervene at any level of theray® pre-
vent or mitigate a threat.

Instead of threat modelling, Danezis et al. [6] propose design strataffigaarding
the protection goals which either apply directly to the data (data-oriented strategies) o
apply to procedures (process-oriented strategies), following the wetkegdman. In
detail, a system of data processing should first of all (following Gfifseacoso and
Diaz) minimize the amount of data, hide it from view, store data iaratpbatches,
and aggregate data whenever possible. A system of data procésritdyenable its
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controllers to inform individuals whose data are being collected, enforceléise and
demonstrate their enforcement; moreover, it should enable both contasiteiadi-
viduals tocontrol how the system works amalquestion the data.

Some of these practices correspond directly to protection goals: ‘inform’ corre-
sponds to transparency, ‘hide’ to confidentiality, and ‘control’ to intervenability. As a
result, they can be easily linked to threats. Yet, the other actiontsodredinked to a
protection goal, and therefore a threat. ‘Separate’, whereby data should be processed in
compartments, can be connected to the goal of unlinkability. Similarly, ‘minimize’,
whereby only the necessary categories of data are collected, enables psey@mimit
anonymity). ‘Aggregate’, which encourages to process data at the highest level of ag-
gregation and hence the minimum degree of detail, also pursues uititykhatier-
venability is enabled bthe strategies ‘control’, ‘enforce’ and ‘demonstrate’, which can
be seen as three different stages of intervention. The link betweenyppiedection
goals, design strategies and threats is illustrated in Table 3. Two deatggiss could
be linked to two different protection goals: control to intervenability and teaespy;
minimise to unlinkability and transparen@g in LINDDUN’s content awareness).

Table 3. Relationship between protection goals, design strategies and threats

Privacy protection goals Design strategies Threats

Unlinkability- Anonymity and Aggregate, minimise, Linkability — Identifiability —

Pseudonymity -Undetectability separate Detectability

and unobser vability

Plausible deniability Non-repudiation

Integrity* Control? Tampering

Confidentiality* Hide Disclosure of information

Availability* Denial of Service

Transparency Inform Content unawareness - Polic
Minimise? and consent non-compliance

Intervenability Control, enforce, Non-intervenability
demonstrate

The authors of LINDDUN [5] did not develop their privacy principles starftiog the
applicable law, but rather from Solove’s list of privacy principles, which conflates pri-
vacy (i.e. private life) with data protection. As a result, there are some incongsue
in their analysis. For instance, ‘non-repudiation’ is seen as a threat to privacy. Yet, non-
repudiation could be deemed to be a threat only in the case of whathtbesaall hard
privacy, and only when users actively pursue repudiation. In at ctises, non-repu-
diation is desirable because it is key to the accountability of data controllers.obhe p
lem, in my view, derives from conflating private life with data protectianich leads
to overlooking their respective subtleties.

Danezis et al. [6] built their system based on the Data Protection Directivaifi2i8],
hence with a stronger degree of adherence to EU law. Yet, EU law hasdegoice
the Directive. First, new legislation has been adopted, which gives meandaia
protection not only as a statutory requirement, but also as a right, cleeheiment



from the right to private life. Second, both rights demand that additiegalrements
be taken into account when developing PbD, requirements that | illustrat fiol-th
lowing.

3 Legal Approachesto PbD in EU Law

In the EU, ‘privacy’ splits into two constitutionally protected rights: respect for private
and family life, home and communications, and protection of persatal ehshrined
respectively in Articles 7 and 8 of the Charter of Fundamental Rights Th&]two
rights are fully independent and tend to be mostly complementaryhatszadisplay
clashes (as discussed in the conclusions).

To further complicate the matter, the requirement to implement PbD ismtatroed
in the definition of the right, but rather comes from secondaryilawArt. 25 of the
General Data Protection Regulation [29] (hereafter GDPR). The GDPR, which imple-
ments the right to the protection of personal data, PbD becaimagrotection by
designi (hereafter DPbD). Legislation addressing Art. 7 of the Charter, such as the pro-
posed e-Privacy Regulation [30] (which will repeal the e-Privacy Diuextdoes not
contain rules on PbD. Nevertheless, the proposed Regulation is a lex spectadis of
GDPR (draft Art. 1(3)). Therefore, the obligation of the controller to impl& by
design approaches contained in the GDPR should arguably apply to prowisibas
e-Privacy Regulation, including those addressing confidentiality ofragritations
that fulfil Art. 7 of the Chartet Moreover, awareness of the interplay between technical
and legal approachésthe right to private life has value beyond the application of PbD
requirementsas discussed in the conclusions.

Secondly, both fundamental rights are subject to ‘permissible limitations’, i.e. limits
defined in Art. 52 (1) of the Charter. Accordingly, the exercigeriofcy rights can be
limited for the sake of ‘objectives of general interest” which must be clearly spelled out
in the law. An example is Art. 23 of the GDPR, which lists, among stmational
security, the protection of judicial independence, as well as the protettioa rights
and freedoms of others. Yet, the limitation of both rights cannditeithe ‘essence’
of the rights. There is an ongoing debate about the meaning ek#ence of funda-
mental rights in general, and data protection in particular [14, 15, 1§], [31

As | will argue in section four,ms attempt to purse ‘by design’ approaches in EU
law needs to come to terms with the dual nature of privacy, as well asniteptof
the essence, to which I turn now

5| am grateful to Marc van Lieshout for his comments, which promptedadhiéication of this
point.
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3.1 Operationalizing Legal Approaches: the Essence and Boundaries of
Articles 7 and 8 of the Charter

Not only the concept of the essence contained in Art. 52(1) of the Cisarteidefined,
but also the Court of Justice of the European Union (hereafter G#slyet to provide
a univocal interpretation on the matter. In the case law of the right todtexfon of
personal data, for instance, the CJEU seems to opt for a substantterstanding of
the essence [31], that is a specific entitlement enabled by the right; fallté case
law of the CJEU, this entitlement should be expressed in a rule [31]

In the absence of guidance by the CJEU to identify the essence, | haxedubtine
method for selecting the ‘attributes’ of a right that was developed by the UN Office of
the High Commissioner on Human Rights (hereafter OHCHR) in the ¢arftesork
on indicators [32], a method that was also implemented by the UK Ecaradittiuman
Rights Commission on which | rely for private life [33]. Attributes #ire intrinsic and
distinctive substantive dimensions of a right, which define its boyndaturn, the
essence is theore’ of anattribute [31]. In other words, appraising the intrusion into
fundamental rights entails answering the question: what does that fundargdrital r
mean? It obliges one to perform the exercise, in the abstract, of digdbetiight into
its substantive characteristics or attributes. Such an exercise, in turn,iddotifying
the essence of the right (through a value-based approach [31])ytisgoim into which
is legally prohibited.

In detail, attributes are “a limited number of characteristics of [a given] right.” (...).

To the extent feasible, the attributes should be based on an exhaustive oéaléng
standard, starting with the provisions in the core international huiglais treaties;
(...) the attributes of the human right should collectively reflect the essence of its nor-
mative content (...) To the extent feasible, the attributes’ scope should not overlap” [32].
Attributes represent the synthesis of what would otherwise be the ‘narrative’ on legal
standards of a human right. Note that | borrow from the OHCHR onlyntiteod
(which was supported by the Fundamental Rights Agency [34d),nahthe under-
standing of rights, which is rooted instead in EU law.

To be sure, the attemfat identify ‘principles’ synthetizing the two rights is an ap-
proach followed by different commentators, and stems historicalty the formula-
tion of both rights (e.g. the fair information principles concerning deitegtion), as
well as the national and international case tawboth rights [31]. Nevertheless, the
scholars who have attempted the enterprise have neither singled out primcipleth f
Art. 7 and 8 as understood in EU law, nor have they systematicallyfieénhe es-
sence [15, 16], [3336], leaving an important gap in the literature. In the next two sec-
tions | synthetize the steps | followed to elaborate the attributes and essena&bt the
to respect for private life [12], and the protection of personal data [B&]identifica-
tion of attributes and essence is in turn instrumental to link the legal undergtahd
the rights with the technical approach to DPbD/PbD.
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3.2 Attributesand Essence of Article 7 of the Charter

Elsewhere [12] | have distilled the attributes for the right to private amilyf life
starting from the Human Rights Measurement Framework develgptbe bK Equal-
ity and Human Rights Commission [33] duly modified to take attoount the speci-
ficity of EU law. Accordingly, Art. 7 of the Charter is read in thentigf Article 8 of
the European Convention on Human Rights (hereafter ECHR) [Bidhwepresents
the minimum standard for the substantive understanding of the righvellaas the
benchmark to assess permissible limitations (in harmony with Art. 52¢Bedthar-
ter). | also argue that the scope of the right in EU law is different frdn8&CHR; in
particular, Art. 7 does neither concern the protection of personal datehysica in-
tegrity in the context of medicine and biology as well as environmentsdagian,
which are covered instead by Arts. 3 and 37 of the Charter.

The specific contents of the attributes are refined on the basis of the cageHaw o
following bodies: i) judgments of the CJEU concerning instrumehsecondary law
which give substance to the rights listed in Art 7; the ECHR, insaféine scope of the
two rights correspond; and iii) the case law of the UN which, accordisettied case
law, supplies guidelines

Art. 7 reads “Everyone has the right to respect for his or her private and family life,
home and communications. The definition contains four prongsafpriife, family
life, home and communications) which lead to seven attributes and essence.

The first prong includes those elements that are relevant to develop artdimai
one’s personality and identity, understood as unique and worthy of equal respect. It
includes three sub-attributes.

The first is physical and psychological integrity. This includes thenfanternum
of the mind, i.e. one’s thoughts, feelings and emotions; the forum internum of the body,
meaning genetic characteristics and unique physical traits, and the forunuexter
the body, that is the right to own one’s body and protect it from undesired or forced
access to it. This attribute could have as an experimental essence thénteraom
of the mind and of the body.

The second is personal social and sexual identity, which consists in the ‘forum ex-
ternum’ of mental integrity, which is substantiated in the coherent portrayal of one’s
personality and identity to the external world. It includes control over one’s name, the
upkeep of one’s reputation, the expression of one’s sexual orientation, but also the man-
ifestation of one’s beliefs and personality in the form of attitudes, behaviours and cloth-
ing. Following the case X and Others ([38], para 46), the expression of one’s sexual
identity is a good candidate for the essence. In Opinion 1/15 ([@%,150), the CJEU
alludes to the fact that information could constitute the essence of thewitiatyit
nevertheless providing clear indications. Further candidates for the essencbecould
the official recognition of one’s original or acquired name, and the faithful social rep-
resentatiorf one’s identity.

The third is personal development, autonomy and participation, which relétes to
partaking of individuals in the democratic society, which is threefidié. first way is
the development of one’s personality in the spirit of self-determination; the second way
is autonomy of one’s movements and actions; the third way is participation in the social
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and political life as one sees fit. All three ways require a minimugnegeof control,
even if conducted in public, and embody the possibility to develop setasibns of
an amicable or professional nature. In this sense, thiatsiiiste concerns the ‘outer

circle’ of one’s life and links with the ‘inner circle’ of one’s family. In the absence of

clear indications by the Court, a candidate for the essence could be the albsenoet
external constraints.

The second prong of the right, family life, leads to one attributeesepting the
‘inner circle’, one’s kin by blood and election, which represents the first mode of exist-
ence of individuals in society, which predates the state. It includes horizontal and ver
tical relationships regardless of their seal of legitimacy, and reside in ematiwhal
material ties with individuals and surroundings. The CJEU pronounceddhat fa-
ther, the essence of family life lies in the possibility to applythierright to custody
([40], para 55). Other candidates include the continuity and recogoftéorelationship
of care.

The prong ‘communications’ lies in expressing the ability of individuals to choose
with whom and how to share information, and the presumption tlwatriafion shared
privately should remain confidential, regardless of its content and theghodsmu-
nication. This includes the expectation that information shared privately will not be
used against the individual. In the case Digital Rights Ireland [41], the @ifBad the
essence to be “the content of one’s [electronic] communications as such” (para 39).

Theprong ‘home’ corresponds to the last attribute, whiefers to one’s settled and
secure place in the community, where individuals can develop ties dfraat@nature
and nurture self-determination, far away from the public gaze and urttieditesion.
The essence of this attribute could be found in a minimum zone ofcphiygimacy
(e.g., in a home, the toilet, or the bed).

Table4. Attributes and essence of Art. 7 of the Chartgriyate life’)

Attributesof art. 7 Core
PL (1) Physical and psychological integ- The forum internum of the mind and of the body
rity
PL(2) Personal social and sexual iden- The expression of one’s sexual identity (CJEU)
tity Official recognition of one’s original or acquired name
Faithful social representation of one’s identity
PL (3) Personal development, autonomy  Absence of secret external constraints
and participation (‘outer circle’)
Family For a father, the possibility to apply for the right
custody (CJEUV)
Continuity of relationship of care
Recognition of relationship of care
Communications Thecontent of one’s communications (CJEU)
Home A minimum zone of physical intimacy
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3.3 Attributesand Essence of Article 8 of the Charter

Attempts to identify the attribute and the essence of Art. 8 of thet€tare scant [16]
and non-conclusive, as | discuss in [31]. Hence, | identified thew#sland essence
of the right to the protection of personal data based on the method kxl/élp the
OHCHR, and a value-based approach to the right. Differently fihemight to private
life, the right to the protection of personal data does not derive from tH& E&hd
should be read instead in the light of article 52(2) of the Charter, whebytehpre-
tation of the CJEU of EU secondary law has preeminent importancsfiming the
contents of the rightin this case, the case law of the ECHR on Convention 108 [43]
(one of the sources of the right) ‘supplies guidelines’ in accordance with settled case
law.

Art. 8 is composed of three paragraphs, which read: “1. Everyone has the right to the
protection of personal data concerning him or her. 2. Such datdenpigicessed fairly
for specified purposes and on the basis of the consent of the pensennaal or some
other legitimate basis laid down by law. Everyone has the right of accgdawmtahid
has been collected concerning him or her, and the right to have it re@ifiedmpli-
ance with these rules shall be subject to control by an independent authority.” The three
paragraphs contained in the formulation of the right to the protectipersbnal data
lead to 4 attributes; the rationale is explained in [31].

The fist limb of Art. 8(2) embodies the attribute of legitimate processihig. at-
tribute expresses the expectation for the data subject that the processtrze legit-
imate, which refers to three interconnected principles stemming fronulthefrlaw,
namely fairness and transparency, purpose limitation (& storagatiion), and lawful
legal basis. In para 150 of Opinion 1/15 [39], the CJEU found thes$ concerning
purpose limitation constitute the essence of the right.

The second limb of Art. 8(2) concerns data subjects’ rights, which correspond to one
single attribute: data subjects’ control over their personal data, enabling them to inter-
vene in the processing. It includes the following steps, which stheutgéen as a range
of options available to the data subject depending on the situation: i)ingdéssdata
and obtaining a copy; ii) rectifying inaccurate data; iii) objecting to processinggincl
ing profiling; iv) restricing the processing of one’s personal data. Whilst the CJEU has
yet to identify the essence concerning this attribute, a candidate is the rightgs. acce
Milder options are the right to rectify and object to profiling.

Art. 8(3), which concerns oversight, paves the wdythe attribute of supervisory
authority, which concerns the ability of the individual to claim withlbindrance the
intervention of an authority for the protection of his or her righis attribute embodies
a form of legal remed§.

6 This is because the CJEU has found, in ground 69 of Google &padiGoogle (42. Judgment
of 13 May 2014 in Google Spain and Google, C-131/12, EU:@:20%, (2014)), that re-
quirements of Article 8(2) and 8 (3) of the Charter “are implemented inter alia” by provisions
contained in the DPD. | justify my argument in [31].

7 See footnote above.

8 Note that the CJEU invalidated the Safe Harbour Agreement in Sciéhwsn grounds of
disrespect of this requirement, which it found to be the essetive iight to effective judicial
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The combination of Art. 8(3), literature and international law [31], couldsalpport
the attribute’human intervention’, whereby decisions significantly affecting an indi-
vidual cannot be taken by a machine, and that a human being must ednvothe
process. A potential essence of this attribsitine right to obtain human intervention
on the part of the controller, to express his or her point of view acmhtest the auto-
mated decision (a requirement poised to become essential with furtherierpaofs
datafication and applications of data science).

The last attribute, data security and minimization, stems from secdasa(iut is
an old fair information principle), but can be linked to Art. 8(1)t expresses essential
components of the right [31]. It embodies the expectation tottraspersonal infor-
mation is protected against risks of a varying nature and likelihood, whidt effect
physical, material and non-material damage. It further includes the right towdm
cate the minimum amount of personal data possible for a given pdrpo®igital
Rights Ireland (para 40) and Opinion 1/15 (para 150) the CJEU fiienessence in
the provision of integrity, confidentiality and security safeguandbe legal basis re-
lied upon for the processing of personal data.

As a last note, sensitive data should not be seen as an attribute, norsasribe ef
data protection, but rather as a requirement that automatically lowers the thréshold o
permissible interferencés.

Table 5. Attributes of Art. 8 of the Charter (data protection)

Attributes Essence
Legitimate processing Purpose limitation (CJEU)
Data subjects’ rights Access (Experimental);

Rectification and objecting to profiling (experimental)

Supervisory authority

Human intervention The right to obtain human intervention on the part of the
controller, to express his or her point of view and to con-
test the decision (Experimental)

Security and minimization The provision of security safeguards in the legal basis re-
lied upon for the processing of personal data (CJEU)

The identification of attributes and essence enables us to link the legastamding
of the rights with the technical understanding of privacy/data protegtials (and re-
lated threat scenarios), onto which | move next.

protection enshrined in Art. 47 of the Charter, with no mentiohe@ssence of the protection
of personal data.

In the version ofhis research discussed at the conference, I had proposed ‘minimization and
accuracy’ as a separate attribute. While accuracy is very well expressed by the requireiment
rectify the data, which is part dfita subjects’ rights, the question remains as to whether data
minimization should form part of a different attribute. The importanaminimization as a
prerequisite for Privacy by Design is well argued, for instance,ilvges, Troncoso and Diaz
[45].

10 That is, by making the interference of limitations to the right aatioaily serious.
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4 Blending L egal and Technical Approachesto Privacy

Any attempt to pursue ‘by design’ in EU law needs to come to terms with the dual
nature of privacy, as well as the concept of the essence. This is because ‘by design’
approaches will always be confronted with privacy and data protection hasjstat-
utory requirements, but as rights, fdoThe use of personal data-driven technology, in
fact, always engenders the competition between the two fundamentslanighobjec-
tives of general interests. If the data controller is a private individual, anddieeref
technology is used for business purposes, the protection of peratmalndl the right
to respect for private life stand in dialogue with the objective of general intdrest
developing an internal market as well as the rights and freedoms of ethiis,find
joint expression in the controller’s freedom to conduct a business (Art. 16 of the Char-
ter). If the data controller is a law enforcement official, and therefore tegynislased

to support the fight against crime, the protection of personal dataearighhto respect
for private life stand in dialogue with the objective of general interestldifgsecurity,
and the rights and freedoms of others.

To answer the research question, which concerns the way how DOithDR{R
proaches can incorporate the understanding of privacy as two righteeapdsuing
requirement of respecting their essence, | propose to map the intekaatticaen pro-
tection goals and attributes. Actually, there are more connections between thedegal an
technical concepts than may appear at first sight: the essence is to lawotdetign
goals are to technology, namely a boundary which cannot be crossewl&sig the
right.

4.1 Legal and technical approachesto privatelife

As for private life, Table 7 shows the correspondences between privdegtign goals
and the attributes for respect for private and family life. The firshaoolo the left lists
the attributes. The second column lists the essence relating to an attrisoyg(tifose
found by the Courtr@ marked with the acronym ‘CJEU”, the ones I am proposing are
marked as ‘Exp.’ for experimental). The third lists the privacy protection goals, or can-
ons, corresponding to each attribute. The fourth and last column listsrteeponding
design strategy.

The attribute of communications concerns the ability to share informatiotith
individuals, under the presumption that information shared privately sheuoidin
confidential, regardless of its content and the mode of communication, dnthevit
expectation that information shared privately will not be used against the iraividu

11 | believe this reflection addresses the important point raised by Biede[¥], whereby the
risk management performed in the context of technology is differanttttat performed in
the case of privacy rights, because the first enables to factor inrsievhereas the latter
does not. While in abstract this is the case, in practice, particulahg icase of Art. 8, the
applicable law allows to factor in a degree of risk. This is the éasmstance, of personal
data breaches, which need to be notified only when they entaipeecégble risk to the rights
and freedoms of data subjects (Art. 33 GDPR). | articulate the manyseasahis in [46].
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The content of communications represents, for the CJEU, an element of e$éigce
attribute is also of central importance for information security, and comdso con-
fidentiality, which possibly carries with it the desirability of plausible deniabitdy
instance in the case of a whistle-blower wishing to deny her actians.

The attribute home, whiakfers to one’s settled and secure place in the community,
where individuals can develop ties of an intimate nature and nurture self-aettomi
far away from the public gaze and undesired intrusion, is also enhlapcedfidenti-
ality, e.g. in the case of measures of surveillance (e.g. listeningedecameras etc.),
and thus calls for the design strategy ‘hide’ particularly in relation to a minimum zone
of physical intimacy. Unlinkability, as the strategy ‘separate’, would enable to discard
information violating the essence.

Table6. Relationship between privacy canons and attributes of article 7

Attributes of Art. 7 Core Protection goal Design
strategy

Privatelife See sub-attributes /

i.Physical and The forum internum of the / /

psychological integrity mind and of the body

ii.Personal social and The expression of one’s [/ /

sexual identity sexual identity (CJEU)

Official recognition of one’s
original or acquired name;
Faithful social representatio
of one’s identity

iii.Personal development, Absence of secret externi / /
autonomy and constraints
participation (‘outer
circle’)
Family For a father, the possibility t¢ / /
apply for the right to custod»
(CJEV)
Continuity of relationship of
care;
Recognition of relationship o
care
Communications The content of one’s Confidentiality Hide
communications (CJEU) [Plausible
deniability]
Authentication/a
uthorization
Home A minimum zone of physica [Unlinkability Separate

intimacy confidentiality]  Hide
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4.2  Legal and technical approachesto the protection of personal data

Table 8 shows the correspondences between protection goals and the atifipetes
sonal data protection. The first column to the left lists the attributes of the Tigg
second column lists cores relating to an attribute, if any (the essemcelfp the Court
is marked with the acronym ‘CJEU’, whereas the essence I proposed is marked with
‘Exp.’, which stands for experimental). The third lists the privacy protection goals, or
canons, corresponding to each attribute, while the fourth column shewgsign ap-
proach corresponding to the protection goal.

The attribute ‘legitimate processing’ includes three requirements, two of which re-
late to a canon. Fairness and transparency corresponds to transpareimcya(ain
the LINDDUN sense of policy and consent compliance) in a self-explanatonyema
Purpose limitation, which also expresses a core of the right, relates to caaliigent
and the design strategy hide, in that data which is not disclosed to unautpariiesl
is less likely to be processed unlawfully. It also relates to unlinkahiiithat personal
data kept in separate batches, aggregated, or minimized is also less likely to be pro-
cessed without authorization. Confidentiality and unlinkability would besfore im-
portant canons to comply with the essence.

The attribute ‘data subject’s rights’ as a whole relates to intervenability and trans-
parency (in the LINDDUN sense of content awareness) and the designistraiag
trol” and ‘inform’. The step ‘access’ relates to intervenability (control) and availability
of the data, whereas ‘rectification’ relates to integrity, and non-repudiation of the data.
The steps objection, particularly to profiling, and rejection, concernkatility; ob-
jection calls, in particular, for separation. Rejection could call for minifeizg anon-
ymization of the data), or a new design strategy, e.g. ‘delete’.

Oversight, expressed by two attributes, is linked to intervenabilitthégossibility
to request and apply corrective measures and counterbalances wherarpegedshe
design strategy control. Note that intervenability presupposes non-repudiation, wh
pertains to information security and means the ability to prevent a Jemretenying
later that he or she sent a message or performed an action, so that liabibg at
tributed Intervenability and the related strategy of control would be important eequir
ments to satisfy the experimental notion of the essence | proposeNote that these
findings support an important lesson against believing that DPbD/Pbbecan easy
fix to compliance with privacy rights, as expressed for instandealggllo [7], Koops
and Leenes [1] and Kamara [8].

Security calls for availability, confidentiality and intervenability, and the reld¢ed
sign strategies hide and control. Minimization relates to unlinkability (in the self-e
planatory form of ‘minimise’).

Finally, sensitive data, which is not, per se, an attribute, but rather lowdtse¢ksh-
old of permissible limitations, is supported by unlinkability and #sigh strategy sep-
arate, as well as confidentiality and the design strategy hide, for the sanes baso
apply to the attributes discussed above. In addition, plausible deniabilithenagry
important to protect sensitive data, and hence exercise other rights freely.
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Table 7. Relationship between privacy canons and attributes of Article 8

Attributes of Art. 8 Essence Protection goals Design
strategies
Lawful legal basis /
8‘) "
- Fairness and transpar- Transparency (policy & Inform
ency consent compliance)
g_ Purpose limitation Purpose limitation Confidentiality Hide
@ [CIEU] Unlinkability Separate
g Intervenability (minimize,
= aggregate)
& Demonstrate
-
- Intervenability Control
% Transparency Inform
k=
2 Access Access [Exp] Availability
.% Rectify Non-repudiation
= Integrity
s Object objecting to  Unlinkability Separate
S profiling [Exp]
Restrict Unlinkability /
i Supervisory Intervenability Control
- authority* (Non-repudiation!)
S
)
9]
>
@)
ii. Human intervention ~ The right to obtain Intervenability Control
human (Non-repudiation!)
intervention on the
part of the
controller, to
express his or he
point of view and
to contest the
decision [Exp]
- Security CJEU: The Confidentiality Hide
S provision of Availability,
c security Intervenability Control
-% safeguards in the
>N legal basis relied
'S E Minimization upon for the Unlinkability Minimize
Séé processing of Transparency
personal data
Sensitive data: lowers the threshold of  Unlinkability, Separate

permissibleinterfer ences

confidentiality

[Plausible deniability]
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4.3 Considerations: essence, attributes and obligations of the data
controller

The analysis carried out allows drawing some conclusions. The fihgttisvo design
strategies - hide and separate (minimize, aggregate) - and the corresjpoottioton
goals- confidentiality and unlinkability - seem crucial for respecting the pregos-
tions of the essence of both rights. In addition, respecting the es$efteBocalls for
the design strategy control and the protection goal intervenability.

However, in both cases, not all potential notions of the essence seematchedn
by an existing design strategy; similarly, not all attributes seem to be maighed
protection goal. The case could be different, however, if all informaticursy canons
(see Section 2) had been taken into account. By means of example otheatitn
sectutity canon ‘utility’, whereby the information is relevant and useful for the purpose
for which it is needed [24], links both with the attributes of private lifé.(Arand the
attributes data subjects’ rights and security and minimization (Art. 8). As a result, there
is room for further developing privacy protection goals and desigtegies.

Moreover, some design strategies described in section 2 seem underrepresented (e.g
enforce, demonstrate). Yet, it does not follow that the missing protegials and
design strategies are superfluous. In the case of data protection, thewegssome
protection goals and design strategies are missing is that they express oblidtiens
data controller. Such duties do not feature in the definition of thébig are actually
implied by them in the form of (data protection) principles in the applidaileFor
instance, the two attributes of data protection which express oversight retetgtmn-
ciple of accountability, which linkgo the protection goal of intervenability, and the
strategiesenforcé and ‘demonstrate Similarly, the sulettribute ‘rectify’ relates to
the principle of accuracy, which expresses the duty to ensure that data aratedeq
relevant and not excessive, which is fulfillegthe protection goal integrity.

The conclusion is that DPbD/PbD approaches should take into account ba¢ffithe
inition of the rights, which represent a minimum threshold, aedatiplicable law
which implements the right and lays down corresponding ddtiesmapping between
protection goals, essence and attributes, should be complenigngedequivalent
mapping between protection goals and the obligations of the data contierheniag
from the applicable law, as exemplified in Table 8. As a result, further protegtads
and design strategies could be added (e.g. to embrace the important principle o
mization [45, 48], or protect the essence).

Table 8. Comprehensive approach to PbD/DPbD

Essence Attribute Principles ex- Duties of data con-
pressed in the law troller
Protection goal Protection goal Protection goal Protection goal
Design strategy Design strategy Design strategy Design strategy
Right

Secondary law
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5 Conclusions and further research

In this paper | tackled the question, currently unaddressed in the literattway o
reconcile the technical understandingmfvacy by design’ with the nature of the rights

to private life and data protection in EU law, whose essence cannot be violgted. M
proposition was to map the equivalences between, on the one hatehahender-
standing of the attributes and essence of the fundamental rights to |iievatel data
protection with, on the other hand, the technical notion of privacy protecials de-
veloped in privacy threat modelling.

The analysis unveiled hidden connections between the legal and technical concepts
the essence is to law what protection goals are to technology, namelydabowhich
cannot be crossed, lest violating the right. As a result, the identification ofrtbepto
of the essence and subsequent linking with privacy protection gaas te imple-
mentation ofby design’ approaches in EU. Indeed, the design strategies hide, separate
(minimize, aggregate) and control, and the corresponding protection goals cinfiden
ality, unlinkability and intervenability, seem crucial for respecting thegseg notions
of the essence of the two rights.

The analysis also showed mismatshetween, first, attributes and essence, and sec-
ond, protection goals and design strategies, suggesting there is a netebtalbvelop
the latter, e.g. by considering other information security canongéstdd threats), as
well as to take a comprehensive approach to PbD/DPbD. This mearts itethirac-
count both the definition of the rights, which represent a minimumhbiegsand the
applicable law which implements the right and lays down correspoddiigs. Such
a comprehensive approach, could be applied beyond building privagjiantiech-
nology.

First, a comprehensive approacAnbe used to unveil existing tensions inherent in
technological design, not just among protection goals, but also betwdesmnaong
rights. For instance, while non-repudiation can be of crucial impmetéor personal
data protection, it can be problematic for confidential communications, because it ne-
gates plausible deniability, which is important for confidentiality (e.g. of estleh
blower). Hence, there can be a clash between personal data protection andiferivate
(which testifies to their independence). Clashes may also appear aviiint: plausi-
ble deniability may be very important to protect the meta-attribute of serdstiaeand
hence exercise other rights freely, but is at odds with the other attributesrigftit.

Secondly, a comprehensive DPbD/PbD approach which takes into account also in
formation security canons/threats can underpin tensions in tii@fjginst cybercrimes
(understood as data crimes [47]), thus informing the developméerfoahed and sus-
tainable approaches to cybersecurity, as I illustrate in [12] in relationatif-tHre-shelf
intrusion detection and prevention system for universities.

Finally, the comprehensive approach can be used to perform miegumimgact as-
sessment of technologies (as in [10], [25]) and policies. The attribute and esaence
be used as a powerful instrument to capture the granularity of theiemass of tech-
nologies and policies addressing public security into any fundamental (tigiise be-
yond data protection, as discussed in section 3), whilst protecticnagywhtiesign strat-
egies could be used as a corrective approach, as | intend to show in future research.
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