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Abstract

The inherent analogue nature of medical ultrasound signals in conjunction with the
abundant merits provided by digital image acquisition, together with the increasing
use of relatively simple front-end circuitries, have created considerable demand for
single-bit X—A beamformers in digital ultrasound imaging systems. Furthermore,
the increasing need to design lightweight ultrasound systems with low power
consumption and low noise, provide ample justification for development and
innovation in the use of single-bit X—A beamformers in ultrasound imaging systems.
The overall aim of this research program is to investigate, establish, develop and
confirm through a combination of theoretical analysis and detailed simulations, that
utilize raw phantom data sets, suitable techniques for the design of simple-to-
implement hardware efficient X—A digital ultrasound beamformers to address the
requirements for 8D scanners with large channel counts, as well as portable and
lightweight ultrasound scanners for point-of-care applications and intravascular
Imaging systems.

In addition, the stability boundaries of higher-order High-Pass (HP) and Band-
Pass (BP) £—A modulators for single- and dual- sinusoidal inputs are determined
using quasi-linear modeling together with the describing-function method, to more
accurately model the 2—A modulator quantizer. The theoretical results are shown to
be in good agreement with the simulation results for a variety of input amplitudes,
bandwidths, and modulator orders. The proposed mathematical models of the
quantizer will immensely help speed up the design of higher order HP and BP X-A
modulators to be applicable for digital ultrasound beamformers.

Finally, a user friendly design and performance evaluation tool for LP, BP and
HP X-A modulators is developed. This toolbox, which uses various design
methodologies and covers an assortment of 2—A modulators topologies, is intended

to accelerate the design process and evaluation of X—A modulators. This design tool

is further developed to enable the design, analysis and evaluation of £—A beamformer
structures including the noise analyses of the final B-scan images. Thus, this tool
will allow researchers and practitioners to design and verify different reconstruction
filters and analyze the results directly on the B-scan ultrasound images thereby

saving considerable time and effort.


http://academic.research.microsoft.com/Keyword/56986/higher-order
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Chapter 1

Introduction

The sigma-delta (Z-A) analogue-to-digital (A/D) converter architecture of Inose and
coworkers [Ino627, [Ino637 emerged as a modification of ‘delta’” modulation, which was
first invented at the I'T'T Laboratories in France by E. M. Deloraine, S. Van Mierlo, and B.
Derjavitch in 1946 [Del467], [Del537. The idea behind delta-modulation was to transmit
the changes (delta) in sample values rather than the values themselves. The Cutler patent
[Cuts27], [Cut60] introduced the oversampling technique with the noise-shaping concept
by describing first- and second-order noise-shaping loops. Later in 1965, Brahm’s patent
Bra657] described the second-order multi-bit oversampling noise-shaping A/D converter.
However, the name ‘delta-sigma’ modulation to describe the Cutler’s noise-shaping
oversampling architecture was first introduced by Inose, Yasuda and Murakami in the early
1960s [Ino627], [Ino637. The basic principle behind X-A modulation is to use a feedback
loop to track the input signal by the coarse fed-back quantization error [Che987, [Nor977].
The work described until the mid 1960s was related to the transmission of oversampled

digitized signals rather than the actual implementation of Nyquist A/D converters. The
first design of using digital filters and decimators following the X—A modulators was first
published by Goodman at Bell Labs in 1969 [Goo697]. This was then further extended to
multi-bit £—A modulators by Candy in 1974 [Can747]. Extensive discussions of the most
commonly used £—A modulator architectures and the key milestones of the history of 2-A

modulators are well detailed in [Hau917], [Kes08a_].
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Even though the concepts of X—A modulation were first presented in the middle of
the last century, they were not widely used until the 1980s due to improvements in
integrated circuit (IC) technology [Can927, [Eyn917], [Fer91], [Nor97]. Advances in
very-large-scale-integration (VLSI) technology have made oversampling A/D converters
more attractive in digital processing applications [Azi967, [Gai897], [Can92], [Nor97].
Because of their relative simplicity and ease of integration into other processing
elements, X—A A/D converters have been widely used in applications such as
instrumentation, voice-band, data telecommunications, high-fidelty audio and speech,
metering applications, data-acquisition, telecom, radar and sonar [Ada867], [Adl9s7,
[Can927, [Hou037], [Hau91], [Lia147], [Paro57], [Rib947], [Rus037], [Scho27], [Sir157,
[Suno37. Also, there are several applications of Band-Pass (BP) 2—A data converters such as
in digital radio systems [Bry947], [Hago2], [Nako1], [Par147], [Qial5], [Tro9s7,
[Vunos7], [Yan14], receivers for digital mobile cellular telephony [Erg997], [Gau94],
"Heno17], high-speed modems [Baz957, satellite communication services [Chu977] as well
as in GNSS front-end applications [Kim077]. The 2—A modulators are also used in sensor
systems to shape out the noise from the sensor itself and its environment [Sap087. In
addition, X—A modulators are widely used in biomedical imaging systems such as
ultrasound imaging systems [Tex137], [Bil10], [Fre997],[Koz017],[Nor96], Tex10],
Electroencephalogram (EEG) and Electrocardiogram (ECG) [Chi157, [Tex107], [Shuoé67],
Magnetic Resonance Imaging (MRI) [Tex10][Tex1387], Computed Tomography (CT),
[Tex137], Positron Emission Tomography (PET) [Lail57]. Examples of commercial X-A
modulator products (ADS1605,ADS1610, ADS1258, ADS1278) used in medical applications

are given in Table 1-1.

Product ADS1605 ADS1610 ADS1258 ADS1278
Bandwidth 2.45 MHz 5MHz 61 kHz 62kHz
Sampling Rate 5 MSPS 10 MSPS 125 kSPS 144 kSPS

Bit-Resolution 16-bit 16-bit 94-bit 94-bit
Application Ultrasound, MRI Ultrasound, MRI ECG.EEG ECG, EEG

Table 1-1 Z—~A modulator product examples used in biomedical applications [ Tex107], [Tex13]
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As shown in Table 1-1, high sampling rate with high bit-rates required by ultrasound
imaging- and MRI systems can be achieved with state-of —art ¥—A modulators (ADS1605,

ADS1610). On the other hand, ECG- and EEG systems require lower sampling frequency
with higher bit-resolution (ADS1258, ADS1278).

Ultrasound imaging compared to the other medical imaging techniques (x-ray, MRI, CT),
provides high-resolution images without the use of ionizing radiation. This makes them

perfectly safe and thus popular to use especially for regular scans [Tex107], [Ali087].

Ultrasound is defined as acoustic waves with frequencies above those which can be
detected by the ear, from about 20 kHz to several hundred MHz [Wel697]. Ultrasound for
medical applications typically uses only the portion of the ultrasound spectrum from 1 MHz
to 50 MHz, which is used to produce images of the exposed part of the body including the
heart, vessels, kidney, liver, developing fetuses and other soft tissues [Hav797], [Wel697.
The ultrasound waves are generated by a transducer which is held against the body as
shown in Figure 1-1. The piezoelectric crystal elements in the transducer start to vibrate
and produce high-frequency sound waves when a high voltage is applied across the
transducer. Ultrasound waves are generated by converting a radio frequency (RF) electrical
signal into mechanical vibration via a piezoelectric transducer. Through their propagation,
sound-waves are partially reflected and refracted depending on the tissue they are exposed
to. When two mediums with different densities are located next to each other, an acoustic
impedance mismatch is created and sound waves are reflected by this mismatch. Therefore,
the ultrasound imaging technique is based on processing these echo signals "Sho887. The
processed echo signals are then reconstructed and displayed on a monitor as gray-scaled,
called B-mode, which allows obtaining information about the structure and nature of tissues
and organs of the body. In the B-mode (brightness mode) in ultrasound, the transducer
simultaneously scans a plane through the body that can be viewed as a two-dimensional
image on screen. This is composed of bright dots representing the ultrasound echoes. The

brightness of each dot is determined by the amplitude of the returned echo signal.

In ultrasound scanning systems, in order to scan a sufficiently wide far field, the
ultrasound signals have to diverge from virtually the same point. In other words,
ultrasound signals should be originated from the same point, which is called beam focusing
or beamforming [Joh937. Beam focusing can be performed mechanically by placing acoustic
lenses on the surface of the transducer. However, the common process is beam focusing

electronically using phased arrays, as used in this PhD study. Transducer arrays can be
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explained as a single transducer element divided into S-elements, and each element
transmits and receives ultrasound pulses differently. During the transmit- and receive-
process, focusing can be performed electronically using phased arrays. The differences in
propagation time from a focus point to each array element are compensated by time delays
in order to maintain a coherent summation. Therefore, beamforming is defined as the
summation of phase-shifted signals that are generated from a common source, but received
at different times. The echo signals are delayed dynamically by an appropriate amount and
added together to form a beam [Ald077], [Joh937], [Tho967. By adjusting the time delays
across the array, a region of interest can be scanned over predetermined directions and
depth. The echoes are processed by a digital beamformer and in the B-mode the brightness
of each pixel in the image is adjusted as a function of the amplitude of the reflected signals.

A simplified block diagram of an ultrasound system is given in Figure 1-1.

TISSUE

R A/D DIGITAL
RECEIVER ' converter [ system [T DISPLAY

.4 TRANSDUCER

TRANSMITTER

Figure 1-1 Simplified block diagram of the ultrasound system

Ultrasound systems are signal processing intensive and thus the performance of
digital ultrasound imaging systems is strongly dependent on the front-end-components.
The front-end components are the bottleneck to system’s performance; once noise and
distortion have been introduced, it is essentially impossible to remove them. At this stage,
the precision of the A/D conversion becomes critically important. Therefore, on-going

research is focusing in two main areas:
e Increasing the image quality [Ali0o87], [Tex137,

e Decreasing the power consumption and size in order to design more portable,

accessible and affordable ultrasound systems [Hem157], [Wag127, [Tex137.
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1.1 Motivation

The typical channel count number of an ultrasound system can vary from 8 for ultra-
portable systems to 512 for high-end devices, whereas for 3-dimension (8D) systems this
number can be even higher [Tex137. As a result, the major challenge in ultrasound imaging
systems is to simplify the front-end hardware especially for economical scanners with large

channel count beamformers.

In the 1990s, ‘system-on-chip’- design and manufacturing made ¥—A modulators even

more popular especially in mixed signal ICs which combined the ADC, DAC and DSP

tunctions on to a single chip [Kes08b7]. X—A modulators can employ a digital ultrasound
beamformer to simplify the array front-end and beamforming to handle the data acquisition
and signal processing. This is seen to critically affect the overall cost and performance of the
ultrasound system [Bil107], [Sea027]. State-of-the-art ultrasound imaging systems are
moving in the directions of using full-scale real-time 8D imaging [Sav037]. These consist of
2D arrays with thousands of elements, and micro devices such as portable and lightweight
scanners as well as intravascular imaging systems [Bil107], [Dego67, [Gillo77], [Ora0s],
[Salo7], [Sav0o3s7], [Tex137]. As a result, reducing the cost, size, and power consumption of
the front-end by deploying X—A modulators is crucial for the design of low-cost and ‘on-

chip’ design compact beamformers.

Besides the reduced hardware- and signal processing complexity of the front-end, the

use of X—A beamformers introduces severe image artefacts in the final image, thus
significantly reducing the image quality [Fre997]. The repeated/omitted samples during
beamforming degrade the synchronization between the modulator and demodulator, which
leads to elevated noise floor in the reconstructed signal. As a result, the increased in-band
noise level reduces the image resolution causing significant image artefacts which appear as
a snowy background. Therefore, to reduce the artefacts many studies were investigated in
the open literature [Bilo27], [Bil107], [Bruo2], [Cheo8a], [Cheosb], [Fre997], [Hano27],
[Hem157], [Kozo17], [Nilos7], [Nor967, [Tomo05],[ Tho967]. However, the improvements

were achieved by modifying the beamforming processes or X—A beamformer structures at
the expense of either increased hardware- or signal processing complexity of the array
front-end. Therefore, the main motivation of this PhD project is to design, analyse and

evaluate hardware efficient structures for enhancing the image resolution for ultrasound

>—A beamformers.
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1.2 Objectives

The principles and the performance limitations including stability analysis of the
2—A modulators are given followed by an overview of the present architectures of X—-A
ultrasound beamformers. A new reconstruction architecture is introduced, which has the
potential of achieving high image quality without compromising the basic structure of X—-A
modulators. In order to analyze the principles and design methodologies of X—A ultrasound
bemformers, the first objective is to give a comprehensive coverage of the design principles
of the Z—A modulators and to determine the stability boundaries of higher-order low-Pass

(LP), band-pass (BP) and high-pass (HP) 2—A modulators.

The second objective is to develop techniques for improving image resolution for
digital ultrasound systems that utilize X—A modulator based beamformers by significantly

simplifying the hardware complexity of the ultrasound system front-end.

The third objective is to develop a user friendly design and performance evaluation
tool for LP, BP and HP X—-A modulators, which is further modified to enable the

performance analysis for digital ultrasound X—A beamformers.

1.3 Contributions by the Author

The contributions resulting from this thesis can be summarized in two categories. The first
category is the original contributions covering novel propositions, which to the author’s
best knowledge have not been reported elsewhere in the open literature. The second

category refers to the extensions or developments of existing works.

1.3.1 Novel Contributions

e Novel techniques are developed to suppress the image artefacts and improve image
resolution for digital ultrasound systems that utilize X-A modulator based
beamformers. Different from the existing approaches, the image artefacts that are
produced by X—A beamformers are proposed to be eliminated in the reconstruction
stage after the beam summation by post-processing techniques. Moreover, the
proposed techniques result in greatly simplified hardware complexity. This to the

author’s best knowledge has not been proposed in the literature.
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The typical element number of an ultrasound phased array system can vary from 128
to 512, which results between 128-512 beamformers in the frond-end. Therefore any
increase in the beamformer complexity affects the overall complexity of the front-end
dramatically. The existing artefact reduction methods in the literature modity either
the structures of 2—A modulators or the align-and-sum processes in each of the 128-
beamformers, which significantly increase the hardware complexity of the front-end
components. On the other hand, the proposed method eliminates the artefacts in the
reconstruction stage and does not need any modification in the conventional single-bit
beamforming processes or the X—A modulator structures. In addition, since the
proposed post-processing filters are applied after the beam summation, only one such
filter is required per beam sum. Therefore, the hardware simplicity of the conventional
single-bit X—A beamformer structures is completely preserved. As a result, the
simplicity of the proposed hardware efficient reconstruction methods makes it suitable
for cost-efficient, intra-vascular, portable, lightweight ultrasound scanners as well as

3D scanners with large channel counts.

The conventional LP reconstruction filters are shown to be insufficient to eliminate
the elevated noise floor at the low-frequencies due to the repeated/omitted samples in
dynamic focusing. Therefore, novel BP reconstruction filters are proposed to suppress

the low-frequency noise components [Alt11b7].

However, it has been shown that the noise elevation is changing dynamically due to
the dynamic focusing. Therefore, novel adaptive rank-ordered filters with variable cut-
off frequencies adaptive to the noise characteristics are developed to reduce the

demodulation error [Altl1c].

Further improvements in the resolution are proposed by employing the novel rank-
ordered filters in combination with BP decimation filters. The performance of the
proposed hardware efficient methods has been tested by means of emulations using RF
data acquired from two difterent phantoms. It was verified through extensive
simulation results that the proposed structures improve the image resolution and
provide high quality B-scan images comparable to the ones obtained by multi-bit A/D

beamformers.
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The hardware complexity of the LP- and BP-decimation filters are further simplified
by proposing polyphase filters as cascaded all-pass filters, which to the author’s best

knowledge have not been reported elsewhere in the open literature.

A novel Graphical User Interface (GUI) driven design and performance analysis tool
for the reconstruction filters for the ultrasound X—A beamformers is created including
the envelope detection and scan conversion stages. This tool will allow researchers and
practitioners to design and verify different ultrasound reconstruction filters and
analyse the results directly on the B-scan ultrasound images thereby saving

considerable time and effort.

1.3.2 Development/Extended Contributions

The non-linear quantizer in the feedback-loop complicates the stability analyses of
higher-order X—A modulators [Ard977]. Therefore, time-consuming simulations are
required to verify the stability. In order to derive the stability boundaries and stable
amplitude limits, many publications are reported in the open literature [Aga837],
[Ards7], [Loto7], [Lot137, [Ris94a, [Ris94b], [Sch977], [Zhao07]. However, they
are confined to certain modulator types or modulator-orders. Therefore, in this PhD

project, a methodology that involves more accurate modelling of the quantizer for the
design and evaluation of LP, BP and HP X—-A modulators including more accurate

stability analyses are presented.

The prediction of the maximum stable amplitude limits for LP 2—A modulators are
detailed in [Lot07], [Lot087]. However the accuracy and the reliability of the existing

quantizer model had not been previously verified for higher-order HP [Alt10b7] and
BP 2~-A modulators [Alt10a], [Alti1a]. Therefore, the validation of the existing
stability curve analyses for the design of LP X—A modularors are extended in terms of

a variety of 2—A modulator specifications such as the bandwidth, modulator order and

stop-band attenuation. The proposed mathematical models of the quantizer will

immensely help speed up the design of higher-order HP and BP ~—A modulators.

MATLAB routines have been developed for the complete image acquisition systems

for Nyquist A/D and conventional X—A ultrasound beamformers using real ultrasound
data-sets. Routines are developed to simulate the entire beamforming stages followed

by reconstruction stages for the final B-scan sector image display.
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e Routines in MATLAB have been developed for various performance evaluation
parameters for ultrasound images such as: Signal-to-Noise Ratio (SNR), contrast-to-
noise ratio (CNR), Point Spread Function (PSF)-lateral, PSF-axial.

e A user-friendly design tool has been created in the MATLAB/Simulink environment

to speed up the design, analysis and evaluation of single-stage and multistage sigma-
delta (X—A) modulators. A variety of Simulink-based design topologies of LP, BP and
HP ~-A modulators are developed [Alt097]. The creation of a Graphical User Interface

(GUI) driven design tool for HP ~—A modulators has not been previously reported in
the public domain to the best knowledge of the author.

1.4 Thesis Organization

Chapter 2 presents the fundamental concepts of LP, BP and HP ~—A modulation, lists
some of the fundamental modulator design choices; various design topologies and their
design methodologies including modulator performance analyses. A comprehensive
coverage of the fundamental design principles of X—A modulation are detailed and their
characteristics are compared with those of Nyquist rate and conventional oversampling
A/D converters. A detailed explanation of the operation of single-stage, multi-stage-, and

distributed feedback X—A modulator topologies are provided. In addition, system-level
description as well as the design and analysis of BP and HP £—A modulators are provided.
The LP-to-BP (LP —BP) and LP-to-HP (LP — HP)frequency transformations are

explained and analysed in order to design BP and HP loop-filters for arbitrary normalised

centre frequencies and bandwidths.

Chapter 3 provides the non-linear stability analyses of higher-order HP and BP ~-A
modulators for single- and dual-sinusoidal inputs. The maximum stable amplitude limits for
Butterworth filter- and Chebyshev Type-II filter-based Z—A modulators are established by
using a combination of the Describing Function (DF) method with quasi-linear modelling of
the quantizer. Closed-form mathematical expressions are derived for the stability curves for
different quantizer gain values. The stability prediction for the maximum stable input limits
tfor higher-order inverse Chebyshev and Butterworth based HP and BP X—A modulators for

different stopband attenuation and bandwidths are established. The theoretical results are
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shown to be in good agreement with the simulation results for a variety of input amplitudes,

bandwidths, and modulator orders.

In Chapter 4, the main features and constraints of ultrasound image reconstructions
employing conventional 10-bit A/D and single-bit £—A beamformers are examined. A

comprehensive coverage of the main factors that aftect the image quality obtained by X-A
beamformers is presented. The characteristics of the image artefacts caused by conventional
single-bit X—A beamformers are examined qualitatively and quantitatively by means of
emulations using RF data acquired from two different phantoms.

Chapter 5 presents the design analysis and evaluation of novel classes of X—-A
beamformer reconstruction techniques with reduced image artefacts and significantly
increased image quality, in which the hardware simplicity of the array system is the key
objective. First of all, the band-pass reconstruction technique is developed to eliminate the
image artefacts at the low frequencies and improve the image quality for 2—A beamformers.
The second technique, which is absolutely novel, involves the use of adaptive LP- and BP-
reconstruction filters, to suppress the dynamically changing noise components along the
scan depth. The third reconstruction approach, which significantly reduces the hardware
complexity, employs polyphase-filter structures in combination with adaptive rank ordered
filters. Detailed models of these X—A beamformer reconstruction filters incorporating the
simulations of the entire image acquisition steps of the digital ultrasound systems are
evaluated at the final ultrasound images. Detailed guidelines for the choice of reconstruction
filters as well as coefficient complexity are obtained and presented in tabular form. Graphs
and charts are provided, which depict beamformer performances including signal-to-noise
ratios, contrast-to-noise ratios as well as the quality of the final B-scan images.

Chapter 5 introduces a design tool for LP, HP and BP X—A modulators to speed up

the design, analysis and evaluation of single- and multi-stage 2—A modulators. The toolbox

is further extended as an analysis tool for a variety of reconstruction filters designed for

digital ultrasound X—A beamformers including the filter responses and noise analyses in

terms of Signal-to-Quantization-Noise Ratio (SNOR) values.

Chapter 6 gives a summary of the research study highlighting the novelties resulted

trom this PhD study and suggestions for the future research directions.
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Chapter 2

An Overview of X—A Modulators

In order to analyze the ultrasound applications based on the ~—A modulators, the
theory of sigma-delta converters is introduced with an overview of LP, BP and HP X-A
modulators including a review of Nyquist rate A/D converters, the basic principles of 2-A
modulators, the X—A modulator topologies and their design methodologies as well as the

basic metrics to analyze the 2—A modulator performance. Section 2.1 describes conventional
A/D conversion with a conventional Nyquist sampling rate. The simulation methods and

the parameters to be used to analyze the performance of the converter are given in Sections
2.3 and 2.4 . This is followed by the basic principles of LP £—-A converters and how they
combine the advantages of oversampling techniques with the noise-shaping concepts. In
Section 2.5 low- and higher-order LLP X—A modulators are designed, examined and
analyzed. Various single-loop and multi-stage X—A modulator analysis and simulations are
introduced. The noise transfer function design methods by using differencers, Butterworth

and inverse Chebyshev filters are introduced. In Sections 2.6 and 2.7 BP and HP X-A

converter architectures are described in detail.
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2.1 Nyquist-rate A/D Converters

A/D conversion is based on two separate operations: uniform sampling in time, and
quantization in amplitude. The conventional A/D conversion process is shown in Figure

2-1. A Sample-and-Hold (S/H) circuit samples a continuous-time signal, x(?), at uniformly
spaced time intervalTS COpp89], [Sha497], [Pro96] in order to have discrete-time signal

x(k) at samples of £.

Ts= 1/fs

l

Analogue — x(t) x(k) Digital
Input Signal AntlF-iaIltlsrsmg Quantizer ——> Output Signal
S/H circuit y(k)
Band-limiting

Discrete-time signal

Figure 2-1 Block diagram of a conventional A/D converter

The discrete-time signal, x(k), can be represented as [Opp897:

0

x(k) = x(KTs) = S x(©)S(t kT, (2.1)

k=—00

The eftect of the S/H process in the frequency domain results in the appearance of

replicas of the original signal spectrum at integer multiples of the sampling frequency

f O :
= %S COpp89]

1 +00
Xs(f)== > X(f -Ify) (2.9)
S |=—w

where [ represents discrete index in the frequency domain and X (f)represents the

spectrum of the sampled signal, and X(f)is the spectrum of the original continuous-time
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An Overview of 2—A Modulator

signal. Although the analogue input signal is continuously changing, the output of the S/H

circuit must be constant between samples so that the signal can be quantized properly.

According to Shannon’s sampling theorem [Sha497, it the sampling frequency f; is

less than twice the signal bandwidth fg, the repeated versions of the signal will overlap

resulting in signal distortion known as aliasing [Opp897. To avoid aliasing, an anti-aliasing
filter is used, which exhibits a flat response over the signal band of interest and attenuates
the frequencies above the signal-band. As a result, the input signal is forced to be band-

limited [Par9s7.

Once the signal is sampled, the amplitudes are quantized by mapping the sampled
sequence into a finite set of predefined values. The quantization levels Q and the digital
word length m, i.e. number of bits, can be expressed by the following relationship: Q =2".
For an A/D converter with Q quantization levels, only input values separated by at least the
step size of the quantizer (A4) can be distinguished or resolved to different output levels

[Azi96]:

(2.3)

The error of the quantizer, ¢(k), added to the system can be modelled as the difterence
between the output sequence y(k) and the input sequence x(k), where ¢(k) can be considered
as a random variable in the interval [-4/2, 4/27] with equal probability. The quantization
error can be considered as an independent additive white noise source [Can817]. By doing

so, the quantization error signal is assumed to be:
* Uncorrelated to the quantizer input signal,
* Uniformly distributed within the interval [-4/2, A/2] and approximately equal to
.

For zero mean ¢(k), the mean square quantization noise power is the variance of the

quantization noise, O'é which can be written as in [Azi96]:
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1 Al 2
og =E[°1== [ ofdg=> (2.4)

A 012 12

Consider an m-bit quantizer with Q = 2™ quantization levels (2.3), so that (2.4) yields:

2 2 2
S B P AR P (2.5)
q 12 2m _1 2m

2.2 2—A A/D Converters

The A/D converter based on the ¥—A modulation, which is capable of providing a very high
resolution for low-to-medium signal bandwidth applications such as those, used in the front-
end components of the medical ultrasound systems [Chil57], [Fre97], [Hem157], [Jun137,
[Raroo7], [Kozo17], [Kri137, [Nor967], [San137], [Tex137, [Tov047, [Tom137. In contrast
to Nyquist rate A/D converters, X—A modulators are based on two major processes:

oversampling and noise-shaping [Ada947], [Aziz967], [Can857], [Nor97].

2.2.1 Oversampling

Oversampling is the process of sampling a signal with a sampling frequency that is
significantly higher than the bandwidth of the highest frequency component of the sampled
signal. Oversampling helps to reduce the in-band quantization noise, improves resolution
and avoids aliasing [Ada987], [Nor977]. Since the input signal has equal probability to have
any value between the step sizes 4, the total power of the sampled signal and the total
power of the original signal are exactly the same. On the other hand, the noise power
produced is the same as that produced by a Nyquist rate converter, but its frequency
distribution is different because of the OverSampling Ratio (OSR). The quantization noise is
designated as white noise [Can857, [Gra90] with zero mean uniformly distributed between
[—fs/2,f;/27 and independent from the input signal. Therefore, the probability density
tunction of the quantization noise is assumed to be uniform and in the oversampling case is

spread over a bandwidth fg which is much bigger than the signal bandwidth fg. Therefore,

as seen in Figure 2-3, a considerably smaller part of this total noise power falls in the
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signal-band [- fg, fg 7. As a result, the quantization-noise power has been reduced by the

OSR, where OSR = %

B

The power spectral density of the quantization noise, Py(f), spread uniformly over the

frequency range [— f5/2, fs /27, can be therefore written as in [Ben487], [Can817:

0_2

Py(f) = % (2.6)

The in-band noise power Gsb for the oversampled A/D converter case is given by [Azi967:

) fy fy f 20&
Tgb = ! Py(f)df =2 [ Py(f)df = | Tolf (2.7)
- 0 0

As a result, the in-band quantization noise power is reduced by the OSR:
2f ’
2 _ 2|“B |_0q

Typical values of the OSR lie in the range of 8-512. The maximum fg is restricted by

technology limitations. Higher fg imply higher clock rates, which increase the power

consumption of the chip. On the other hand, smaller OSRs are constrained by the resolution
specification of the modulator. Therefore, there is a trade-off between resolution and power

consumption.

2.2.2 Noise-shaping:

The oversampling technique becomes more eftective if used in combination with noise-
shaping, resulting in a further reduction of the in-band quantization noise. Noise-shaping is
a technique which alters this noise spectrum so that it is no longer uniform, but rather, is
shaped such that most of the noise power is shifted to frequencies outside the signal band.
As shown in Figure 2-2, a conventional X—A modulator as reported in [Azi967], [Nor97]

consists of:

e A feedforward loop-filter, transfer function of H(z), (accumulator)
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e A 1-bit quantizer enclosed in a feedback loop.

Loop-filter 1-bit Quantizer
Analogue | x(t) x(k) Digital
Antialiasing N J lD igita
Input Filter b iz} ] Output
Band-limiting L J
J Y
1-bit Digital Decimator
DAC
Z—A Modulator
(a)
quantizer
Quantization noise *
: a(K) :
Loop-filter : :
x(k) : LY
) D

Figure 2-2 (a) Block diagram of Z—A A/D converter, (b) Linear model representation of X-A

modulator

As given in Figure 2-2-a, the 2—A A/D converter consists of an anti-aliasing filter, a

sampler, a 2—A modulator and a digital decimator. The basic idea of Z—A A/D converters is
to exhange the resolution in amplitude for resolution in time. Therefore, the analogue input
signal is modulated at a sampling rate much higher than the Nyquist sampling rate, and the
shaped quantization noise is filtered by digital decimation filters [Nor977]. The feedback
loop of an oversampling low-pass X—A modulator allows the input signal to pass essentially
unfiltered through the converter, but high-pass filters the quantization noise [Can817],
[Can857], [Can92]. Since the high frequency noise components can be removed by means of
a digital decimation filter without affecting the input signal, high resolution at the output
can be obtained [Nor977].
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The 1-bit quantizer makes the X—A modulator a non-linear system which is highly
difficult to analyse. Therefore an approximate linear model is used, where the quantizer is
replaced with an additive white noise source ¢(k). This approach is straightforward to apply
and widely used by many practitioners in the field for preliminary design analysis.

Furthermore, the D/A converter is assumed to be ideal with a gain of unity, as shown in

Figure 2-2b. Thus, the output of a X—A modulator can be written in the z-domain as follows:

Y (@) = K -H(z)

C1+K -H(z)X(Z)+

1K -HE) )

where H(z) is the loop-filter and K is the quantizer gain. The output of the modulator is the
superposition of the input signal filtered by an appropriate Signal Transfer Function (STF),
and the added quantization noise shaped by the Noise Transfer Function (NTF). For this

linear model, the quantizer gain is assumed to be 1 (K =1).

Y (z) =STF (z) - X(2) + NTF (2) -Q(2) (2.10)

As a result, the loop-filter together with the feedback-loop, give rise to the desired in-band
noise suppression and at the same time push most of this noise to outside the signal band
[Az1967]. The gain of the STF is close to one in the signal band and close to zero outside
that band [Can927, [Nor97].

The quantization noise power spectral density in the signal-band, P,(f)is given in Figure

2-3. The process of shifting most of the quantization noise out of the signal band is referred

to as notse-shaping.
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Nyquist-rate

Oversampling + Noise Shaping
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Figure 2-3 Comparison of Quantization noise power spectral density of Nyquist-rate-, oversampled-

and 2—A A/D converters

2.3 Simulation Approach

Behavioural level simulations help to validate the 2—A modulator performance with relative
ease prior to the actual circuit implementation. Therefore, all the 2—A modulators in this
thesis are modelled and simulated in a Matlab/Simulink based environment in order to

evaluate the behaviour of 2—A modulators in discrete-time using the actual 1-bit quantizer.

These simulations are conducted for an input block length of 42768. The first 10000
samples are excluded as transient points. The remaining 32768 (2'°) output samples use a
Hanning-windowed Fast Fourier Transform (FFT). In order to speed up the simulation, the

FFT length is chosen to be a power of 2.

2.4 Performance Computation Parameters

2.4.1 SNR

The SNR is defined as the ratio of the signal power to the in-band quantization noise power.
The in-band quantization noise is computed by identitying the location and the number of
bins that represent the input signal and removing them from the output spectrum [Aljo07].
Therefore, 32768 samples are windowed by Hanning window and then the FFT operation

is performed. As a result of the A/D conversion processes, the original input signal is not
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tully represented due to the quantization process. Therefore this section presents the

commonest evaluation criterion used by practitioners to assess the accuracy of X—-A
modulators. The SNR is the ratio of the input signal power to the in-band quantization

noise power of the converter. It is usually expressed in decibels [Nor977].

P.. 2
SNR =10 Iog(PSLnaIJ =10 Iog{a—’;} (2.11)

noise Oq

Using (2.5), the signal to quantization noise ratio becomes:

12.2°"
02
SNR =10l0g| 7% | +4.77 +m-6.020B (2.15)

For each extra bit of resolution (m), there is an approximate 6 dB improvement in the SNR.

2.4.2 Tonality

In practice there are discrete tones appearing in the output spectrum because of the non-
linearity of the negative feedback which can distort the signal by coupling to the baseband
region [Fri887, [Nor977]. The periodic components and repetitive patterns in the system
like sinusoidal input signals cause harmonic tones [Nor927]. These tones can cause serious
problems if they occur in the signal-band. Since the human eye and ear are sensitive to these
repetitive signals, tones can be distinguished by humans as audio or visual. Moreover, the
pattern noise in the signal band degrades the SNR values by means of bumps and slope
changes [Aljoo7]. Therefore, a white noise with a small amplitude compared to the input

signal amplitude, which is called dither, can be injected at the quantizer to reduce tones in

2—A modulators, in order to disturb the periodicity of the repetitive signals [Nor927.

2.5 Low-Pass X—A Modulators

For a LP 2-A modulator, the STF should be a low-pass filter and the NTF a high-pass
filter [Jan947], [Azi967].
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2.5.1 Single-stage Structures

The number of the accumulators used around the loop actually determines the order of the

2—A modulator. As shown in Figure 2-4, a first-order 2—A modulator contains a single

accumulator, I(z):

Loop-filter H(z) Quantization noise
a(k)

x(K) Accumulator "
x I(2) >

Figure 2-4 Block diagram for the first-order Z—A modulator

The output y(£) in z-domain, Y(z) of a first-order Z—A modulator is given by:

1(z 1
Yo -— _x@+—L o)
1+1(z)z 1+1(z)z
Where the accumulator is:
1 Z
I Z) = =
(2) 1,1 71

Therefore (2.14) becomes:

Y (@) =X@)+(1-270@)

NTF

(2.14)

(2.15)

(2.16)

As seen in (2.16), the input signal remains unchanged while the quantization noise is

shaped by the NTF =(1- Z_l) . The NTF is a high-pass filter with a zero at dc, so that it

attenuates the quantization noise at very low frequencies. Using the definition of the z-

domain: z —> el , the NTF can be rewritten in the frequency-domain as:

NTF =1-e 1247 = 2je 4T sin(AT)
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The squared magnitude of the NTF results in the amplification of the quantization noise by
4, but due to the sin?(/AT ) term, this results in huge attenuation at low-frequencies

Nor977]. Using (2.7):

fg fg fg
ol = [Py ()df =2[ P, (f)df =2[(2sin® (AT )R, (f)df (2.18)
~fg 0 0
Using the approximation Sin(x) = x , for AgT <<zl 2[Thoos] and

P,(f)=0¢ / f,[Opps9], and Ty =1/ fy then (2.18) yields:

O
ng =24 I 4r? iz 2df = 0'58”—(]:—8} (2.19)
fs 3 fq 3\ f
2 (2f. 3
2 27 B

Then the SNR for a first-order Z—A modulator is mathematically given as:

2 2
SNR =10log| % | =10log| 7% [~5.17 + 30 Iog(fi}(dB ) (2.21)
o'qb O'q 2fB

As seen in (2.20), the in-band quantization noise power qub decreases as the OSR increases.

Thus, as given in (2.21) for every doubling of the OSR, the SNR improves by 9.03 dB, or 1.5

bits of resolution [Azi967].

A standard second-order X—A modulator is constructed by adding another
accumulator to the first-order X—A modulator as shown in Figure 2-5a, which consists of
two accumulators in the feedforward path, a quantizer and a feedback loop. The output

spectrum of the second-order X—A modulator with a normalized input frequency of 0.01 and

an amplitude of 0.5 is given in Figure 2-5b, which shows that the quantization noise is

shaped to outside the signal band. In order to achieve Nth-order ~—A modulators, N-

accumulators are added in the feedforward path as given in Figure 2-5c.
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Figure 2-5 (a) Block diagram of second-order —A modulator, (b) output frequency spectrum of the

second-order X—A modulator, (c) block diagram of Nth-order ¥—A modulator

The output signal of the second-order 2—A modulator is given by:

Y (2) =X @) +(1-2"H%Q(@2) (2.22)
NTF

This gives the NTF as (1—2_1)2. The past two samples are cancelled in the NTF, which

results in more attenuation at the low frequencies. The power of the output noise can be

computed using the squared magnitude of the NTF as a function of frequency, in a similar

way as calculated for first-order X—A modulators. Therefore, the noise power can be written

as:
4 5
2 _ on [2fg
— 2.23
Ogb = Oy 5 ( fs j ( )

Using (2.23), the SNR of a second-order Z—A modulator is calculated as:

2
SNRleIog(O-—é)—l.29+50log[ fs }(dB) (2.24)
g 2fg
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Thus, for every doubling of OSR the SNR improves by 15.05 dB, or 2.5 bits of resolution.

This is 1-bit better than that of a first-order X—A modulator.

The frequency spectra of first-, second- and third-order ~X—A modulators for a
sinusoidal input signal amplitude of 0.5 and normalized frequency of 0.01 are shown and

compared in Figure 2-6.

0
»w 0
m
©
£ |
X e “ |
2 It
c I
g -100 i
= W H
I first-order
second-order
third-order
-150 j

10°

Normalised Frequency,v

Figure 2-6 Frequency spectrum of first-, second- and third-order ¥—A modulator

As seen in Figure 2-6, the attenuation of the quantization noise in the signal-band increases

as the order of the modulator increases.

As given in Figure 2-5b, higher-order X—A modulators are a straightforward

extension of the first-order X—A modulator with extra accumulators added in the
teedforward loop. As the order (N) of the modulator increases, the attenuation of the NTF
at the lower frequencies becomes higher by pushing more noise power out of the signal

band as demonstrated in Figure 2-7.
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Figure 2-7 Frequency responses of the NTF of Z—A Modulator of the Nth-order

The output signal in the z-domain of an Nth-order 2—A modulator is given by:

Y@)=X@)+(1-zHNQ() (2.25)
NTF

Therefore the in-band SNR value can be computed in the same manner as in the case
of first- and second-order X -A modulators [Azi967:
T

2 2N
o2 f
SNR =10log(=2) -10l 10(2N +1)1 S_|(dB )
o) 0g(2N+1J+ ( +)og(2f8j( ) (226)

As seen in (2.26) for every doubling of the OSR, the SNR improves as much as (6N + 3) dB,
or (N + 0.5) bits of resolution. The relationship of the SNR versus the OSR for first to

tourth order Z—A modulators is given in Figure 2-8.
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Figure 2-8 SNR gain of 2—A modulators of order N=1,2,3,4 for increasing OSR values

The theoretical results which utilize the approximate linear model for the quantizer are
shown in Figure 2-7 and Figure 2-8. In practice, they are different because of the non-

linearity of the 1-bit quantizer [Lee877], [Nor97].

2.5.2 Higher-order X—A Modulators: Stability

Higher-order 1-bit X—A modulators (i.e. above second-order) are conditionally stable.
Instability in 2—A modulators occurs when the internal signal levels in the 2—A modulators
grow indefinitely. This uncontrollable growth causes the quantizer to overload permanently
making the feedback ineffective. The X—A modulator output in the time-domain may exhibit
an indefinite string of 1’s or -1's. The X—A modulator will no longer be able to achieve
noise-shaping, thus resulting in very low SNRs and poor resolution [Ada947], [Can817,
[Leu92], [Nor97].

The stability of these X~A modulators depends on the modulator input amplitude,
type of input signal, the total delay in the feedforward and/or feedback paths as well as the
characteristics of the loop-filter [Agrss7, [Ada917], [Can857, [Koz037], [Nor97], [Ris947,
[San087].

Respectable SNRs for relatively low OSRs can be accomplished with higher-order
1-bit Z—A modulators. These higher-order X—A modulators are generally less tonal than

their lower-order counterparts [Azi967], [Aljoo], [Nor977].
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2.5.3 Multi-stage Z—A Modulators

The cascaded structure can be used to design high-order X-A modulators to overcome the
stability problems of single-stage ~—A modulators and at the same time provide high
resolution [Uch887]. The multi-stage noise-shaping (MASH) topology consists of cascaded
low-order (first or second) single-stage X—A modulators [Mat897]. Each X—~A modulator
converts the quantization error from the previous modulator. The outputs of each stage are
digitally combined with suitable digital filters so as to achieve quantization noise
cancellation of the intermediate stages [Azi1967], [Uch887. Figure 2-9 gives the structure of

a double-stage modulator.

1K P vik)
X Pk " yIk vk
4 atid y2k]
Input signal
1st modulator Noise Cancellation a2(k]
of order N1 y2[K] o
circuit
Output Y
atld of order (p+r)
q2[k]

2nd modulator
of order N2

Figure 2-9 Block diagram of a cascaded X—A the modulator

As seen in Figure 2-9, the quantization noise of the 15t modulator g (k) is the input of the
2nd modulator while the output of the second modulator Yy, (k) is combined with the output

of the first modulator y;(k)via a noise cancellation circuit. As a result, the first stage

quantization noise is cancelled digitally. The system can be analysed in the z-domain as

follows:

Yl(Z) = STle (Z) + NTFlQl(Z) (Q.Q7>
Y2 (Z) = STFle(Z) + NTF2Q2 (Z) (228)

The noise transfer functions of the first and second modulators are NTF = (1—2_1) Nt and
NTF, =(1- Z_l) N2 respectively, where Njand N, denote the order of the modulators. The

corresponding STF’s are; STF1=(Z_1)N1, S'I'I:ZZ(Z_l)N2 for the first and second

modulator respectively. Then the outputs of the modulators become:
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Yi(2)=2"MX (@) +(1-2HMQ(2) (2:29)

Yy(2) =2 2Qu(z) + -z Q,(2) (2.30)

The noise cancellation circuit removes the quantization error of the first modulator, Q;(z)

by the following process in the digital domain:

Y (z) = STF Y ,(z) — NTF Y ,(2) (2.31)

Using the explicit forms of the transfer function given in (2.29) and (2.30), the output

becomes;

Y(2) =2 MtN2) x (7) + 1— z7H)MN2 Q, (2) (2.32)

As seen in (2.32), the first stage error is cancelled digitally by the signal processing of the

cancellation circuit. Howover, the signal is just delayed at the output while the quantization

error contributed from the second modulator is shaped by the NTF of order N; + N,.

The overall X—A modulator is still stable because this multi-stage topology contains

only feedforward paths and no feedbacks between the single-stage modulators [Azi967],

[Nor977]. Using the advantage of the inherent stability of low-order X—A modulators, high

order modulators of any order can be constructed. Beside the improvements in stability, the
cascaded 2—A modulators have fewer tones compared to a first- or second- order

2—A modulators [Can927, [Gra90o7].

In practice, however, the error contribution from the first ¥—A modulator,Q;(2z),

does not completely cancel out because the NTF of the first modulator may not be exactly

equal to NTF =(1- Z_l) Nt The mismatch of the components and the non-idealities of the

op-amps cause residual noise at the output. The noise leakage is [Mal077]:

Ql,out(z) = (NTFexpected —NTFRgea)Q1(2) (2.88)

The non-idealities cause a shift in the NTF by a small amount as much as 0 so that the zero
of the NTF is moved from £ = 1 to Z =1— 6. When the case of the first order modulator is

considered, then the residual noise term becomes:
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Quout(®) =[A-27")-(1-1-8)2 - Q2)=5-27"Q(2) (2.54)

The quantization noise of the second X—A modulator, Qs(%), is attenuated by an order

N; + Noas seen in (2.32) and the in-band quantization noise power of the residual noise

Qy out(2) is shaped by 92, which is lower than that of Qs(z).

log( i) < log aa . L (2.85)
OSR 2N +1 osr 2N +1 '

Therefore the overall in-band SNR value given in (2.26) does not become worse. However,

in practice the non-idealities become more significant for a MASH X—A modulator structure

that has more than 3 stages [Lia147], [Mal0o7].

Figure 2-10 gives the output spectrums of third-order 2—A modulators using single-
stage structure and a 1-1-1 cascaded structure for an input signal amplitude of 0.5 and a
normalized frequency of 0.01. The output frequency spectrum of the MASH structure has
tewer tones and higher attenuation of the noise components in the signal-band, compared to

the single-stage structure.
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Figure 2-10 Third-order Z—-A modulator using single-stage and multi-stage structures
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As a result of the MASH structure, a higher-order X—A modulator is obtained whose

overall stability is guaranteed by the unconditional stable low-order X~—-A modulators.

Higher-order structures are usually designed from first-order modulators or also using

second-order modulators [Uch887], [Wil947], [Yin937].

The main features of single-stage (low- and higher-order) and multi-stage LP 2Z-A

modulators are given in Table 2-1 [Nor97].

Design
MODULATOR STRUCTURE SNR Stability Tonality
complexity
Single-stage (low-order) Simple Low Unconditional stable High
Single-stage (high-order) Moderate High Conditional stable Moderate
Multi-stage
Moderate High Stability guaranteed Low

Table 2-1 Comparative features: the single-stage and multi-stage X—A modulators

2.5.4 Loop-Filter Topologies

There are many structures that can be used to design LP ~—A modulators [Nor97].
These can be modified by adding extra feedback paths. The most frequently used structures
are: the chain of accumulators with weighted feedforward summation and chain of
accumulators with feedforward summation with local resonator feedbacks[Fer9o7,

Nor977, [Mou947], [Wel897.

2.5.5 Weighted Feedforward Summation

Using the N-th order pure differencer H(z) = (1— z7HYN as the NTF causes instability for

higher orders, as previously discussed. One solution to this problem is to introduce poles

into the H(z) so as to flatten the magnitude response at the higher frequencies [Ada94]:

N
H@ =50 (230)
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As seen in Figure 2-11, the H(z) has a flat response in the out-of-band region due to the

D(z) in the denominator.

Hiz} gain
N
WAB |- - - - _ (z-1
3dB|—— - === (z—I)N
Iz)

Frequency

Figure 2-11 The comparison of the frequency responses of the H(z) after modification [Nor97]

The poles can be chosen according to a Butterworth alignment so that the 3dB-gain rules as

well as the causality rules are satisfied [Nor977].

The weighted feedforward topology consists of cascaded accumulators with the transfer

functionsH(z) =z Lr1-z71

, whose outputs are weighted and summed up to form the
overall loop-filter, L(z). The summation output is used as the input of the quantizer

generating the feedback signal Y(z)[Nor977]. The X—A modulator loop should have a delay
of at least one sample period to ensure the causality of the modulator [Erg997, as shown in

Figure 2-12.

g
W

Input Signal v v

§ % AV
/?4\
i+ 4

) 4
| =
.‘H
| =
|~

Lf,*
N
RN
N
KN
N
RN
N
KN

Z“

> «

Quantizer

he o

Output

ylk] Signal

Figure 2-12 Chain of accumulators with weighted feedforward summation
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For this topology, the transfer function of the loop-filter, L(z) is:

SV P Y !
z-1) ' @z-12 ? @-1° °

L(z2) Wy (2.87)
where, N is the order of the loop-filter, and the W’s values are the feedforward coefficients
which are a function of the loop-filter or NTF zeros. As seen in (2.37), all the poles of L(z)

are at dc, i.e. at z = 1. Therefore, a Butterworth high-pass filter can be used to obtain
suitable coefficients that will ensure the stability of the 2—A modulator. Once the NTT is

1

obtained, the corresponding L(z) can be computed from the relationship; NTF = 1—L()
+L{Z

This is then equated to the Butterworth N'TF to calculate the feedforward coefticients.

2.5.6 Feedforward Summation with Local Feedbacks

The Butterworth response can be modified so that the zeros are moved from dc to other
frequencies (i.e. to the complex locations) on the unit-circle in the vicinity of dc (zero-
splitting). As a result of these complex alignments, compared to the Butterworth case, more
attenuation of the quantization noise in the in-band region is achieved resulting in improved
SNR [Nor97]. In order to have complex zeros besides the real zeros, one should use inverse
Chebyshev filters instead of Butterworth filters [Ada947, [Nor977], [Scho57, [Sno017]. The
lower and upper frequencies of the NTF are selected so as to ensure that the input signal is

positioned at the center of the signal bandwidth.

For relatively large signal bands, the zeros of the NTF do not need to be positioned
at particular frequencies to reduce the noise at certain points. Instead, it is necessary to have
an overall low noise level across the entire signal band [Mal077]. The distribution of the
NTF zeros across the signal band will cause moderate attenuation, when compared with
having all zeros concentrated at a single frequency. The corresponding X—A modulator
structure to achieve this is shown in Figure 2-13, where negative feedback around pairs of
accumulators is added, so that the zeros of the loop-filter are shifted away from z = 1

[Nor977. As seen in Figure 2-13, the second accumulators of the pairs are delay-free.

41



An Overview of 2—A Modulator

S

Input Signal
n]

Output
Signal

Figure 2-13 5th order ¥—A modulator using the chain of accumulators structure with local feedbacks

The W’s, are the feedforward gains and the p’s are the feedback coefficients around the
accumulator pairs. For the case of one pair of the accumulators, the loop transfer function
yields:

Z(Wy +W,) —wy

22 +z2(p;—-2)+1

L(z) = (2.38)

As seen in (2.38), the poles of the I(z) are moved away from the real axis to complex
positions on the unit-circle. Inverse Chebyshev based N'TFs provide such flexibility and are
well suited for such 2—A modulator structures [Ada947], [Nor977. The coefficients can be

solved by equating L(z), to the NTF of the Inverse Chebyshev filter [Ada947], [Nor97].

The poles of the transfer function of the loop-filter become the zeros of the corresponding
NTF, therefore the local feedbacks actually determine the shift of zeros away from z = 1.
These zeros can be used to have a flat transfer function in the signal band and prevent a
high STF gain at higher frequencies so as to ensure stability and high resolution. The signal
band may be extended but this will be at the cost of a lower SNR value [Aljo07], [Sno017],
[Malo77].

e The feedforward coefficients for a third-order Butterworth filter are

calculated: W1 = 0.3138, W2 = 0.0473, W3 = 0.0033.

42



An Overview of 2—A Modulator

e For a third-order inverse Chebyshev filter, the feedforward coefficients are:
W1 = 0.3648, W2 = 0.0573, W3 = 0.0012 and the feedback coefficient: p1 =

0.0185.

Figure 2-14 compares the simulation results of the NTFs of third-order 2—A modulators
with (a) weighted feedback summation structure, that has all the zeros at z = 1, (b) weighted
feedback summation with local resonators, that has one zero at £ = 1 and others moved to

complex conjugates on the unit-circle.
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Figure 2-14 N'TFs of a third order ¥—A modulator using chain of accumulators with (a) weighted

feedforward summation, (b) weighted feedforward summation and local feedbacks

At low frequencies, there is higher noise suppression when all the zeros of the NTF are at
= 1, as shown in Figure 2-14. As a comparison; in (a) all the zeros are located at dc (z=1)
and in (b) there are complex conjugate zeros. However, for a signal-band at the frequencies
around v = 0.02, the second modulator with the complex zeros becomes more effective in

terms of noise-shaping.

2.6 Band-Pass X—A Modulators

BP 2-A modulators have been reported to be applied in the ultrasound front-end structures

Nor9g67]. According to the band-pass sampling theorem, BP X-A modulators have a
sampling rate much greater than the signal bandwidth instead of the highest frequency in

the input signal, fg >> fg [Zrios5].
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The NTF of a BP 2-A modulator is designed to have a very low gain in the signal
band centred at f; in order to ensure minimum quantization noise in the in-band-region.
[Sch897. The corresponding block diagram and the frequency responses of the NTTF and

the STF are given in Figure 2-15. LP or BP X—A modulators, have a small amount of noise

in the narrow band around the zeros of the NTF. Therefore, unlike the high-pass NTFs of
the LP X—A modulators, that have zeros at around z = 1, the NTF's realized by the BP 2-A

modulators have zeros in the signal band around fj, where the NTF is a band-stop filter.

The loop-filter must have a very large gain in the signal region [ f, = fg /27 [Azi967,
[Paus7].

Loop-filter Quantizer

T Ju i

X(2)

DAC fo f

(a) (b)

Figure 2-15 (a) Block diagram of'a BP £~A modulator (b) Typical NTF and STF [Mal07]

Moving the zeros of the NTF from dc to complex conjugates on the unit-circle cause the
gain of the NTF to be close to zero around the centre frequency, fy [Sch897. As given in
Section 2.5.1 the zeros of NTF become the poles of the loop-filter, H(z), which directly
defines the STF of the 2—A modulator. Therefore, the minimum gain of the NTF in the in-
band-region makes the gain of H(z) a very large value. The STF becomes unity in the signal
region, while away from fy, the NTF pushes the quantization noise to the out-of-band

region, as illustrated in Figure 2-15b.

2.6.1 Loop-Filter Design

The simplest and commonest way to design the loop-filter for a BP 2—A modulator is to
derive it from a LP 2—A modulator via simple mathematical transformations as reported in

[Sch897. For this, a low-pass-to-band-pass (LP — BP ) transformation is applied to any
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LP single- or multi-stage X—A modulator, so that from a LP X—A modulator of order N, a

BP modulator of order 2N is obtained [Jan917], [Jan937, [Nor977], [Ribo47].

The loop-filter transfer function can be obtained by applying a low-pass-to-band-

pass transformation at the points z = +el27V By moving the zeros from z = 1 to complex

conjugates, the NTF becomes:

(Z _ej27l'l/) '(Z _e—j27Z'V)

NTF = 5

This results in:

Using the Euler identity [Tho057], the NTT is:

z2 —z-2¢c0S2nv +1

Z2

NTF =

This NTF can be expressed as:

NTF =1—(2cos2m/)-z_1 +272

Since H(z) = %, the transfer function of the loop-filter becomes:
2c0s27v -z L —772
H(z) = 1,2
1-2cos2nv-2 =~ +12

(2.39)

(2.40)

(2.41)

(2.42)

(2.43)

The above generalised equation (2.43) is valid for any normalized frequency v value. Some

normalised centre frequencies such as when v = 1/4, L= 1/3 and U = 1/6 result in simpler

hardware as they do not require any coefticients [Nor977]. For the case of v = 0.25, which

implies that 27v = 75 or z = +el27v

_2_2
2

H(z) =
1+z™
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The transformation of z — —z2 for the LP loop-filter, doubles the order of the NTF and

shifts the zeros of the NTF from dc to £ 7/ 2 i.e. from z = 1 to Z = £] . The corresponding

locations of the zeros of the LP and BP N'TFs are given in Figure 2-16.

Im(z)

|m(Z) zZ= J
0.25 v=0.25

7 - —22
m—

&(2) Re(z

0.5 =0 0.5 o«

z=1
O Zeros 2
z= -

Figure 2-16 The zero alignments of the NTF's for (a) second-order low-pass (b) fourth-order band-

pass 2—A modulators

Figure 2-17 presents a transformed BP version of the second-order LP modulator given in

Figure 2-5a. For the mid-band resonator, the stability as well as the noise properties of the

original LP ~—A modulator is preserved [Jan937], [Nor97], [Rib947].

Figure 2-17 A fourth-order band-pass ¥—A modulator obtained with LP — BP transformation
Another case isv = 0.125, that gives 27v = % , so that the loop-filter becomes;

7712772

H — .
(2) 1-z712+272 (249)
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2.7 High-Pass ¥—A Modulators

The range of applications offered by HP ~2—A modulators together with their numerous
advantages, are well detailed in the literature [Ish037, [Ralo77]. HP £-A modulators have
been used in very high frequency Class-S power amplifiers for wireless communication
applications because they reduce the switching rate [Ral077]. Chopper-stabilized HP ~-A
modulators are well suited in micro-power A/D converters for low frequency small signal
applications in order to reduce the low-frequency noise such as thermal drift, dc offset and
1/f noise [Nygo67], [Ishos7]. In addition, a high-pass sigma delta modulator-based bio-

signal processor can be applied for signal acquisition and digitization [Chil57], [Leel57].

For HP 2—A modulators, the NTFs have minimum gains at the higher frequencies in

order to attenuate the in-band quantization noise at high frequencies [Nygo67], [1shos7,

Ralo77]. The locations of zeros of the NTF of HP X-A modulator are shown in Figure

2-18.
Im(2) Im(z)
0.25 0.25
71— -z
—>
Re(z
0.5 S = o) 2= 0 Re(2)
dc v=0.5
O Zeros
(a) (b)

Figure 2-18 Zero locations of NTF of a first-order (a) LP ¥~A modulator, (b) HP £—~A modulator

Thus, as seen in Figure 2-18, a LP — HP transformation in the z-domain is applied

to LP 2—A modulators to shift the zero locations from z = 1 to z = -1, i.e. the zeros of NTF

are shifted from dc to f% . Therefore, the transformation Z — —Z is applied to the STF

and N'TF of the LP 2—A modulator:

STF \LP (z) - STF (-2) (2.46)
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NTF | 5 (2) > NTF (-2) (2.47)

Therefore, the loop-filter of a HP X—A modulator, H(z) can be written as:

-7 -1
H(z) = (2.48)
1+271
Q(2)
g o
X(2) — 4 _Z z > Y(2)
- 14771 + 1+ z_1
Figure 2-19 Block diagram of second-order HP ¥~A modulator
As seen in Figure 2-19, the output signal, Y(z) can be written as:
.2 -1,2

Y@)=z2"X@2)+@A+z277)Q(2) (2.49)

2.8 Concluding Remarks

In this chapter, a comprehensive study to examine the design methodologies of —A
modulators was reviewed in order to analyze the limitations of X—A modulator based
ultrasound beamformers. X—A modulators are based on oversampling and noise-shaping,
which cause the quantization noise to spread over a region much larger than the signal
bandwidth. Noise-shaping pushes most of the noise components to outside the signal band

via error-feedback securing a significant attenuation of the quantization noise in the signal

band. The SNR values of of 1-bit 2—A modulators as a result of using the oversampling and

noise-shaping techniques are much higher compared to the conventional Nyquist-rate
converters. Using these advantages of 1-bit X—A converters over Nyquist-rate converters,

Z—A modulators are proposed to be used in the medical ultrasound system front-end instead
of Nyquist A/D converters to digitize the incoming echo signals [Chi15], [Hem15],
[Roz017], [Jun13]. It has been shown that the theoretical SNR values increase with the

increased order of the X—A modulators. However, the X—A modulator based ultrasound
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system applications are limited to low-order 2—A modulators due to the stability problems
of the higher-order X—A modulators. In order to ensure the stability of the modulators, the
topologies such as the multi-stage, chain of accumulators with weighted feedforward
summation and chain of accumulators with distributed feedback topologies are examined.
The loop-filter design methodologies based on Butterworth- and Inverse Chebyshev filters
responses were detailed. The performance analyses of the topologies were determined using
the linear-model of the quantizer. However, this linear model does not adequately
characterize the behavior of ~—A modulators, because it assumes that the quantizer gain is
independent of the 2—A modulator input amplitude. Therefore, in the next chapter, a more
accurate quasi-linear model of the quantizer is proposed in order to analyse the stability of

the higher-order LP, BP and HP ~—A modulators.
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Chapter 3

Stability Analysis of HP and BP 2—A Modulators

Higher-order X—A modulators provide high SNR values, however they may sufter from
stability problems [Hei927], [Hei937],[Rei057]. The non-linearity of the 1-bit quantizer
makes the prediction of the stable input amplitude limits for higher-order X—A modulators

complicated [Rei087, [Ste94], [Wan93], [Wol887. In this chapter, quasi-linear modeling

of the quantizer in combination with the Describing Function (DF) method is used to
determine the stability boundaries of higher-order X—A modulators. In Section 3.1 an
overview of the stability analysis of X—A modulators is given. In Section 3.2 the principles
of quasi-linear modeling of the quantizer are detailed. The quasi-linear stability analysis of
2—A modulators based on the noise amplification curves for different quantizer gain values
are described. In Section 3.3 the input- and quantization noise- variances at the input to the
quantizer are established. The DF methods to derive the noise amplification curves for
single- and dual sinusoidal inputs are explained. The theoretical results for stability
boundaries for HP and BP X—A modulators are given in Section 3.4 The theoretical and
simulated maximum-stable-amplitude (MSA) values are compared and discussed in Section
3.5 The accuracy of the proposed quantizer model is verified in terms of a variety of 2-A
modulator specifications such as the bandwidth, modulator order and stop-band attenuation.

The effect of adding a dither signal to the 2—A modulator is also evaluated.
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3.1 An Overview of Stability Analysis of X—A Modulators

As discussed in Section 2.5.2 the stability of Z—A modulators depends on the input
signal, initial conditions, and the number of quantizer levels as well as the modulator order.
The one-bit quantizer is the main source of the non-linearity. This directly affects the
overall stability of the X—A modulator [Ard877], [Sch917]. As the order of the modulator
increases, the internal signal amplitudes in the feedforward path continue to grow, which
cause the input to the quantizer to significantly exceed the magnitude of the signal in the
teedback path. As a result of this, the quantizer enters into unrecoverable oscillations
resulting in X—A modulator instability. In addition, as the order of the modulator increases
most of the quantization noise power is shifted towards the out-of-band region. Therefore,

higher-order X—A modulators are more prone to instability compared to lower-order X-A

modulators. The stability of higher X—A modulators can be more accurately examined by

analysing the quantizer input signal as well as the order of the NTF.

Therefore, time consuming simulations are required for verifying stability. In order to

establish the stability boundaries of LP X—A modulators, many different approaches were
reported in the open literature [Agr8s], [Ard87], [Cha907], [Chio97], [Far98], [Fraoo],
[Frao2], [Goo957], [Hei92], [Hon927], [Loto8], [Lot147, Rei05], [Reio87], [Rit907],
[Ris94a’], [Ris94b7, [Sab147], [Sch9o17], [Sch97], [Ste94], [Wono03], [Zhao3], [Zri05].
However, these techniques are limited to LP X—A modulators. In order to simplify the
stability analysis, the input signal is assumed to be DC- or a single-tone sinusoidal signal.
For dual inputs, ie. two sinusoidal inputs, the stability analyses become even more

complicated.

However, an extensive literature review has revealed the lack of detailed stability analysis of
higher-order BP —A modulators. Moreover and to the best knowledge of the author, there

has not been any work reported in the open literature on the stability analysis of HP
2—A modulators. A survey of the major publications on the stability analysis of

2—A modulators reported in the open literature is given in Table 3-1.
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Summary of Publications Limitations Ref
Computationally intensive and [Go095]
Finding invariant sets by iterating the initial region and
o ) ) ) o lacks a closed form mathematical [Scho7]
enlarging it until an invariant region is found.
model. [Nor97]
A trapping region is found in which the integrator output of
) Restricted to low-order X-A
a second-order X—A modulator will never take on values [Far9s]
modulators.
outside that region.
An empirical stability criteria for a fourth-order Z—A Dependent on simulations and the “Chiog’
109
modulator is proposed modulator order.
Analytically complex, limited to
Modeling the quantizer as a threshold function in the state . [Hon92]
first- and second-order Steo4
equations. [Ste94]
2—A modulators
‘ . . [Fee9s]
Analysis of BP Z—A modulators using non-linear dynamics Lack of an analytical expression ¥ -
ee96
for zero- and single-tone sinusoidal inputs for stability boundaries
[Fee97]
[Agrss]
) ) i ) ) Do not link the effect of the input | [Can8s]
Linear modelling of the quantizer as representing the )
) o ' ' ' . ' signal to the modulator output [Scho17]
quantizer as an additive white noise source with unity gain
spectrum [Scho7]
[Heio2]
[Ada91]
[Ards7]
Quasi-linear modelling of the quantizer, wherein the Limited to DC- or a single-tone ~Chaso]
ag90
quantizer is modelled as a additive white noise with a linear | sinusoidal input signal, lack of ~N -
aus87
gain analytical stability boundaries “Stiss
1188
[Wolss]
Extended quasi-linear model to more than one input using Limited stability analysis “Geles
el68
the DF method, where each input is represented by a depending on the order of the ~ArdsT]
rd87
separate equivalent gain. modulator
Mathematical models for the stability boundaries by o . [Riso4a]
o ) ) ) Limited to DC signals CRis94b]
establishing noise amplification curves
Extended Quasi-linear model of the quantizer in conjunction [Loto7]
] ) ) ) ) Derived for LP X—A modulators
with DF method using noise amplification factors [Lot08]
‘ [Lot13]
Non-linear feedback control analysis for multiple sinusoidals | Derived for LP £—A modulators Loti4]
ot14
Stability of various symmetric cross coupled X—A Derived for LP £—A modulators, [Sab147]
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modulators by using the describing function theory

limited for low-orders

Analytical root locus method to determine the stability

criteria for continuous time ~—A modulators

Derived for continuous-time X—A

modulators

[Kan14]
[Kan15]

Table 3-1 Survey of contributions for stability analysis of ¥—~A Modulators

The commonest model of the quantizer, which is suitable for preliminary design

analysis involves an additive white noise source with a unity gain. However, this model is
inadequate for establishing the stability boundaries of X—A modulators, because it assumes

that the quantizer gain is independent of the X—A modulator input amplitude. Since the gain
of the quantizer correlates with the input signal, modelling the quantizer as an additive
white noise source with a variable gain provides more accurate stability analysis especially
tfor higher-order X—A modulators. Furthermore, in the linear model of the X—A modulator,
the NTTF changes as the loop-filter is scaled, whereas the actual modulator with a 1-bit
quantizer is invariant to the scaling of the loop-filter. The use of the quasi-linear model of
the quantizer with a variable gain enables the loop-filter scaling to be compensated with the
reciprocal scaling of the quantizer gain so that the NTF maintains its invariance [Ris94a].
This quasi-linear approach can be extended to a more accurate quantizer model when
combined with the DF method, where the input- and noise signals are represented by
separate equivalent gains [Gel687] [Ard877]. However, DI analysis did not provide useful
mathematical models to predict the stability boundaries in X—A modulators until the noise
amplification factors were introduced by L. Risbo [Ris94a7], [Ris94b7]. Therefore, the quasi-
linear model is further developed in conjunction with DF analysis and noise amplification
tactors [Lotos7], [Lot147],[Sab147]. However, the accuracy of this method for HP and BP
2—A modulators for different signal bandwidths, stop-band attenuations and modulator

order has not been investigated by others to the best knowledge of the author.

Therefore, in this chapter, a variable gain quantizer model is used to obtain closed
form mathematical expressions that define the stability boundaries of higher-order HP and
BP X—A modulators [Alt10a], [Alt10ob], [Alti1a]. The noise amplification curves as a
function of the quantizer gain are established using the quasi-linear model. The noise
amplification curves as a function of the signal- and noise-variances at the quantizer input
are produced using the DF method. The stability boundaries of X—~A modulators as a
function of quantizer gain K, can be obtained by equating the mathematical expressions that

define the two noise amplification curves. As a result, the MSA limits for different quantizer
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gain values for single- and dual sinusoidal inputs are established from first principles using
quasi-linear modelling in conjunction with the DF analysis. In addition, the stability
boundaries are not restricted to a single 2—A modulator structure and are in fact extended
to the chain of loop-filters with weighted feedforward summation and chain of loop-filters
with weighted feedforward summation and local feedback £—A modulator structures. The
theoretical results obtained from the proposed model are validated using extensive
simulations. The limitations of the model are established. The proposed mathematical
models of the quantizer will immensely help speed up the design and evaluation of higher-

order HP and BP 2—A modulators.

3.2 Quasi-linear Stability Analysis of X—A Modulators

A X—A modulator contains a highly nonlinear component namely the 1-bit quantizer. The
quantizer in a c