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Abstract 

In this PhD program, a new method of implementation of time-interleaved continuous-time ΔΣ modulators 

is investigated. This thesis proposes a novel solution to the delayless feedback path issue which is a 

restriction for circuit implementation of time-interleaved ΔΣ modulators. To verify the theory behind our 

method, first, a 3
rd

-order two-path continuous-time time-interleaved ΔΣ modulator has been behaviourally 

modelled with non-idealities included with the use of MATLAB and then the circuit has been designed with 

using Cadence and 90nm TSMC CMOS technology. The design details as well as the simulation results are 

presented in the thesis. By exploiting the concept of time-interleaving techniques, a conventional 3
rd

-order 

discrete-time ΔΣ modulator is converted into a two-path corresponding discrete-time time-interleaved 

counterpart, leading to the equivalent continuous-time time-interleaved version derived from the discrete-

time equivalent. Sharing the integrators between two paths of the reported modulator makes it robust to 

path mismatch effects compared to the typical Time-Interleaved (TI) modulators which have individual 

integrators in all paths. Practical issues like finite dc gain and bandwidth of the opamps, the clock jitter effect, 

RC time constant variation, the DAC mismatches and offsets of the quantizers have been analyzed and 

included in the behaviour simulation model. The resulting modulator has been implemented using 90nm 

TSMC CMOS technology. All results obtained from this study confirm that the proposed approach works very 

well with no noticeable degradation in performance even in the presence of non-idealities. The whole CTTI ΔΣ 

modulator has been simulated with an input frequency of  ��� = 1.005
�� and  1.6��� (-2dBFS) amplitude 

at 320MHz sampling frequency across process corners and temperatures. The SNDR is in range from 74.5dB at 

SS and -40°C temperature to 75.9dB at FF and 120°C temperature. 
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Chapter 1: 

Introduction 

 

 
1.1 Motivation 

 
     The rapid growth of the portable communication device markets such as audio systems and consumer 

electronics has led to an increasing demand for low power high resolution ADC designs over the last decade 

[1].  The ΔΣ modulator can achieve a very high resolution analog-to-digital conversion for relatively low-

bandwidth signals by using the oversampling and the noise shaping techniques. It is known that ΔΣ 

modulators don’t require precise analog components and sharp cut-off frequencies for their analog anti-

aliasing filters. The noise-shaping loop filter of a ΔΣ modulator can be implemented as either a Discrete-Time 

(DT) structure by using Switched-Capacitor (SC) techniques [76] or as Continuous-Time (CT) through active-RC 

[79] or gm-c filters [80][81]. SC circuits are insensitive to clock jitter and the frequency response of the noise-

shaping filter can be accurately set by capacitor ratios [2]. 

     The signal bandwidth the ΔΣ modulators can deal with is narrow and restricted by the OverSampling Ratio 

(OSR) and technology deployed. To increase the signal bandwidth the modulator can process, a variety of 

methods are used: Increase the order of the modulator; however the stability problem needs to be dealt with 

very carefully. A second method is to increase the number of bits for the quantizer, which makes the design of 

the modulator more complicated. A third method is to increase the sampling frequency. Where, the major 

disadvantages of this method are limitations in technology. The fourth method is to deploy a continuous-time 

loop filter coupled with the time-interleaving technique. This method is more practical in comparison to 

previous methods.  

     The goal of this thesis is to extend the idea of time-interleaving DT ΔΣ modulators to work with CT ΔΣ 

modulators, while reaching higher signal bandwidth than conventional ΔΣ modulators. To reach this goal, first, 
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a 3
rd

-order two-path Continuous-Time Time-Interleaved (CTTI) ΔΣ modulator has been behaviourally modelled 

with the use of MATLAB, where all non-idealities are included in the model. Then the circuit level has been 

designed with the use of Cadence and 90nm TSMC CMOS technology. The resulting modulator operates at 

320MHz clock frequency with the OSR of 16 and a time-interleaving factor of 2. The signal bandwidth of this 

modulator is 10MHz. The time-interleaving technique is not limited and could be extended to more than two 

channels to obtain more signal bandwidth. 

Table 1.1: Recently published high-bandwidth ΣΔ modulators  

Paper CMOS 

Technology 

Topology Clock 

Frequency 

(MHz) 

SNDR 

(dB) 

Bandwidth 

(MHz) 

Power 

(mW) 

Published 

Year 

Simulation (S) 

Or  

Measurement (M) 

[3] 0.13�� 1-2 Cascaded DT 160 50 20 87 2003 M 

[4] 0.18�� 2-2 Cascaded CT 160 57 10 122 2004 M 
[5] 0.18�� 5

th
 order CT 200 72 12.5 200 2004 M 

[6] 0.13�� 4
th

 order CT 300 64 15 70 2004 M 

[7] 0.18�� 3
rd

 order CT 200 49 20 103 2006 M 
[8] 90	� 5

th
 order CT 400 52 10 7 2007 M 

[9] 0.13�� 3
rd

 order CT 950 72 10 40 2008 M 

[10] 0.18�� 3
rd

 order CT 640 66 10 7.5 2007 S 
[11] 0.13�� 3

rd
 order CT 640 74 20 54 2006 M 

[12] 0.25�� Complex CT 320 53.5 20 32 2006 M 

[13] 0.13�� 2
nd

 order CT 640 51.4 20 6 2008 S 
[14] 90	� 2

nd
 order CT 340 77 20 56 2007 M 

[15] 0.13�� 3
rd

 order CT 900 78 20 87 2009 M 

[16] 0.18�� 3
rd

 order CT 320 74 10 36 2010 S 
[17] 0.18�� 5

th
 order CT 320 83.69 5 19.8 2010 S 

[67] 0.13�� 3
rd

 order CT 640 75.3 10 7.2 2016 M 

[57] 28	� 3
rd

 order CT 640 70.1 20 6 2017 M 

 

1.2 Related Works 

 
     Some related works on CT ΣΔ modulators in the CMOS technology have been listed in Table 1.1. These ΣΔ 

Modulators have been published recently and have the potential to operate at a higher sampling frequency. 

Table 1.1 summarizes some recent low-pass ΣΔ modulators in CMOS technology along with their 

measurement results. Most of them have a bandwidth of 10MHz or more and except for the first two, the rest 

of them use the single loop architecture with the order of two and more. The minimum SNDR of these 

modulators is 49dB and the power consumption range is from 6mW to 200mW. 



 3

1.3 Novelty and Performance Benefits: 

 
1.3.1 Novel Error Correction Solution to Solve the Delayless Feedback Path Problem: 

     A novel solution method to delayless feedback path issue in TI ΣΔ modulators has been proposed in this 

PhD program. This delayless feedback path is the major restriction to develop TI ΣΔ modulators. To verify the 

theory behind my method, TI ΣΔ modulators with 2
nd

 to 4
th

 order and two and four paths have been modelled, 

designed and simulated through the use of MATLAB and Cadence. All results obtained from this study confirm 

that the proposed method to solve the delayless feedback path problem works well with no noticeable 

degradation in performance even in the presence of non-idealities. Finally, a 3
rd

-order two-path CTTI ΔΣ 

modulator has been implemented using Cadence and 90nm CMOS TSMC technology. The effects of 

approximately all non-idealities on the performance of the modulator have been investigated. This modulator 

meets the specification of WiFi application of 5MHz to 20MHz input signal bandwidth. This novel method was 

patented at the British Patent Office (UKPO) in 26
th

 March 2014 with the reference number of        

PAUWT1549GB. 

 

1.3.2 Novel Generic Mapping Equations From DT to CT: 

     In this PhD study, a generalised novel formula for Impulse Invariant Transformation has been proposed 

which can be used to map an nth-order DT ΣΔ modulator to an nth-order equivalent CT one. The simulation 

results confirm that the CT ΣΔ modulator which has been derived from the mapping formulas work in 

accordance with the initial DT ΣΔ modulator without any noticeable degradation in performance. 

1.3.3 Single Path (Shared Integrators) Solution: 

     Sharing integrators between paths is another method which has been used to increase the performance, to 

save silicon area and power consumption. By sharing integrators between paths, the sensitivity to the offset 

mismatch of integrators is eliminated. 
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1.3.4 Low-Power Performance Compared to Single Path: 

     Power consumption plays an important role in choosing the architecture of an ADC. All components except 

for the output multiplexer work with half the sampling frequency in the 3
rd

-order two-path TI ΣΔ modulator 

with shared integrators but the output multiplexer operates at the sampling frequency. Therefore, sub-blocks 

of this modulator such as integrators, DACs and quantizers can be designed with much low power than a 

conventional ΣΔ modulator which works with the same sampling frequency. Power consumption of the TI ΣΔ 

modulators is considerably lower than the power consumption of pipeline ADCs.  

 

1.3.5 Novel Generic Formula to Derive Signal and Noise Transfer Function: 

     Novel formulas have been proposed to derive and analysis the signal and noise transfer function of TI ΣΔ 

modulators. First, six loop filters of Discrete-Time Time-Interleaved (DTTI) ΣΔ modulator are derived and then 

its signal and noise transfer function are derived and plotted. Then, six loop filters of CTTI ΣΔ modulator have 

derived by using Impulse Invariant Transformation. Finally, the signal and noise transfer function of equivalent 

CTTI ΣΔ modulator have been derived and plotted. 

 

1.4   Outline 

 
     This Thesis is organized as follows. In Chapter 2, the CT ΔΣ modulators and the concept of the impulse-

invariant transformation are reviewed. In Chapter 3, a single-path DTTI ΣΔ modulator from a 3
rd

-order 

conventional DT ΔΣ modulator is derived using the time domain equations and then it is converted to a CTTI 

ΔΣ modulator. The delayless feedback path problem and our proposed solution are both discussed in detail in 

this Chapter. In Chapter 4, MATLAB simulation results are presented. Chapter 5 will present the circuit design 

and simulation results for this modulator and finally conclusion is given in Chapter 6. 
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Chapter 2: 

 

Delta Sigma Modulators 

 
 

2.1 Introduction 

     The ΔΣ modulators are oversampling converters such that sampling frequency is higher than twice the 

Nyquist frequency. As a result, the quantization noise power is spread over a wider range of frequencies, 

compared to the signal power which remains within the signal band. The ΔΣ modulator behaves differently for 

the quantization noise and for the signal. The signal would pass unaltered through the modulator, while the 

quantization noise was shaped to higher frequencies by a high-pass filter. In this way the quantization noise is 

separated from the signal in the frequency domain and can be removed by a high precision digital filter which 

is called a decimation filter [1],[2],[7],[9],[11],[12],[13],[17],[18].  

 

2.2 The Concept of Noise Shaping 

      A general structure of a noise-shaped ΔΣ modulator is shown in Figure 2.1(a), while Figure 2.1(b) illustrates 

the modulator as a linear model [30]. In this architecture, �
�� is a loop filter transfer function and the order 

of this filter will determine the order of ΔΣ modulator. Therefore, a 3
rd

-order low-pass ΔΣ modulator deploys a 

3
rd

-order low-pass filter. The loop filter shapes the noise spectrum, however, leaving the signal spectrum 

unchanged. 

     The linear model shown in Figure 2.1(b) has two independent inputs: the input signal �
	� and the 

quantization error �
	�. We can derive a Signal Transfer Function (STF) from the input signal �
	� to the 

output signal �
	� and also a Noise Transfer Function (NTF) from the quantization error �
	� to the output 

signal �
	� as follows. 
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Figure 2.1: a) a general noise-shaped ΔΣ modulator and b) its linear model. 

 

���
�� = �
���
�� = �
��1 + �
�� 
(2.1) 

���
�� = �
���
�� = 11 + �
�� 
(2.2) 

Equation (2.2) shows that the zeroes of ���
�� are equal to the poles of �
��. In other words, when �
�� 

goes to infinity, ���
�� will go to zero. The z-transform of the output signal �
��  can be written as the 

combination of the z-transform of the input signal  �
�� and the quantization noise �
�� and their 

correspondence filter transfer functions as follows. 

 

�
�� = ���
���
�� + ���
���
�� (2.3) 

 

     The ΔΣ modulator uses a high pass filter NTF to shape the noise and shift the majority of the noise power 

to higher frequencies. This noise shaping reduces the In-Band Noise (IBN) power and increases the SNR of the 

modulator. The modulator uses a low pass filter STF which has a unity gain over the signal band in order to 

pass input signal unchanged. Figure 2.2 shows the effect of oversampling and noise-shaping on the signal and 

noise spectrum in a ΔΣ modulator [30].         
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Bf− Bf Sf
Sf− 0  

Figure 2.2: Illustration of the effect oversampling with noise shaping on the signal and noise spectrum in a                        

ΔΣ modulator [30].   

 

2.3 First-Order Noise Shaping 

     To realize first-order noise shaping, ���
�� should have a zero at dc (� = 1) so that the quantization 

noise is high-pass filtered. The loop filter, �
��, is realized by a simple first-order DT integrator [30]: 

�
�� = ���1 − ��� 
(2.4) 

 

The resulting architecture is the first-order ΔΣ modulator. ���
�� and ���
�� are derived from (2.1) and 

(2.2) as follows. 

���
�� = ��� (2.5) 

���
�� = 1 − ��� (2.6) 

Where the signal transfer function, ���
��, is simply a delay, while the noise transfer function, ���
��, is a 

DT differentiator (a high-pass filter). By substituting � = � !"#/#%  in (2.6), where &' is sampling frequency, the 

magnitude of the noise transfer function |���
��| is given by (2.7): 

|���
��| = 2 sin
,&/&'� (2.7) 

The noise transfer function is a high-pass filter. The IBN power 
-.� is calculated by (2.8) and given by (2.9). 
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-. = / 0∆!122 1&'
#3

�#3 
2 sin
,&/&'��!4& 
(2.8) 

and making the approximation that & ≪ &' (i.e., 6�7 ≫ 1), so that we can approximate sin
,&/&'� to be 

,&/&', we have 

-. ≅ 0∆!122 0,!3 2 :2&;&' <= = ∆!,!36 : 16�7<=
 

(2.9) 

where ∆ is the quantizer step width. The maximum SNR for this case is given by (2.12). 

��7?@A = 10 log�E :-'-.< 
(2.10) 

��7?@A = 10 log�E :32 2!;< + 10 log�E : 3,! 
6�7�=< 
(2.11) 

��7?@A = 6.02F + 30 log�E
6�7� − 3.41 (2.12) 

Where -' is the signal power and F is the number of bits for the quantizer. Note that doubling the 6�7 

increases the SNR by 9dB or equivalently 1.5bit/octave. This improvement is better than 0.5bit/octave when 

oversampling with no noise shaping is used. So a combination of noise shaping and oversampling is more 

favourable to achieve a high resolution ADC. 

2.4 Higher-Order ΔΣ Modulators 

     The principle of ΔΣ modulators is based on shaping the quantization noise away from in-band to higher 

frequencies by using the loop filter. An Nth order ΔΣ modulator has a loop filter �
�� which is realized by an 

Nth order DT integrator [30]:  

�
�� = 0 ���1 − ���2H
 

(2.13) 

���
�� and ���
�� of this Nth order ΔΣ modulator have been derived from (2.1) and (2.2) as follows. 

���
�� = ��H (2.14) 

���
�� = 
1 − ����H (2.15) 

���
�� is a delay and ���
�� is a Nth order DT differentiator. The magnitude of ���
�� is derived by 

substituting � = � !"#/#%  in (2.15) and given by (2.16). A plot of |���
&�| for 1
st

 to 4
th

 order ΔΣ modulator has 
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been shown in Figure 2.3 [1]. The possible decrease of the IBN through higher order filtering is seen. As can be 

seen in Figure 2.3, the out-of-band gain of the higher order |���
&�| increases rapidly, therewith it results in 

instability through the overloading of the quantizer. Thus, as generally done in control systems, in order to 

increase the stability the loop gain is commonly reduced by scaling [1]. 
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Figure 2.3: ���
&� for 1
st

 to 4
th

 order ΔΣ Modulator. 

|���
&�| = :2 sin :,&&' <<H
 

(2.16) 

Similarly, the IBN power 
-.� and the maximum SNR are calculated for an Nth order ΔΣ modulator as follows. 

 

-. = ∆!12 ,!H2� + 1 : 16�7<!HJ�
 

(2.17) 

 

The maximum SNR for an Nth order ΔΣ modulator is given by (2.18) and (2.19) as follows. 

 ��7?@A = 10 log�E :32 2;< + 10 log�E :2� + 1,!H 
6�7�!HJ�< 

 

(2.18) 

 

��7?@A = 6.02B + 1.76 +10 log�E :2� + 1,!H 
6�7�!HJ�< 
(2.19) 
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Where N and B are the order of a modulator and the number of bits for the quantizer, respectively.  

     There is a trade-off between choosing the order of modulator, N, the number of bits for the quantizer, B 

and the OSR in order to design a ΔΣ modulator. Increasing the order of a modulator greatly increases the SNR 

but it may cause a stability problem which needs to be dealt with carefully. Multi-bit quantization improves 

the stability and SNR of a ΔΣ modulator, but it also necessitates the use of Dynamic Element Matching (DEM) 

[82] to filter the nonlinearity error in the signal band. Data Weighted Averaging (DWA) [83] is the most widely 

used DEM algorithm, due to its simplicity and low hardware overhead. DWA shapes the nonlinear errors with 

the first-order function 1 − ��� over the whole frequency band. The achievable performance a ΔΣ modulator 

increases exponentially with OSR as can be seen in (2.19) but for higher OSR the sampling frequency has to be 

increased which obviously leads to needing faster circuits and also extremely increasing power consumption 

of the ΔΣ modulator. 

 

2.5 Continuous-Time ΔΣ Modulators 

     The loop filter of ΔΣ modulators can be realized in either DT or CT. In the last decades, the majority of the 

published literatures on ΔΣ modulators have been realized in DT by using either the SC [76] or the Switched 

Current (SI) technique [77][78].  This is because these methods can be more readily and painlessly realized in 

standard CMOS technologies.  Moreover they provide much more tolerance to process variations, clock jitter 

and the elusive feedback delay problem [1]. Beyond the DT implementation methods, the loop filter can be 

implemented using CT circuits such as: active-RC [79] and M?N filters [80][81]. The CT ΔΣ modulators benefit 

from operating at higher sampling frequencies due to the lack of switching activity. As a result, the bandwidth 

and Slew Rate (SR) requirements of the opamps can be relaxed. This results in improving power consumption 

and other speed parameters in comparison to their DT counterparts [1]. The sampling operation is performed 

by the internal quantizer at the modulator’s sampling frequency. So, the errors of the Sample-and-Hold (S&H) 

circuit are shaped by the loop filter and attenuated at the output of the modulator. The CT ΔΣ modulators 
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have an implicit anti-aliasing filter in their forward signal path. However, CT ΔΣ modulators suffer from several 

drawbacks such as: excess loop delay, jitter sensitivity and RC time constant variations in the loop filter and 

the rest of the circuitry. 

 

2.6 DT-to-CT Conversion of ΔΣ Modulators 

    A CT loop filter of a CT ΔΣ modulator can be directly designed for a desired NTF and it is carried out by using 

MATLAB [36]. Another method to design a CT ΔΣ modulator is to initially design a DT ΔΣ modulator and then 

apply a conversion to map the DT to an equivalent CT loop filter to realize a CT ΔΣ modulator. One way to 

convert a DT ΔΣ modulator to an equivalent CT ΔΣ modulator is by applying the impulse-invariant 

transformation [1]. Another is the use of the modified z-transform [1].  

 

2.6.1 The Impulse Invariant Transformation 

     Principally if the DT and CT ΔΣ modulator as shown in Figure 2.4 behave in exactly the same way, their loop 

filters will be equivalent. Therefore, applying the same input signal to both modulators should result in the 

same output bit stream. Having the same output bit stream means that the input signal of the quantizer in CT 

ΔΣ modulator should be the same as the input of the quantizer in DT ΔΣ modulator at the sampling instants 

[1]. 

O
	� = OP
Q�|RSTU    for all n (2.20) 

 

This condition would be satisfied if the impulse responses of the open-loop diagrams in Figure 5 were equal at 

the sampling times. As a result (2.20) translates directly into (2.21): 

 � ��V�WXYZ
���W
��[ = � ��V7
I��P
I�[\RSTU (2.21) 

Because �WXYZ
�� = 1, equation (2.21) can be simplified to give (2.22):  

� ��V�W
��[ = � ��V7
I��P
I�[|RSTU (2.22) 
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Figure 2.4: The block diagrams of a) The DT ΔΣ modulator and b) The CT ΔΣ modulator. 
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Figure 2.5: a) The open-loop DT ΔΣ modulator and b) The open-loop CT ΔΣ modulator. 
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Figure 2.6: a) An equivalent representation of the CT ΔΣ modulator and 

b) Another equivalent representation of the CT ΔΣ modulator. 

 

 

The transformation in (2.22) is called the impulse-invariant transformation where � ��, � ��, 7
I�, �W
�� 

and �P
I� represent the inverse Z-transform, the inverse Laplace transform, the CT DAC transfer function, the 

DT and the CT loop filter respectively [1], [7]. Depending on the output waveform of the CT DAC, there would 

be an exact mapping between the DT and the CT ΔΣ modulator. The popular feedback-DAC waveforms have 

rectangular shapes. If the DAC output remains constant during a whole period of the clock cycle, it is called 

Non-Return-to-Zero (NRZ) DAC and shown in Figure 2.7(a). If the DAC output returns to zero after half of a 

period of the clock cycle it is called Return-to-Zero (RZ) and is shown in Figure 2.7(b). In general, a rectangular 

DAC waveform has been illustrated in Figure 2.7(c). The time and frequency (Laplace) domain responses of 

these waveforms are shown in Figure 2.7 [1][18]. 
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� 0 

1 

Q 

]�7^ 
Q� 

 

 

]H_`
Q� = a1, 0 ≤ Q ≤ �, 0 ≤ Q ≤ �0, dQℎ�]fgI�  

7
I� = 1 − �−�II  

 

(2.23) 

 

(2.24) 

 

0.5� � 0 

1 

Q 

]7^ 
Q� 

 

 

]_`
Q� = a1, 0 ≤ Q ≤ 0.5�, 0 ≤ Q ≤ �0, dQℎ�]fgI�  

7
I� = 1 − �−0.5�II  

 

(2.25) 

 

(2.26) 

 

h� i� � 0 

1 

Q 

]
h ,i �
Q� 

 

 

]
j,k�
Q� = a1, h� ≤ Q ≤ i�, 0 ≤ Q ≤ �0, dQℎ�]fgI�  

7
I� = �−h�I − �−i�II  

 

(2.27) 

 

(2.28) 

 

Figure 2.7: Common rectangular DAC waveforms a) NRZ b) RZ C) general form. 

 

2.6.2 Rectangular RZ/NRZ DAC     

     In CT ΔΣ modulators with a rectangular RZ DAC, the DAC output returns to zero for a portion of time in 

every cycle regardless of the output value. In contrast for NRZ, as shown in Figure 2.7(a), the output is held 

during the entire cycle and does not fall to zero [18]. 

     In the RZ DAC, the output needs to settle and recover within each cycle. In contrast, for the NRZ DAC, the 

output needs to settle only during the transition times which are much less than the number of transitions 
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compared to the RZ case. Consequently, the NRZ DAC is much less sensitive to clock jitter than the RZ as the 

number and scale of the transitions are much lower than for the RZ [18]. 

     Comparing to NRZ DAC, RZ DAC is a preferred approach in high resolution CT ΔΣ modulators because of 

their insensitivity to the output code. In other words, CT ΔΣ modulators with a rectangular RZ DAC are less 

sensitive to memory effects compared to CT ΔΣ modulators with a rectangular NRZ DAC [18].  

     In CT ΔΣ modulators with a rectangular RZ DAC, It should be noted that the performance degradation due 

to the excess loop delay is negligible when this delay is relatively small compared to the clock period; however 

in CT ΔΣ modulators with a rectangular NRZ DAC, the story is very different compared to CT ΔΣ modulators 

with a rectangular RZ DAC. Any excess loop delay shifts the DAC output data to the next period and 

consequently increases the order of the modulator. The excess loop delay affects the modulator’s dynamics 

and it changes the depth of modulation and hence decreases the modulator’s stability [18]. Table 2.1 

summarizes the advantages and disadvantage of RZ and NRZ DACs. 

 

Table 2.1: The advantages and disadvantages of RZ and NRZ DACs. 

 Advantages Disadvantages 

RZ DACs • Tolerate small excess loop delay 

• Good for high resolution modulators 

• More sensitive to clock jitter 

NRZ DACs • Less sensitive to clock jitter 

• Good for high frequency modulators 

• Sensitive to any excess loop delay  

 

     As illustrated in Figure 2.4(b), the input signal �
Q� of the CT ΔΣ modulator is CT but its output �
	� is DT. 

Consequently defining a pure s-domain signal transfer function for the CT ΔΣ modulator is impossible. To 

calculate the STF and the NTF, the loop filter �P
I� and implicit sampler are relocated across the summation 

point and placed in front of the CT ΔΣ modulator and in the feedback path as shown in Figure 2.6(a). The NTF 

of the CT ΔΣ modulator is the same as its DT counterpart. Thus, the NTF remains unchanged: 
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���
l2,&� = 11 + �W
� !"#� 
(2.29) 

Figure 2.6(b) shows another equivalent representation of the CT ΔΣ modulator. It consists of an Anti-Aliasing 

Filter (AAF), a sampler and the NTF of its DT equivalent. The STF of the CT ΔΣ modulator will be [18]: 

���
l2,&� =  �P
l2,&�mnnonnpqq� �� "#U sin
,&��,&mnnnnonnnnp�r�st�]
11 + �W
� !"#�mnnnonnnp���   (2.30) 

By using (2.22) and (2.28) and manipulating algebraically, the CT-to-DT and DT-to-CT conversion formulas for 

the 1
st

 to 4
th

 order terms are derived for rectangular DAC waveform and listed in Table 2.2 and 2.3 (Appendix 

B). In this thesis, a general and novel formula for Impulse Invariant Transformation has been derived and 

presented in Table 2.2. By using the general formula, an nth-order DT ΔΣ modulator can be converted to an 

nth-order equivalent CT ΔΣ modulator [1]. 

Table 2.2: The CT-to-DT transformation for rectangular DAC waveforms [1]. 

s-domain z-domain equivalent for a rectangular DAC waveform 1I� 
�E� − 1 �E = i − h 

1I!�! 
��� − �E
� − 1�! �E = 12 
i! − h!� �� = 12 Vi
2 − i� − h
2 − h�[ 

1I=�= 
�!�! + ��� + �E
� − 1�= �E = 16 
i= − h=� 

�� = −13 
i= − h=� + 12 
i! − h!� + 12 
i − h� 

�! = 16 
i= − h=� − 12 
i! − h!� + 12 
i − h� 

1Iu�u 
�=�= + �!�! + ��� + �E
� − 1�u �E = 124 
iu − hu� 

�� = −18 
iu − hu� + 16 
i= − h=� + 14 
i! − h!� + 16 
i − h� 

�! = 18 
iu − hu� − 13 
i= − h=� + 23 
i − h� 

�= = −124 
iu − hu� + 16 
i= − h=� − 14 
i! − h!� + 16 
i − h� 

1Iv�v  w 1�vx! zvz{v 0�
��j�|U − �
��k�|U� − �|U 2}~|SE x ≥ 1 
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Table 2.3: The DT-to-CT transformation for rectangular DAC waveforms [1]. 

z-domain s-domain equivalent for a rectangular DAC waveform 1� − 1 
xEI                                          xE = �'i − h 

1
� − 1�! 
x�I + xEI!                                  xE = �'!i − h         x� = �'2 h + i − 2i − h    

1
� − 1�= 
x!I! + x�I + xEI=                   xE = �'=i − h         x� = �'!2 h + i − 3i − h         
x! = �'12 i
i − 9� + h
h − 9� + 4hi + 12i − h  

1
� − 1�u 
x=I= + x!I! + x�I + xEIu   xE = �'ui − h          x� = �'=2 h + i − 4i − h    
x! = �'!12 i
i − 12� + h
h − 12� + 4hi + 22i − h  

x= = �'12 i!
h − 2� + h!
i − 2� + 11
h + i� − 8hi − 12i − h  

 

2.6.3 Design Example 

     In order to show the DT-to-CT transformation procedure through the use of the Impulse Invariant 

Transformation, the 2
nd

-order DT ΔΣ modulator shown in Figure 2.8(a) will be converted to the 2
nd

-order CT ΔΣ 

modulator as shown in Figure 2.8(b) [1]. The DT loop filter is given by (2.31): 

�W
�� = − r!� − 1 − r�r!
� − 1�! (2.31) 

The CT loop filter is derived by using Table 2.3 and substituting the 1
st

 and 2
nd

 s-domain equivalent term into 

(2.31) as follows: 

�-
I� = −r!
1i − hI� − r�r!

�
h + i − 2�2
i − h� I + 1i − h
I��! = − r!i − h + r�r! 
h + i − 2�2
i − h�I� − r�r!i − h
I��!  

 

(2.32) 

If an ideal NRZ DAC pulse Vh = 0, i = 1[ is used, the equation (2.32) will result in (2.33): 

�-
I� = − r! − r�r!2I� − r�r�
I��! 

(2.33) 
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Equation (2.33) represents the equivalent CT loop filter. The loop filter, �-
I�, is implemented in the 2
nd

-

order CT ΔΣ modulator as shown in Figure 8(b). The loop filter of the 2
nd

-order CT ΔΣ modulator is given by 

(2.34): 

�-
I� = −x! 1I� − x� 1
I��! 
(2.34) 

The CT loop filter expressed by (2.34) must be equal to (2.33) to find the 2
nd

-order CT ΔΣ modulator 

coefficients. The resulting modulator behaves exactly the same as its DT counterpart. 

x� = r�r!,        x! = r! − r�r!2  (2.35) 

r1� − 1 
r2� − 1 �
	� �
	� 

�I 

�
Q� �
	� 
7�qN 
I� x1 

x1 

x2 

1I� 
1I� 

 

Figure 2.8: a) a 2
nd

-order DT ΔΣ modulator and b) its 2
nd

-order CT ΔΣ modulator counterpart with distributed feedback. 

2.6.4 The Modified Z-Transform 

     Another method to convert a DT loop filter to an equivalent CT one is the modified Z-transform [19][20]. In 

many discrete systems, continuous signals are considered at discrete values with respect to time, usually for 

Q = 	�, with 	 = 0, 1, 2, …, and with � a fixed positive number usually defined as the sampling period. The 

analysis of such discrete systems may be carried through the use of the Z-transform method. In some 

applications the output between sampling instants is very important and thus the Z-transform method is not 

quite adequate for a critical study of such systems. However, the Z-transform can be easily modified to cover 
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the systems’ behaviour at all instants of time; such an extension of the method is called the modified Z-

transform. To obtain the values of &
Q� other than the ones at the sampling instants Q = 	�, the following 

change of variables is performed: 

Q = 
	 − 1 + ���,          	 = 0,1,2, … ,     0 ≤ � ≤ 1 

The definition of the modified Z-transform of the time function &
Q� is [20]: 

�
�, �� = ��� � &[
	 + ���]�
TSE ��T 

 

(2.36) 

The relationship between the modified Z-transform and the Z-transform is easily obtained by putting � = 0 

as follows: 

��
�, 0� = � &
	����T�
TSE = �
�� 

 

(2.37) 

In some applications such as CT ΔΣ modulators, it is useful to evaluate the modified Z-transform of a function  

&
Q� starting from its Laplace transform rather than assessing it directly from (2.36). According to (2.22), the 

modified Z-transform can be used and the equivalency of the DT and CT loop filter can be rewritten as [1]: 

�W
�� = � ^?�V�P
I�7
I�[�  (2.38) 

In general case, for every time instant, in which the CT loop filter function changes its behaviour, an additional 

delay factor �� is introduced. For example, the equation (2.38) for a rectangular DAC waveform shown in 

Figure 2.7(c) has two delay factors �� and �! which are defined as follows [18]: 

�W
�� = ^?� w�P
I�I } − ^?� w�P
I�I } ,  �� = 1 − h, �! = 1 − i  r	4  0 ≤ ��, �! ≤ 1 
(2.39) 

The first modified Z-transform has been written for the rising edge of the rectangular DAC waveform at 

Q = h�, which leads to �� = 1 − 
h� �⁄ � = 1 − h. The second modified Z-transform has been written for 

the falling edge of the rectangular DAC waveform at Q = i�, which results in �! = 1 − 
i� �⁄ � = 1 − i as 

given by (2.39). Table 2.4 presents the modified Z-transform equivalents of the s-domain terms. Finally, the 

equation (2.39) and Table 2.4 are used to determine the CT ΔΣ modulator coefficients from its original DT ΔΣ 

modulator.   
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Table 2.4: Modified Z-transform for the corresponding s-domain terms [1]. 

s-domain The modified Z-transform 

1I 
1� − 1 

1I! 
��� − 1 + �
� − 1�! 

1I= 
�!2 � �!� − 1 + 2� + 1
� − 1�! + 2
� − 1�=� 

1Iu 
�=6 � �=� − 1 + 3�! + 3� + 1
� − 1�! + 6� + 6
� − 1�= + 6
� − 1�u� 

1I� 
�u24 � �u� − 1 + 4�= + 6�! + 4� + 1
� − 1�! + 12�! + 24� + 14
� − 1�= + 24� + 36
� − 1�u + 24
� − 1��� 

 

2.6.5 Design Example 

     Figure 2.9 illustrates a 3
rd

-order DT ΔΣ modulator and its equivalent CT ΔΣ modulator with a Half-Return-to-

Zero (HRZ) feedback DAC [18].  The modified Z-transform method is deployed to find the CT ΔΣ modulator 

coefficients. 

According to the 3
rd

-order DT ΔΣ modulator shown in Figure 2.9(a), the DT loop filter is given by (2.40): 

�W
�� = − &W�� − 1 − &W!
� − 1�! − &W=
� − 1�= 
(2.40) 

The CT loop filter of the 3
rd

-order CT ΔΣ modulator shown in Figure 2.9(b) and also the HRZ DAC impulse 

response are given by (2.41) and (2.42):  

�P
I� = − &P�I� − &P!
I��! − &P=
I��= 
(2.41) 

7�_`
I� = ��E.�U'
1 − ��E.�U'�I  
(2.42) 

Substituting (2.41) into (2.39) gives (2.43): 
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1� − 1 
1� − 1 

1� − 1 &43 

&41 

&42 

�
	� �
	� 

�4�qN 
�� = 1 

&�3 �
Q� �
	� 

7�7^ 
I� 

1I� 
1I� 

1I� 

&�1 

&�2 

�I 

]�7^ 
Q� 

Q � 0.5� 0 0 

1 

 

Figure 9: a) a 3
rd

-order DT ΔΣ modulator and b) its 3
rd

-order CT ΔΣ modulator counterpart with HRZ DAC feedback. 

 

�W
�� = ^?� a1I :− &P�I� − &P!
I��! − &P=
I��=<� − ^?� a1I :− &P�I� − &P!
I��! − &P=
I��=<� 
(2.43) 

 By using Table 2.4, (2.40) and (2.43) yield (2.44): 

&W�� − 1 + &W!
� − 1�! + &W=
� − 1�= = 


�� − �!� �&P�J
�� + �!� &P!2 + 
��! + �!! + ���!� &P=6� − 1 + &P!J
�� + �! + 1� &P=2
� − 1�! + &P=
� − 1�=� 

(2.44) 

The delay factors for the HRZ DAC feedback are �� = 0.5 and �! = 0. Thus, the 3
rd

-order CT ΔΣ modulator 

coefficients can be calculated dependent on the DT loop filter coefficients, which they are: 
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&P= = 2&W= 

&P! = 2&W! − 32 &W= 

&P� = 2&W� − 12 &W! + 724 &W= 

 

(2.45) 

     In some cases, the DAC impulse responses may not be limited within one clock cycle and continue to the 

next. Therefore, equation (2.39) is not valid because the second delay factor becomes negative (�! = 1 −
i < 0). In this case, the equation (2.39) can be rewritten as follows [18]: 

�W
�� = ^ w��jU' − ��kU'I �P
I�} = ^ w��jU' − ��U'��
kU�U�'I �P
I�} 

            = ^ w��jU'I �P
I�} − ���. ^ w��
kU�U�'I �P
I�} 

            = ^?� a�P
I�I � − ���. ^?� w�P
I�I } ,    �� = 1 − h,     �! = 2 − i 

 

 

 

 

(2.46) 

If an NRZ DAC with QW delay and Vh�, i�[ = VQW , QW + �[ is used, equation (2.46) leads to (2.47):                     

�W
�� = 
1 − ����^?� a�P
I�I � ,    �� = 1 − h 
(2.47) 

Equation (2.47) illustrates that when the DAC pulse responses continue to the next clock cycle, the order of 

the CT ΔΣ modulator is increased by one and may cause instability. To have the same loop impulse response 

between the CT and DT ΔΣ modulator, the CT ΔΣ modulator should be modified which will be explained in 

detail in DAC non-idealities in CT ΔΣ modulators section.  

 

2.7 DAC Non-idealities in CT ΔΣ modulators 

     In addition to the non-idealities of the integrators such as noise, distortion, finite dc gain and bandwidth in 

CT ΔΣ modulators, the second major error arises from the nonidealities of the feedback DAC [1]. All DAC 

errors are directly added to the input of the modulator through the first outermost feedback path and can 
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degrade the performance of the whole CT ΔΣ modulator due to the fact that the DAC errors are not shaped or 

attenuated by the CT loop filter [1]. 

     The rectangular DAC waveforms are popular and widely used by designers [1]. The feedback DAC pulse is 

affected by timing errors, which varies the rising and falling edges and also the length of the DAC pulse. There 

are two different effects: first, the constant delay of the pulse by QW, which is known as “excess loop delay” 

and second, the statistical variation of the any of the edge timing or even the duration of the sampling period 

� which are caused by clock jitter [1]. 

2.7.1 Excess Loop Delay in CT ΔΣ modulators 

     Any practical ADC takes time to make a decision. Thus, the feedback DAC will have to be clocked at a time 

QW delayed from the sampling instant of the ADC. This delay, QW, is termed as the excess loop delay [21]. 

QW = �W� (2.48) 

Excess loop delay is a problem in all CT ΔΣ modulators which needs to be dealt with carefully. This delay 

degrades the performance of the loop and too much delay can result in an unstable modulator [21]. Excess 

loop delay causes two different non-ideal effects in CT ΔΣ modulators which use RZ and NRZ DACs. Loop delay 

shifts the DAC pulse by QW but retains the entire pulse in the actual sampling period in CT ΔΣ modulators with 

RZ DAC pulse as shown in Figure 2.10. 

In this case, excess loop delay shifts feedback pulse from Vh�, i�[ to Vh� + QW , i� + QW[ which means that it 

affects the equivalence between the CT and DT loop filter. This delay causes a mismatch between designed 

and required modulator coefficients. Therefore, excess loop delay increases quantization IBN and reducing 

the stability of the modulator due to coefficients mismatch. However, the order of the modulator remains 

unchanged [1]. 



 23

1 

Q 

1 

Q 

]7^
Q, 0� ]7^ 
Q, Q4� 

� Qs  � 0 0 

Qs  Qs  

Qs + Q4  Q4  

 

Figure 2.10: The RZ DAC pulse a) without delay and b) with QW loop delay. 
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Figure 2.11: a) An NRZ DAC pulse with an excess loop delay QW which is split into b) a DAC pulse in the present sample and 

c) a DAC pulse in the next sample interval.  

     In Contrast to RZ DAC pulses, any loop delay in CT ΔΣ modulators with NRZ DACs shifts a part of the 

feedback pulse into the next clock cycle as shown in Figure 2.11 and consequently increases the order of the 

modulator and decreases the depth of modulation, the noise shaping performance and also the stability of 

the modulator [34]. This happens in an RZ DAC pulse, if the delay QW exceeds the time slot between the end of 

the pulse and the end of the sample: QW + i� > �.  

2.7.2 The Mitigating Effect for Excess Loop Delay in CT ΔΣ modulators 

     Several techniques for mitigating the effect of the excess loop delay have been proposed. For RZ DAC 

pulses, excess loop delay causes the coefficient mismatch and can be compensated by coefficient tuning 

which has been proposed in [22]. So the coefficients are calculated for new pulse positions Vh� + QW , i� + QW[ 

instead of the ideal ones Vh�, i�[. It should be noted that this technique only works when RZ pulses remain 

inside the one clock cycle and are not shifted to the next clock cycle [1][22].   

     For NRZ DAC pulses, excess loop delay causes the order of the modulator to be increased by one. In order 

to compensate the effect of excess loop delay, a technique has been proposed in [22] and shown in         
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Figure 2.12 can be utilized. An auxiliary HRZ DAC is added to the modulator to alleviate the influence of excess 

loop delay.  

     To calculate the new modulator coefficients x�∗, the CT loop filter of the modulator shown in Figure 2.12 

must be equal to the CT loop filter of the 2
nd

-order CT ΔΣ modulator with an ideal NRZ DAC feedback 

illustrated in Figure 2.8(b) and also the DT loop filter of the 2
nd

-order DT ΔΣ modulator shown in Figure 2.8(a). 

The new modulator coefficients are given by (2.49) [22]. 

 

�I �
Q� �
	� x1 
1I� 

1I� 

Q 

Q � 0.5� 0 

]�7^ 
Q� 
1 

Q4 � + Q4 

� 

0 
1 

]�7^ 
Q� 
0.5� 

� + Q4 0.5� + Q4 

x1∗ x2∗ 
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Figure 2.12: a 2
nd

-order CT ΔΣ modulator with an auxiliary HRZ DAC to compensate excess loop delay.  

 

x�∗ = x�,     x!∗ = 32 x��W + 2x!,     x�∗ = x��W + 2x! 
(2.49) 

Where x�∗, x!∗ and x�∗  are the coefficients of the compensated modulator in Figure 2.12, while x�and x! are 

the coefficients of the ideal modulator in Figure 2.8(b). 

     Another method has been proposed in [23], is to add an additional feedback path as shown in Figure 2.13. 

The new modulator coefficients can be calculated like what has been done for the previous method and are 

given by (2.50). 

x�∗ = x�,     x!∗ = x��W + x!,     x�∗ = x��W!2 + x!�W 
(2.50) 
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Where x�∗, x!∗ and x�∗  are the coefficients of the compensated modulator in Figure 13, while x�and x! are the 

coefficients of the ideal modulator in Figure 2.8(b) [1][23]. 

�I �
	� x1 
1I� 

1I� 

x1∗ x2∗ xℎ∗  

Q � 0.5� 0 

]�7^ 
Q� 
1 

Q4 � + Q4 

� 

 

Figure 2.13: a 2
nd

-order CT ΔΣ modulator with an additional feedback path to compensate excess loop delay. 

     To cancel the influence of the excess loop delay, two techniques have been presented. The first technique 

shown in Figure 2.12 requires an auxiliary HRZ DAC to compensate the excess loop delay while the second 

technique shown in Figure 2.13 requires an additional feedback path from the same DAC block. The 

disadvantage of the first technique in comparison to the second is that it requires significant hardware in 

order to implement the auxiliary HRZ DAC which is really important in the design and implementation of CT ΔΣ 

modulators. It turns out that the compensation with either the additional feedback path or DAC even 

improves the modulator robustness. 

2.8 Simulation Results on the Excess Loop Delay 

     Both 2
nd

-order CT ΔΣ modulators shown in Figure 2.8(b) and 2.13 have been simulated versus different 

values of the excess loop delay (�W). The excess loop delay is not compensated in the first modulator while it is 

compensated in the second modulator through the use of an additional feedback path. Both modulators are 

the CT equivalent of the 2
nd

-order DT ΔΣ modulator shown in Figure 2.8(a). The DT ΔΣ modulator has following 

specifications: 

r� = 0.5 and r! = 2.0 

F = 3 the number of bits of the quantizer 

6�7 = 32 
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In the first step, the coefficients of the 2
nd

-order CT ΔΣ modulator shown in Figure 2.8(b) are calculated from 

equations (2.35). The resulting coefficients are x� = 1 and x! = 1.5. In the second step, the resulting 

coefficients of the 2
nd

-order CT ΔΣ modulator shown in Figure 2.13 are calculated based on equations (2.50). 

The modulator’s coefficients x�∗, x!∗ and x�∗  are plotted in Figure 2.14 versus the excess loop delay (�W). 


�4 ��⁄

x1∗ x2∗ xℎ∗  

 

Figure 2.14: The modulator’s coefficients x�∗, x!∗ and x�∗  versus the excess loop delay (�W). 
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Figure 2.15: The SNRs of the both CT modulators versus the excess loop delay (�W). 
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Both CT modulators have been simulated versus different values of the excess loop delay (�W) and the SNRs 

are plotted in Figure 2.15. As can be seen, the SNR of the compensated modulator is flat and around 77.5dB 

versus different values of the excess loop delay (�W), but the SNR of the uncompensated modulator is flat 

when �W is less than 0.3� and when �W increases from 0.3�, the modulator goes to an unstable mode and the 

SNR drops sharply. 

 

2.9 Conclusion 

     In this chapter, a general structure of a noise-shaped ΔΣ modulator is presented and a linear model is 

deployed to obtain the STF and the NTF of the ΔΣ modulator. The effect of oversampling with noise-shaping 

on the signal and noise spectrum is illustrated in Figure 2.2. A formula is derived for calculating the maximum 

SNR of an Nth-order ΔΣ modulator and given by equation (2.19) which shows that the maximum SNR greatly 

depends on the OSR, the order of a modulator and the number of bits of the quantizer. 

     In this chapter, CT ΔΣ modulators are discussed and advantages and disadvantages of CT ΔΣ modulators in 

comparison to DT ΔΣ modulators are presented. Different types of popular DAC waveforms in time and s-

domain are shown in Figure 2.7. There are two methods of converting a DT ΔΣ modulator to an equivalent CT 

ΔΣ modulator: the Impulse Invariant Transformation and the modified Z-transform which both methods are 

discussed in detail and a design example for each method is presented in section 2.6.3 and 2.6.5. A general 

formula for the CT-to-DT transformation is presented in Table 2.2 and the way this formula is derived is 

discussed in detail in Appendix B. 

       Finally, the last section of this chapter is dedicated to DAC non-idealities in CT ΔΣ modulators. The excess 

loop delay problem in CT ΔΣ modulators is introduced in this chapter and two techniques for mitigating the 

effect of the excess loop delay have been proposed.    
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Chapter 3: 

TI ΔΣ Modulators 

 
 

3.1 TI ΔΣ modulators 

     The procedure for the design of a ΔΣ modulator is based on choosing: the order and architecture of the ΔΣ 

modulator, the OSR and the number of bits for the quantizer. By using the time-interleaving technique and M 

interconnected parallel modulators that are working concurrently, the effective sampling rate and the OSR 

become M times the clock rate and the OSR of each modulator respectively [24][25]. It should be noted that 

the required resolution can be acquired without increasing the order of the modulator or the number of bits 

for the quantizer and also without utilizing a state of the art technology. 

     According to equation (2.19), the maximum SNR is calculated and presented in Table 3.1 for a ΔΣ 

modulator with OSR=16 which the order of the modulator (N) varies from 1 to 5 and the number of bits for 

the quantizer (B) changes from 1 to 5. To avoid complexity and dealing with the stability problem of the ΔΣ 

modulators, the minimum order which satisfies the system requirements is chosen. This work is designed for 

WIFI applications of 12bit or more resolution. Therefore a ΔΣ modulator with the order of three and 4-bit 

resolution is chosen. The maximum SNR of this modulator is 88.75dB based on the equation (2.19). 

Table 3.1: The maximum SNR of a ΔΣ modulator based on the equation (2.19). 

��7?@A
4F� � = 1 � = 2 � = 3 � = 4 � = 5 

B = 1 38.73 55.09 70.69 85.92 100.93 

B = 2 44.75 61.11 76.71 91.94 106.95 

B = 3 50.77 67.13 82.73 97.96 112.97 

B = 4 56.79 73.15 88.75 103.98 118.99 

B = 5 62.81 79.17 94.77 110.00 125.01 
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Figure 3.1: A 3
rd

-order conventional single-loop DT ΔΣ modulator. 

 

3.2 Derivation of the DTTI ΔΣ modulator 

     The 3
rd

-order single path DTTI ΔΣ modulator is derived directly from the time domain node equations of its 

conventional DT ΔΣ modulator as shown in Figure 3.1. It is assumed that the DAC in the feedback loop is ideal 


�XYZ
�� = 1�. The time domain equations of the modulator are written for two consecutive time slots 

(2n)th and (2n+1)th as follows [26]: 

��
2	� = r�
2	 − 1� − r�
2	 − 1� + ��
2	 − 1� (3.1.a) 

�!
2	� = ���
2	 − 1� − ��
2	 − 1� + �!
2	 − 1� (3.1.b) 

�=
2	� = ��!
2	 − 1� − ��
2	 − 1� + �=
2	 − 1� (3.1.c) 

�
2	� = �[�=
2	�] (3.1.d) 

and 

��
2	 + 1� = r�
2	� − r�
2	� + ��
2	� (3.2.a) 

�!
2	 + 1� = ���
2	� − ��
2	� + �!
2	� (3.2.b) 

�=
2	 + 1� = ��!
2	� − ��
2	� + �=
2	� (3.2.c) 

�
2	 + 1� = �[�=
2	 + 1�] (3.2.d) 

where �[. ] represents the quantization function. The input  �
	� is distributed between two channels 

through an input multiplexer which operates at twice the clock frequency of each channel. The input �
	� is 

relabelled as follows: 

��
	� = �
2	�   ,   �!
	� = �
2	 − 1�    (3.3) 

Similarly, the other nodes of the modulator are relabelled: 

���
	� = ��
2	�   ,   ��!
	� = ��
2	 − 1�    (3.4.a) 
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�!�
	� = �!
2	�   ,   �!!
	� = �!
2	 − 1�   (3.4.b) 

�=�
	� = �=
2	�   ,   �=!
	� = �=
2	 − 1�   (3.4.c) 

��
	� = �
2	�       ,   �!
	� = �
2	 − 1�    (3.4.d) 

Equation sets (3.5) and (3.6) are derived by substituting equation set (3.4) and equation (3.3) into equation 

sets (3.1) and (3.2) respectively as follows: 

���
	� = r�!
	� − r�!
	� + ��!
	� (3.5.a) 

�!�
	� = ���!
	� − ��!
	� + �!!
	� (3.5.b) 

�=�
	� = ��!!
	� − ��!
	� + �=!
	� (3.5.c) 

��
	� = �[�=�
	�] (3.5.d) 

and 

��!
	 + 1� = r��
	� − r��
	� + ���
	� (3.6.a) 

�!!
	 + 1� = ����
	� − ���
	� + �!�
	� (3.6.b) 

�=!
	 + 1� = ��!�
	� − ���
	� + �=�
	� (3.6.c) 

�!
	� = �[�=!
	�] (3.6.d) 

Equation set (3.7) can be rewritten as equation set (3.7): 

��!
	� = r��
	 − 1� − r��
	 − 1� + ���
	 − 1� (3.7.a) 

�!!
	� = ����
	 − 1� − ���
	 − 1� + �!�
	 − 1� (3.7.b) 

�=!
	� = ��!�
	 − 1� − ���
	 − 1� + �=�
	 − 1� (3.7.c) 

Equation set (3.8) is derived by substituting equation set (3.7) into equation sets (3.5) as follows: 

���
	� = r�!
	� − r�!
	� + r��
	 − 1� − r��
	 − 1� + ���
	 − 1� (3.8.a) 

�!�
	� = ���!
	� − ��!
	� + ����
	 − 1� − ���
	 − 1� + �!�
	 − 1� (3.8.b) 

�=�
	� = ��!!
	� − ��!
	� + ��!�
	 − 1� − ���
	 − 1� + �=�
	 − 1� (3.8.c) 

The z-transform of the equation sets (3.5) and (3.8) are given by the equation set (3.9) as follows: 

���
�� = rV
��
�� − ��
������ + �!
�� − �!
��[1 − ���  
(3.9.a) 
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�!�
�� = �V
���
�� − ��
������ + ��!
�� − �!
��[1 − ���  
(3.9.b) 

�=�
�� = �V
�!�
�� − ��
������ + �!!
�� − �!
��[1 − ���  
(3.9.c) 

��! = r��!
�� − �!
��� + ���
�� = r���1 − ��� 
��
�� + �!
�� − ��
�� − �!
��� 
(3.9.d) 

�!! = ���!
�� − ��!
��� + �!�
�� = ����1 − ��� 
���
�� + ��!
�� − ��
�� − �!
��� 
(3.9.e) 

�=! = ���!
�� − �!!
��� + �=�
�� = ����1 − ��� 
�!�
�� + �!!
�� − ��
�� − �!
��� 
(3.9.f) 

The 3
rd

-order two-path DTTI ΔΣ modulator which is shown in Figure 3.2 is derived directly from the frequency 

domain equation set (3.9).     
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Figure 3.2: A 3
rd

-order two-path DTTI ΔΣ modulator. 

 

 

     DC offsets of integrators do not typically pose any problem for conventional modulators since they only 

cause an offset error in the overall dc characteristic function of the converter [24]. Also, the outputs of the 

integrators stay in the non-clipping range due to feedback. The effect of offsets on a TI modulator is not quite 

the same as they have on the conventional single-loop modulator. Consider the 3
rd

-order two-path DTTI ΔΣ 

modulator depicted in Figure 3.2 and assume that the cross-coupling coefficients x = 1, �
	� = 0,  ��
	� =
� and �!
	� = −�, the offset of the first path is positive and the offset of the second path is negative, then 

 ��
	� and �!
	� cancel each other and the first path is saturated to the positive supply and the second path 

is saturated to the negative supply. When the cross-coupling coefficients are less than unity (x < 1), then 
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each branch has more control on its own feedback as compared to the cross-coupling branch. The total 

feedback �
1 − x� is cable of cancelling the effect of offsets the same way as in a conventional modulator. 

Note that the deviation of x from unity does not cause aliasing since the pseudo-circulant condition is still 

satisfied and hence the structure remains time-invariant. However, the poles and zeros of the STF and NTF are 

displaced [24]. 

     By sharing only one set of integrators, the input demultiplexer is removed and the input �
	� is shared 

between channels. The effect of offset mismatch between integrators is also cancelled by using single-path 

technique. Hence equation (3.3) results in (3.10) as follows: 

��
	� = �!
	� = �
	�    (3.10) 

Equation sets (3.11) and (3.12) are derived by substituting equation (3.10) into equation sets (3.5) and (3.7) 

respectively as follows: 

���
	� = r�
	� − r�!
	� + ��!
	� (3.11.a) 

�!�
	� = ���!
	� − ��!
	� + �!!
	� (3.11.b) 

�=�
	� = ��!!
	� − ��!
	� + �=!
	� (3.11.c) 

and 

��!
	� = r�
	 − 1� − r��
	 − 1� + ���
	 − 1� (3.12.a) 

�!!
	� = ����
	 − 1� − ���
	 − 1� + �!�
	 − 1� (3.12.b) 

�=!
	� = ��!�
	 − 1� − ���
	 − 1� + �=�
	 − 1� (3.12.c) 

Equation set (3.13) is derived by further substituting equation set (3.11) into equation set (3.12). 

��!
	� = 2r�
	 − 1� − r
��
	 − 1� + �!
	 − 1�� + ��!
	 − 1� (3.13.a) 

�!!
	� = r��
	 − 1� + 2���!
	 − 1� − �
��
	 − 1� + 
1 + r��!
	 − 1�� + �!!
	 − 1� (3.13.b) 

�=!
	� = ����!
	 − 1� + 2��!!
	 − 1� − �
��
	 − 1� + 
1 + ���!
	 − 1�� + �=!
	 − 1� (3.13.c) 

 

The 3
rd

-order single-path DTTI ΔΣ modulator which is shown in Figure 3.3 is derived directly from the time 

domain equation sets (3.11) and (3.13).     
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Figure 3.3: A 3
rd

-order single-path DTTI ΔΣ modulator. 

 

     The motive behind sharing one set of integrators is to eliminate the instability that can arise due to the DC 

offset mismatch of the two individual integrator set based two channel interleaving case. The DTTI ΔΣ 

modulators need an input demultiplexer which samples the input signal at the highest clock frequency of the 

DTTI ΔΣ modulator and distributes it between channels. This fast demultiplexer is a limiting factor for the 

performance of the DTTI ΔΣ modulators. This architecture does not need an input demultiplexer and the input 

signal is shared between channels [7][25]. Removing the input demultiplexer has no effect on the NTF of the 

DTTI ΔΣ modulator but it causes some notches in its STF at the following frequencies: 0.5�P�v, 1.5�P�v, 2.5�P�v, 
3.5�P�v , … which is shown in Figure 3.11 where �P�v is the clock frequency of the DTTI ΔΣ modulator [25].   
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Figure 3.4: The outputs of Q1, Q2, DAC1 and DAC2. 



 34

3.3 Delayless Feedback Path Problem in TI ΔΣ Modulators 

     This is the issue that forms the focus of this PhD program which to our best knowledge, has not been 

effectively solved and reported in the open literature. This issue makes implementation of the single-path TI 

ΔΣ modulators impractical and it is called the “delayless feedback path” problem that comes from equation 

(3.11.c) in which �=�
	� (the input of quantizer Q1) is directly linked to �!
	�. This means that the output of 

the second quantizer (Q2) is connected to the input of another quantizer (Q1) without any delay [27]! One 

method to eliminate the delayless path is to move this feedback to the digital domain instead of performing it 

in the analog domain [27] as shown in Figure 3.5. The disadvantage of this method is that the first quantizer 

(Q1) requires more comparators than the number of the comparators in the second quantizer (Q2) [27]. The 

second method is to use a sample-and-hold in front of the first quantizer (Q1) and quantizing the signal when 

the output of DAC2 is ready [7] as shown in Figure 3.6. This method needs a complicated timing generator, a 

sample-and-hold and also faster integrators.  

 

Figure 3.5: 2
nd

-order ΔΣ modulator. (a) Conventional single-path. (b) 4-path TI based on the first method [27]. 
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Figure 3.6: A 3
rd

-order CTTI ΔΣ modulator based on the second method [7]. 

     The third method which is our proposed novel method is based on an error correction technique. We 

intentionally induce an error in the analog domain through the use of the output of DAC2 as shown in Figure 

3.7. The error is substantially corrected in the digital domain which effectively eliminates the delayless 

feedback path. To better understand how this works we shall perform a step by step mathematical analysis of 

what happens. The timing diagram as depicted in Figure 3.4 shows the delay from the outputs of quantizers 

Q1 and Q2 and their propagation through to the outputs of DAC1 and DAC2 as  . As a result the output of 

DAC2 that is sampled at the nth time slot is �!
	 − 1� where in practice we should have had �!
	�. To 

overcome this inconsistency we look at the input and output of Q1, as depicted in Figure 3.3. Quantizer Q1 

quantizes the signal �=�
	� as follows: 

��
	� = �[�=�
	�] (3.14) 

Equation (3.15) is derived by substituting (3.11.c) into (3.14): 

��
	� = �[��!!
	� − ��!
	� + �=!
	�] (3.15) 

The output of DAC2 is used in (3.16) and equation (3.15) is rewritten as: 

��
	� = �[��!!
	� − ��!
	 − 1� + �=!
	�] + ��!
	 − 1� − ��!
	� (3.16) 

The output of Q1 is called ��∗
	� in (3.17):   

��
	� = ��∗
	� + ��!
	 − 1� − ��!
	� (3.17) 



 36

�]]d] = �∆� = �
�!
	 − 1� − �!
	�� (3.18) 

��
�� = ��∗
�� − �
1 − �����!
�� (3.19) 

     As stated in (3.17), ��∗
	� (the output of Q1) needs to be corrected before it is applied to the input of DAC1; 

otherwise it causes instability in the modulator as it will change the modulator’s dynamics by increasing its 

order by one. A first order differencer block 
1 − ����  is used to perform this correction as described in 

(3.19).  

     Equation (3.19) illustrates the point that Q1 is able to quantize its input without any additional circuit in the 

analog domain by merely using the output of DAC2. The differencer block 
1 − ����  only corrects the error in 

equation (3.17) and it has no effect on the quantization error or the signal in the proposed structure. The 

proposed 3
rd

-order single-path DTTI ΔΣ modulator is shown in Figure 3.7. 
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Figure 3.7: The proposed 3
rd

-order single-path DTTI ΔΣ modulator. 
 

Table 3.2: Comparison of the first, the second and our proposed method. 

 Comparators 

count for �� 

Comparators 

count for �! 

Advantage Disadvantage 

First Method [27] 48 16 Less hardware required 32 more comparators required for �� 

Second Method [7] 16 16 Less comparators required A sample-and-hold, a complicated timing 

generator and faster integrators required. 

Proposed Method 32 16 Less hardware required 16 more comparators required for ��  

 

     The signal swing at the input of quantizer Q1 is increased in the first and the proposed methods because 

scaling is not an option and it will lead to loss of SNR, the first and the proposed methods require 48 and 32 

comparators for quantizer Q1 respectively, in comparison to the second method which requires 16 



 37

comparators as depicted in Table 3.2. The significant advantages and disadvantages of all three methods have 

been summarized in Table 3.2. 

 

3.4 Derivation of CTTI ΔΣ Modulators 

     The CTTI ΔΣ modulator equivalent of the DTTI ΔΣ modulator of Figure 3.7 can be obtained in three steps 

and the modulator’s additive white noise model for quantizers is used as follows: The first step is to 

determine the loop filters of the DTTI ΔΣ modulator. In this design, the DTTI ΔΣ modulator has six loop filters 

���W
��, ��!W
��, ��W
��, �!W
��, �=W
�� and �uW
�� which can be determined with the help of the 

symbolic toolbox of MATLAB. These loop filters for the DTTI ΔΣ modulator are depicted in Figure 3.8(a). The 

second step is to convert the DT loop filters into equivalent CT loop filters through the use of either the 

impulse-invariant transformation or the modified z-transform [1][7][25]. The equivalent CTTI ΔΣ modulator is 

shown in Figure 3.8(b) where the DT loop filters of Figure 3.8(a) have been replaced with the equivalent CT 

loop filters  ���P
I�,  ��!P
I�,  ��P
I�, �!P
I�, �=P
I� and �uP
I�. The third step is to convert the modulator 

of Figure 3.8(b) into a CTTI ΔΣ modulator which has the same order as the DTTI ΔΣ modulator.  
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Figure 3.8: The block diagrams of a) a DTTI ΔΣ modulator and b) a CTTI ΔΣ modulator which shows their loop filters. 
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     The six loop filters ���W
��, ��!W
��, ��W
��, �!W
��, �=W
�� and �uW
�� of the 3
rd

-order DTTI ΔΣ 

modulator shown in Figure 3.7 are given by the equation set (3.20) as follows: 

��W
�� = 4r��
� − 1�= + 
3r + 2���
� − 1�! + 
� + 1��� − 1  
(3.20.a) 

�!W
�� = 4r��
� − 1�= + 
5r + 2���
� − 1�! + r�� + 2�� + �� − 1 + � 
(3.20.b) 

�=W
�� = 4r��
� − 1�= + 
r + 2���
� − 1�! + �� − 1 
(3.20.c) 

�uW
�� = 4r��
� − 1�= + 
3r + 2���
� − 1�! + 
1 + ���� − 1  
(3.20.d) 

���W
�� = 8r��
� − 1�= + 8r��
� − 1�! + r��� − 1 
(3.20.e) 

��!W
�� = 8r��
� − 1�= + 4r��
� − 1�! 
(3.20.f) 

An equivalent 3
rd

-order CTTI ΔΣ modulator of the DTTI ΔΣ modulator in Figure 3.7 which uses NRZ DACs with 

delay time QW has been shown in Figure 3.9. To overcome the excess-loop delay issue, two additional feedback 

paths from the outputs of DAC1 and DAC2 to the inputs of each quantizer (Q1 and Q2) are used. The loop 

filters of the modulator as shown in Figure 3.9 can be found and matched to those in Figure 3.8(a) to 

determine the CTTI ΔΣ modulator coefficients x�,  x!,  x=,  xu,  x�, x¡, x¢,  &P�,  &P!,  &P=,  &Pu,  &P�,  &P¡,  &P¢,   
&P£,  &P¤  and  &P�E in Figure 3.9 by using the modified z-transform. This is achieved by using the symbolic 

toolbox of MATLAB.  
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Figure 3.9: The proposed 3
rd

-order single-path CTTI ΔΣ modulator. 
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     The six loop filters ���P
I�, ��!P
I�, ��P
I�, �!P
I�, �=P
I� and �uP
I� of the 3
rd

-order CTTI ΔΣ 

modulator shown in Figure 3.9 are given by the equation set (3.21). For sake of simplicity, we assume that  

� = 1.  
��P
I� = &P�x!x=r��
I��= + &P�x!x¢r� + &P�x¡r� + &P=x=��
I��! + &P=x¢� + &P��I� + &P¤ 

(3.21.a) 

�!P
I� = &P!x!x=r��
I��= + &P!x!x¢r� + &P!x¡r� + &Pux=��
I��! + &Pux¢� + &P¡�I� + &P�E + � 
(3.21.b) 

�=P
I� = &P�x!x=r��
I��= + &P�x¡r� + &P=x=��
I��! + &P��I� + &P¢ 
(3.21.c) 

�uP
I� = &P!x!x=r��
I��= + &P!x¡r� + &Pux=��
I��! + &P¡�I� + &P£ 
(3.21.d) 

���P
I� = x�x!x=r��
I��= + x�x!x¢r� + x�x¡r� + xux=��
I��! + xux¢� + x��I�  
(3.21.e) 

��!P
I� = x�x!x=r��
I��= + x�x¡r� + xux=��
I��! + x��I�  
(3.21.f) 

     The z-domain equivalents of the CT loop filters have been presented by the equation set (3.21) can be 

found by using the modified z-transform and matched to those in the equation set (3.20) in order to 

determine the CTTI ΔΣ modulator coefficients x�,  x!,  x=,  xu,  x�, x¡, x¢,  &P�,  &P!,  &P=,  &Pu,  &P�,  &P¡,  &P¢,   
&P£,  &P¤  and  &P�E in Figure 3.9. Theses coefficients are given by the equation set (3.22). 

� = 1 − QW� = 1 − �W 
(3.22.a) 

x� = x! = x= = 2,    xu = −r,    x� = 23 r�,    x¡ = −�,    x¢ = �  (3.22.b) 

&P� = &P! = 1 (3.22.c) 

&P= = 1 + r
1 − 2�� (3.22.d) 

&Pu = 1 + r
2 − 2�� (3.22.e) 

&P� = r� :2�! − � − 16< + �
1 − 2�� + 1 
(3.22.f) 
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&P¡ = r� :2�! − 3� + 56< + �
2 − 2�� + 1 
(3.22.g) 

&P¢ = r�� :− 23 �= + 12 �! + 16 �< + ��
�! − �� + �
1 − �� 
(3.22.h) 

&P£ = r�� :− 23 �= + 32 �! − 56 �< + ��
�! − 2� + 1� + �
1 − �� 
(3.22.i) 

&P¤ = r�� :− 23 �= + 32 �! − 56 �< + ��
�! − 2� + 1� + �
1 − �� 
(3.22.j) 

&P�E = r�� :− 23 �= + 52 �! − 176 � + 1< + ��
�! − 3� + 2� + �
1 − �� 
(3.22.k) 

 

     The resulting 3
rd

-order CTTI ΔΣ modulator has been shown in Figure 3.10. The OSR of the overall modulator 

shown in Figure 3.9 from �
Q� to �
Q� is 16 and has been designed to operate at 320MHz clock frequency for a 

10MHz signal bandwidth. The resolution of Q1 and Q2 are 5bits and 4bits respectively. After correcting the 

error as stated by equation (3.18) in the digital domain, ��
	� will be 4bits in length. Therefore, DAC1 and 

DAC2 both require 4bit DACs. In general, to simplify the design, the scaling coefficient � which is multiplied by 

the first order differencer (1 − ���� in the digital domain should be chosen to be a number which is a power 

of two. This choice results in replacing the potentially complicated multiplier with a simple hard-wired shift.       
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Figure 3.10: The 3
rd

-order single-path CTTI ΔΣ modulator. 
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3.5 STFs and NTFs of the DTTI and CTTI ΔΣ Modulators 

     The signal and noise transfer functions of the DTTI ΔΣ modulator of Figure 8(a) can be formulated by 

performing the following algebraic analysis: 

�
�� = ��
�!���� + �!
�!� (3.23) 

�
�� = ���W
���
�� + ����W
����
�� + ���!W
���!
�� (3.24) 

����W = �=W
�!� + [1 − �uW
�!�]���[1 − ��W
�!�][1 − �uW
�!�] − �!W
�!��=W
�!� 
(3.25) 

���!W = [1 − ��W
�!�] + �!W
�!����[1 − ��W
�!�][1 − �uW
�!�] − �!W
�!��=W
�!� 
(3.26) 

���W
�� = ���W
�!�����W
�� + ��!W
�!����!W
�� (3.27) 

Where ���W
��, ����W
�� and ���!W
�� represent the signal transfer function from �
Q� to �
	�, the noise 

transfer function from ��
	� to �
	� and the noise transfer function from �!
	� to �
	� respectively. The �! 

terms in (3.23) show the effect of the up-samplers in the modulator. The NTFs of the DTTI ΔΣ modulator of 

Figure 3.8(a) and its equivalent CTTI ΔΣ modulator of Figure 3.8(b) are the same. To derive the STF of the CTTI 

ΔΣ modulator 
���P
I��, both ����W
�� and ���!W
�� are used and the ���P
I� is given in (3.28): 

 

���P
I� = ���P
I�����W
�� + ��!P
I����!W
�� (3.28) 

 

By substituting � = � !"# and  I = l2,& in (3.25), (3.26), (3.27) and (3.28), the STFs of the DTTI and CTTI ΔΣ 

modulator are plotted in Figure 3.11. ���P
I� has some notches in �P�v, 2�P�v, 3�P�v, … frequency. As 

explained in chapter 2 by equation (2.30), the effect of sampler is noticeable because ���P
I� is attenuated 

over the frequency. Since both ����W
�� and ���!W
�� have an identical amplitude, only ����W
�� is 

plotted in Figure 3.12 and is compared to the NTF of the conventional DT ΔΣ modulator of Figure 3.1. 

����W
�� and ���!W
�� shape the quantization errors more than the NTF of the conventional DT ΔΣ 

modulator due to the fact that the OSR in the DTTI is double than the OSR in the conventional DT ΔΣ 

modulator.   
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Figure 3.11: The signal transfer functions of the DTTI and the CTTI ΔΣ modulator. 
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Figure 3.12: The noise transfer functions of the CTTI and the conventional DT ΔΣ modulator. 
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3.6 Conclusion: 

     In this chapter, a DTTI ΔΣ modulator is derived directly from the time domain node equations of its 

conventional DT ΔΣ modulator. To save the power and silicon area, one set of integrators is shared between 

channels and the input demultiplexer is removed but it causes a problem which is called “delayless feedback 

path” in which the input of the the quantizer Q1 is directly linked to the output of the quantizer Q2 without 

any delay block. Three methods to solve this problem are presented and advantages and disadvantage of each 

method is discussed. 

     A CTTI ΔΣ modulator equivalent of the DTTI ΔΣ modulator is obtained in three steps as follows: the first 

step is to determine the DT loop filters; the second step is to convert the DT loop filters into equivalent CT 

loop filters through the use of either the Impulse Invariant Transformation or the modified Z-transform. The 

last step is to convert the modulator into a CTTI ΔΣ modulator which has the same order as the DTTI ΔΣ 

modulator. 

     Finally, the STFs and the NTFs of the DTTI and the CTTI ΔΣ modulator are formulated. The STFs and the 

NTFs of the DTTI, the CTTI and the conventional DT ΔΣ modulator are plotted and compared.   
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Chapter 4: 

MATLAB Simulation 

 
 

 

     The proposed CTTI ΔΣ modulator has been simulated using the SIMULINK toolbox of MATLAB and all                

non-idealities such as finite DC gain and bandwidth of the opamps, the DAC mismatches, offsets of the 

quantizers and  the clock jitter of the DACs have been modelled and their effects on the performance of the 

modulator have been investigated. The Simulink model of the proposed CTTI ΔΣ modulator has been shown in 

Figure 4.1 and 4.2 where wu and A are the unity gain bandwidth and the DC gain of the opamp respectively. 

The modulator coefficients have been scaled in Figure 4.1. All specifications of the CTTI ΔΣ modulator have 

been summarized in Table 4.1.  

 

4.1 Output Spectra Comparison of CTTI, DTTI and DT ΔΣ modulator 

     The output spectrum of the CTTI ΔΣ modulator is compared with the output spectra of the conventional DT 

and the DTTI ΔΣ modulator in Figure 4.3. The output spectra of the DTTI and CTTI ΔΣ modulator are the same 

and their IBN are shaped more than the conventional DT ΔΣ modulator. The SNDRs of the conventional DT, 

the DTTI and CTTI ΔΣ modulator are 57.5dB, 78.47dB and 78.54dB respectively. Therefore in this particular 

case, the SNDRs of the TI ΔΣ modulators are improved by 21dB. As given by equation (2.19) in chapter 2, SNDR 

is exponentially proportional to the OSR of the modulator. The OSR of the DTTI and the CTTI ΔΣ modulator is 

16 which is double the OSR of the DT ΔΣ modulator. Therefore, an increase of 21dB in SNDR of TI ΔΣ 

modulators is expected. 
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Figure 4.1: The SIMULINK model of the 3
rd

-order CTTI ΔΣ modulator. 
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Figure 4.2: The integrator model of the 3
rd

-order CTTI ΔΣ modulator. 

 

Table 4.1: The specifications of the CTTI ΔΣ modulator. 

Parameter Value 

r 0.2764 

� 0.7639 

� 2.0000 

&P� 1.0000 

&P! 1.0000 

&P= 1.0000 

&Pu 1.2764 

&P� 0.9648 

&P¡ 1.7287 

&P¢ 0.6708 

&P£ 1.3292 

&P¤ 1.3292 

&P�E 2.1987 

OSR 16 

Clock Frequency 320MHz 

Signal Bandwidth 10MHz 

DAC1 Resolution 4bit 

DAC2 Resolution 4bit 

Q1 Resolution 5bit 

Q2 Resolution 4bit 

Excess Loop Delay (intentional) 0.5T 
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Figure 4.3: The output spectra of the conventional DT, the DTTI and the CTTI ΔΣ modulator for a 2.4462MHz input with 

clock frequencies of 160MHz, 320MHz and 320MHz respectively. 

 

 

 
 

4.2 DACs Matching Requirements 

     In order to obtain the matching requirement for coefficients of DAC1 and DAC2, the CTTI ΔΣ modulator has 

been simulated using the SIMULINK toolbox of MATLAB eleven times. In each simulation, one of the 

coefficients was deviated from its ideal value while other coefficients were set to their ideal values. Then the 

SNDR of the CTTI ΔΣ modulator measured versus the accuracy of the DAC coefficient. Figure 4.4 and 4.5 show 

the SNDR of the CTTI ΔΣ modulator versus the matching of the DAC1 and DAC2 coefficients respectively. The 

minimum matching requirements for the coefficients of DAC1, &P�, &P=, &P�, &P¢ and &P¤ are 10bits, 7bits, 4bits, 

4bits and 4bits respectively and for the coefficients of DAC2, &P!, &Pu, &P¡, &P£ and &P�E they are 10bits, 7bits, 

4bits, 4bits and 4bits respectively. The coefficient � has the minimum matching requirement which is 4bits 

between the analog and the digital domain as shown in Figure 4.5. Hence there will be no need to use the 

DWA block if the coefficients of DAC1 and DAC2 meet the minimum matching requirements. This will make 

the circuit design of the CTTI ΔΣ modulator much easier as a result. 
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Figure 4.4: The SNDR versus the matching of the DAC1 coefficients. 
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Figure 4.5: The SNDR versus the matching of the DAC2 coefficients. 
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4.3 Dynamic Range of the CTTI Modulator 

      Figure 4.6 shows the dynamic range plot of the CTTI modulator for a 2.4462MHz input and a clock 

frequency of 320MHz. The SNDR increases linearly with the input amplitude and maximum SNDR of 78dB 

occurs at -1dBFS of the input. After this point the SNDR drops sharply owing to the saturation of the 

integrators.  

 

S
N

D
R

 [
d

B
]

 
Figure 4.6: Dynamic range plot for a 2.4462MHz input and a clock frequency of 320MHz. 

 

 

 

4.4 RC Time Constant Variations 

     The accuracy of the integrator transfer function depends on the RC time constant precision. Unfortunately, 

in current CMOS technologies, the absolute value of resistors and capacitors can vary as large as ±15% 

independently which results in up to ±30% RC time constant variation [28][46][47]. A system-level simulation 

has been performed in order to investigate the effect of the RC time constant variation on the SNDR of the 

CTTI ΔΣ modulator. The normalized time constant is swept in the range from 0.65 to 1.5. From the simulation 

results shown in Figure 4.7, we find that when the time constant deviates from its nominal value �' (the 



 50

sampling frequency), the SNDR of the CTTI ΔΣ modulator will degrade. Decreasing the time constant results in 

higher loop filter gain and better SNDR. The system becomes unstable when the time constant decreases 

further more to a value around 0.71. When time constant increases (more than �' ), the modulator will 

become more stable. However, the noise shaping will be less effective due to the smaller loop filter gain and 

therefore IBN power increases. Consequently, the SNDR decreases gradually by increasing the time constant. 

     If only ±3% time constant variation is allowed then the SNDR degrades 2.5dB. To make sure that the RC 

time constant variation is as small as ±3%, a kind of tuning technique has to be used [28][46][47]. The RC 

time constants are adjusted up to ±3% by using a calibration circuit which contains some switches, binary-

weighted capacitors and five control bits. This calibration process is achieved by tuning the integrator 

feedback capacitors and will be explained in detail in chapter 5. 
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Figure 4.7: The effect of RC time constant variation on the SNDR of the CTTI ΔΣ modulator. 

 
 

 

 

 

 

 

 



 51

4.5 Clock Jitter 

     It is well known that in comparison to the DT ΔΣ modulators, the CT ΔΣ modulators are sensitive to the 

clock jitter of their DACs [29]. We assume there is timing jitter in the clock of the quantizer. A typical feedback 

current waveform for a SC DT ΔΣ modulator is depicted on the left-hand side of Figure 4.8. Most of the charge 

transfer occurs at the start of the clock period, so that the amount of charge ∆OW lost due to a timing error is 

relatively small. In contrast, the DAC output current in a CT ΔΣ modulator is shown on the right-hand side of 

Figure 4.8. The charge is transferred at a constant rate over a clock period, and so charge loss ∆OP  from the 

same timing error is a larger proportion of the total charge. Moreover, In a DT ΔΣ modulator, jitter in the input 

sample-and-hold (S&H) clock only affects the input signal. In a CT ΔΣ modulator, the sampling occurs at the 

quantizer rather than the input, which means the jitter, affects the sum of the input plus quantization noise. 

Therefore, CT ΔΣ modulators are more sensitive to clock jitter than DT ΔΣ modulators. Clock jitter causes a 

slight random variation in the amount of charge fed back per clock cycle. In an oversampled converter, the 

spectrum of the output stream is very noisy outside the (narrow) signal band; a random phase modulation 

causes the noise outside the signal band to fold back into the signal band, raising the converter noise floor 

and degrading its resolution [29]. 

∆O� 

∆Q 

∆Q 

∆O4 
 

Figure 4.8: Clock jitter effect in DT versus CT ΔΣ modulator. 

 

     The effect of the clock jitter on the CTTI ΔΣ modulator has been modelled and simulated in MATLAB. Figure 

4.9 shows the SNDR of the modulator versus the clock jitter of the DAC and as expected the SNDR decreases 

by increasing the clock jitter. A CTTI ΣΔ modulator integrates the feedback DAC waveforms over time. Thus, a 

statistical variation of the feedback DAC waveforms results in a statistical integration error and consequently 
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increased the noise level. A variation of the length of a feedback DAC pulse directly modulates the amount of 

feedback charge, which appears during the corresponding clock cycle. This error is directly proportional to the 

clock jitter variance  R̈! , while it adds directly to the modulator input through the outermost feedback 

branch. As can be seen in Figure 4.9, when the clock jitter increases, the resulting jitter noise increases and 

SNDR of the CTTI ΣΔ modulator decreases. When the clock jitter is increased to 1psec, the SNDR of the CTTI ΣΔ 

modulator drops by 1dB from 78dB to 77dB. 

 
Figure 4.9: The SNDR versus the clock jitter of the DAC. 

 

 

4.6 Integrators Bandwidth and DC Gain Requirements 

     In order to design the circuit level of the CTTI ΔΣ modulator, the minimum bandwidths and DC gains of the 

integrators are required. These parameters have been modelled and simulated in MATLAB and all required 

design parameters established using the simulation results as a guide. Figure 4.10 shows the SNDR versus the 

normalized bandwidth of the integrators for the same CTTI modulator. The minimum bandwidth requirement 

for the first and the second integrator is 2�P�v (the clock frequency) and for the third integrator is �P�v. Figure 

4.11 shows the SNDR of the CTTI ΔΣ modulator versus the DC gains of the integrators. The minimum DC gain 

requirement for the first integrator is 40dB and for the second and the third integrator is 50dB. 
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     In order to obtain the bandwidth requirements for the first, the second and the third integrator, the CTTI 

ΔΣ modulator has been simulated using the SIMULINK toolbox of MATLAB three times. When the bandwidth 

of one of the integrators was sweeping from 0.25�P�v  to 4�P�v, the bandwidths of the other integrators were 

assumed to have an ideal value of 10G (rad/sec). The DC gains of the integrators were 100dB in this 

simulation. The SNDR of the CTTI ΔΣ modulator was measured and plotted versus the bandwidths of the 

integrators in Figure 4.10.  

     To obtain the DC gain requirements for the integrators, the CTTI ΔΣ modulator has been simulated three 

more times again. In this simulations, when the DC gain of one of the integrators was sweeping from 20dB to 

100dB with a step of 5dB, DC gains of the other integrators were assumed had an ideal value of 100k and all 

integrators bandwidth were 10G (rad/sec). The SNDR of the CTTI ΔΣ modulator was measured and plotted 

versus the DC gains of the integrators in Figure 4.11.  

 

 

[�/�N�¥] 
 

 
Figure 4.10: The SNDR versus the normalized bandwidths of the integrators. 
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Figure 4.11: The SNDR versus DC gains of the integrators. 

 

 

4.7 © ª« ⁄ Signal Scaling Method 

      Figure 4.12(a) shows the general structure of an integrator before the application of 1 x� ⁄ signal scaling 

method. The input signals (��, �! and �=) to the summing unit are linearly scaled down by division using a 

“x�” factor (resulting in a reduced signal swing at the input of the integrator), and then the output signal of 

the integrator is scaled up by multiplication with the same “x�” factor. Figure 4.12(b) illustrates the 

1 x� ⁄ scaling method graphically [84]. 

/�1 

�2 

�3 

¬F�  �F�  

 

/�1 

�2 

¬q� �q� 

�3 

xg 

1xg 

1xg 

 

(a) (b) 

Figure 4.12: (a) General structure before the application of 1 x�  ⁄ scaling method; (b) General structure after the 

application of 1 x�  ⁄ scaling method. 



 55

The method can easily be proved mathematically as follows: 

Before 1 x� ⁄  Scaling (BS): 

¬;­ = �� + �! + �= (4.1) 

�;­ = / ¬;­4Q 
(4.2) 

After 1 x� ⁄  Scaling (AS):  

¬Y­ = 1x� 
�� + �! + �=� = 1x� ¬;­ 
(4.3) 

�Y­ = x� / ¬Y­4Q = x� / 1x� ¬;­4Q = / ¬;­4Q = �;­ 
(4.4) 

     Although the proof is given for CT integrators, equations are also the same for DT integrators. It is clear 

from the above calculations that while we get a scaled signal (¬;­ x�⁄ ), at the input of the integrator, the 

output signal (�Y­), remains unchanged which means that the input-output relation does not change with the 

addition of x� factor; therefore, the method preserves all the transfer functions of the modulator and it is 

valid for any DT and CT ΔΣ Modulator topologies.  

     x� factors are determined in two steps as follows: 

1- Simulate the modulator and determine the critical integrators which have input signal swing peak 

amplitudes larger than the allowed limits. 

2- For every critical integrator, use the formula (4.5), and calculate the x� scaling factor. 

x� = �r�g�®� g	s®Q Ifg	M d& Qℎ� gQℎ �]gQg�rt g	Q�M]rQd]4�Ig]�4 g	s®Q Ifg	M d& Qℎ� gQℎ �]gQg�rt g	Q�M]rQd]  
(4.5) 

The simulations were carried out with saturation blocks at the output of integrators. In this design, �̄ .# =
±1� and the integrators will be overloaded with output swing more than +1� or less than −1�.  It is clear 

that if the integrator is overloaded then it causes a degradation in the SNR of the modulator. Figure 4.13, 4.14 

and 4.15 show the histogram plots of the output signals of the first, the second and the third integrator. As 

can be seen from these figures, the maximum output signal swings of the first, the second and the third 
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integrator are ±0.5�, ±0.7� and ±0.6�. In this design, no overloading of integrators occurs and there is no 

need for signal scaling. 

     Figure 4.16 and 4.17 show the histogram plots of the two quantizers input signals. The input signal swings 

are in the range ±1�. If the signal swing grows more than +1� or less than −1� then more comparators are 

required to resolve the signal; otherwise, the signal is limited and causes degradation in the SNR of the 

modulator. 
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Figure 4.13: Histogram of the first integrator output.  
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Figure 4.14: Histogram of the second integrator output.  
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Figure 4.15: Histogram of the third integrator output.  

 

 

 

 

 

 
 

Figure 4.16: Histogram of the first quantizer input.  

 
 

 

 

 



 58

 
Figure 4.17: Histogram of the second quantizer input.  

 

 

4.8 Comparator Offset Voltage 

      Figure 4.18 shows the SNDR versus the offset voltages of the first and second quantizer. The standard 

deviations of offset voltages of the comparators in the first and second quantizer must be less than 10mv and 

20mv respectively otherwise they degrade the performance of the CTTI ΔΣ modulator and cause loss of SNDR. 

 

°
±�²  
 

Figure 4.18: SNDR versus the offset voltages of the first and second quantizer. 
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4.9 Conclusion 

     In this chapter, the proposed CTTI ΔΣ modulator has been simulated using the SIMULINK toolbox of 

MATLAB and all non-idealities such as finite DC gain and bandwidth of the opamps, the DAC mismatches, 

offsets of the quantizers, RC time constant variations and the clock jitter of the DACs have been modelled and 

their effects on the performance of the modulator have been investigated. According to the simulation 

results, the minimum bandwidth requirement for the first and the second integrator is 2�P�v (the clock 

frequency) and for the third integrator is �P�v. The minimum DC gain requirement for the first integrator is 

40dB and for the second and the third integrator is 50dB. The standard deviations of offset voltages of the 

comparators in the first and second quantizer must be less than 10mv and 20mv respectively otherwise they 

degrade the performance of the CTTI ΔΣ Modulator and cause loss of SNDR. 

     The output spectra of the DTTI, the CTTI and the conventional DT ΔΣ modulator are shown and compared 

in this chapter. The SNDRs of the TI ΔΣ modulators are improved by 21dB in comparison to the conventional 

DT ΔΣ modulator.     
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Chapter 5: 

 

Circuit Design and Simulation Results 

 
 

     In this chapter, the circuit design of the 3
rd

-order two-path CTTI ΔΣ modulator is presented. The modulator 

has been designed through the use of 90nm CMOS TSMC technology with supply voltages of 1.8V for 

analogue part and 1.2V for digital part. Figure 5.1 shows the block diagram of the 3
rd

-order two-path CTTI ΔΣ 

modulator. The operating frequency of the quantizers, DACs and all other blocks except for the output 

multiplexer is 160MHz but the output multiplexer operates at 320MHz clock rate. The OSR of the modulator is 

16, allowing a maximum input signal bandwidth of 10MHz. As illustrated in the chapter 4, a 13-bit modulator 

should be realized with this sampling frequency. 

     The major circuit blocks of the modulator include three integrators, ten 4-bit DACs, one 4-bit and one 5-bit 

flash ADC, two summation circuits, a clock generator, a biasing circuit, an output multiplexer and a digital 

error correction block (1 − ���).  

 

 

71 = 10x 72/2 = 20x 73 = 20x 

75 = 104.72x 

N1 = 1.1306s N2 = 409& N1 = 156.25& 

2
1 − �−1� �−1 

77 = 20x 

77 = 20x 

77/2 = 10x 

 

 

Figure 5.1: Block Diagram of the 3
rd

-order CTTI ΔΣ Modulator. 
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5.1 Integrators 

     To design three integrators, one approach is to use Gm-C integrators, which operate at higher speeds but 

suffer from low linearity [30]. To meet the specifications, three active-RC integrators are used. As explained in 

the chapter 4, CMOS technologies have up to 30% RC time constant variation [28] which the SNDR of the 

modulator decreases gradually by increasing RC time constant variation as shown in Figure 4.7. A tuneable 

capacitor array is used to tune up the RC time constant of the integrators and to compensate for process 

variations as well as change in the sampling frequency. In addition, a common-mode feedback circuit is 

required for each opamp due to the differential design, as well as a startup circuit to eliminate an initial state 

that could keep the outputs of the opamp at the positive supply rails. 

     The preliminary considerations for the design of the opamps are the unity gain bandwidth and DC gain. 

Based on MATLAB simulations which shown in Figure 4.10 and 4.11, a unity gain bandwidth of 640MHz (twice 

the clock frequency) and a DC gain of 50dB are required for each integrator. Moreover, maximum single-

ended swings of approximately 500mV, 700mV and 600mV are required at the output of the first, second and 

third integrator respectively based on histogram plots of the outputs of the integrators shown in Figure 4.13, 

4.14 and 4.15 and the dynamic range scaling used throughout the modulator.  

 

5.2 Resistor and Capacitor Values 

     According to noise and bandwidth requirements, the resistor and capacitor values have been chosen. First,   

 MATLAB simulations were run to determine the resistor values by considering the noise level to be less than 

−80dBFS. Therefore the first, second and third resistor have been chosen to be 7� = 10xΩ, 7! = 20xΩ 

and 7= = 20xΩ. Based on these resistor values, the capacitors sizes are derived as shown in the SIMULINK 

model of the 3
rd

-order CTTI ΔΣ Modulator of Figure 4.1 and also the block diagram presented in Figure 5.1.  
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5.3 Operational Amplifier 

     One popular opamp architecture is a two-stage Miller-compensation opamp which has been utilized for the 

first, second and third integrator. A PMOS input differential pair is used as the input stage for two reasons: 

First, the second pole is determined by the transconductance of the input transistors of the second stage and 

the NMOS transistor is faster than PMOS one; therefore the whole opamp will be more stable. Second, the 

input and output common mode voltage of the opamp is set to be 0.8V instead of VDD/2 (0.9V). VDS voltage 

of the tail transistor in the first stage will have more headroom and will not be pushed to triode region. The 

benefit of using PMOS transistors as input in the differential pair is low flicker noise, but in our wideband 

design, the flicker noise is of less concern.  

     The opamps are designed to have a DC gain of 50dB and a unity gain bandwidth of 640MHz and output 

swing of more than 700mV according to the MATLAB simulation results have been done and shown in Figures 

4.10, 4.11, 4.13, 4.14 and 4.15.  

     The schematic of a two-stage Miller-compensation opamp is shown in Figure 5.2. The sizes of transistors 

are illustrated in Table 5.1. The first and second opamp are identical. 
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Figure 5.2: Schematic of the two-stage opamp. 
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Table 5.1: The sizes of transistors of the first, second and third opamp. The sizes (W and L) are in microns.  

 M0 M1,M2 M3,M4 M5,M6 M7,M8 M9,M10 M11,M12 NP  7P 

First 

Opamp 

W=5 

L=0.5 

M=64 

W=6 

L=0.3 

M=16 

W=2 

L=0.5 

M=32 

W=2 

L=0.5 

M=32 

W=5 

L=0.5 

M=64 

W=5 

L=0.5 

M=64 

W=2 

L=0.3 

M=32 

 

642f 

 

350´ 

Second 

Opamp 

W=5 

L=0.5 

M=64 

W=6 

L=0.3 

M=16 

W=2 

L=0.5 

M=32 

W=2 

L=0.5 

M=32 

W=5 

L=0.5 

M=64 

W=5 

L=0.5 

M=64 

W=2 

L=0.3 

M=32 

 

642f 

 

350´ 

Third 

Opamp 

W=5 

L=0.5 

M=64 

W=6 

L=0.3 

M=16 

W=2 

L=0.5 

M=32 

W=2 

L=0.5 

M=32 

W=5 

L=0.5 

M=128 

W=5 

L=0.5 

M=128 

W=2 

L=0.3 

M=64 

 

767f 

 

250´ 

 

��4 

��3 

��2 

��1 

 

Figure 5.3: Schematic of biasing circuit.  

     In order to maximize performance, a robust biasing circuit must be employed. The high-swing cascoded 

current mirror [39] is used to maximize robustness over process and supply voltage variation while it provides 
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excellent current mirroring as shown in Figure 5.3. The initial device sizes are based on a VDSAT of 200mV. 

The sizes of transistors of the first, second and third biasing circuit are presented in Table 5.2. 

 

Table 5.2: The sizes of transistors of the first, second and third biasing circuit. The sizes (W and L) are in microns.  

 Mb1,Mb2,Mb3, 

Mb4,Mb5,Mb6 

Mb7,Mb8,Mb9,Mb10 

Mb11,Mb12,Mb13,Mb14 

Mb15,Mb16,Mb17,Mb18,Mb19,Mb20 

Mb21,Mb22,Mb23,Mb24,Mb25,Mb26 

 

IBIAS 

First Bias W=4, L=2, M=1 W=2, L=0.5, M=1 W=5, L=0.5, M=1 10�q 

Second Bias W=4, L=2, M=1 W=2, L=0.5, M=1 W=5, L=0.5, M=1 10�q 

Third Bias W=4, L=2, M=1 W=2, L=0.5, M=1 W=5, L=0.5, M=1 10�q 
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Figure 5.4: Schematic of CMFB circuit.  

     In the Common Mode Feedback (CMFB) circuit as shown in Figure 5.4, two resistors (and two capacitors for 

high frequency signal) are used to sense the common mode voltage of the opamp outputs, �µ¶R· and �µ¶RT. A 

simple differential amplifier with diode connected active loads is employed to compare the common mode 

voltage with the reference voltage of ��� = 0.8�, and to generate the �P?#¸  signal for the opamp. This signal is 

applied to first stage of the opamp and sets and controls the output common mode voltage of the opamp. To 

increase the phase margin of the CMFB loop, the DC gain of CMFB loop is reduced, so a trade-off should be 

made between the phase margin and DC gain of the CMFB loop. The sizes of transistors of the first, second 

and third CMFB circuit are illustrated in Table 5.3. 
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Table 5.3: The sizes of transistors of the first, second and third CMFB circuit. The sizes (W and L) are in microns.  

 MC0 MC1,MC2 MC3,MC4 MC5,MC6 

First CMFB circuit W=5, L=0.5, M=16 W=5, L=0.3, M=8 W=2, L=0.5, M=8 W=2, L=0.5, M=8 

Second CMFB circuit W=5, L=0.5, M=16 W=5, L=0.3, M=8 W=2, L=0.5, M=8 W=2, L=0.5, M=8 

Third CMFB circuit W=5, L=0.5, M=16 W=5, L=0.3, M=8 W=2, L=0.5, M=8 W=2, L=0.5, M=8 

 

     Table 5.4 presents a summary of specifications of three integrators such as DC gain, Unity Gain BandWidth 

(UGBW), Phase Margin (PM) and current consumption of opamps after running AC simulation in TT 27°C, FF 

120°C and SS -40°C corners. Figure 5.5, 5.6 and 5.7 show the AC responses of the first, second and third 

integrators respectively. As discussed in section 4.6, the UGBW requirement for the first and the second 

integrator is 2�P�v
= 640¹��� and for the third integrator is �P�v
= 320¹��� and the minimum DC gain 

requirement for the first integrator is 40dB and for the second and the third integrator is 50dB. The results 

obtained from circuit simulations presented in Table 5.4 show that all three integrators meet above 

mentioned requirements for the UGBW and the DC gain. 

Table 5.4: Specifications of the integrators. 

 Corner Current Consumption(mA) DC Gain(dB) UGBW(MHz) PM(‘C) 

 

First Integrator 

TT 27°C 2.12mA 65.97 971 77.7 

FF 120°C 2.65mA 63.42 1171 75.2 

SS -40°C 1.696mA 68.11 820 78.7 

 

Second Integrator 

TT 27°C 2.12mA 65.97 1010 79.7 

FF 120°C 2.65mA 63.42 1213 76.1 

SS -40°C 1.696mA 68.11 855 81.5 

 

Third Integrator 

TT 27°C 3.4mA 67.25 866 90.5 

FF 120°C 4.25mA 64.73 1044 87.0 

SS -40°C 2.72mA 69.36 735 92.4 
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Figure 5.5: AC response of the first integrator in TT 27°C, SS -40°C and FF 120°C corners.  

 

Figure 5.6: AC response of the second integrator in TT 27°C, SS -40°C and FF 120°C corners. 
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Figure 5.7: AC response of the third integrator in TT 27°C, SS -40°C and FF 120°C corners.  

5.4 Digital-to-Analog Converters 

     Ten 4-bit current-steering DACs have been designed to operate at 160MHz with NRZ pulses. The 

magnitudes of the full-scale currents of these DACs have been calculated and given by equation set (5.1). 

¬XYZ� = ± &P��̄ .#27� = ± 120x = ±50�q 
(5.1.a) 

¬XYZ! = ± &P!�̄ .#27� = ± 120x = ±50�q 
(5.1.b) 

¬XYZ= = ± &P=�̄ .#27! = ± 140x = ±25�q 
(5.1.c) 

¬XYZu = ± &Pu�̄ .#27! = ± 1.276440x = ±31.91�q 
(5.1.d) 

¬XYZ� = ± &P��̄ .#47= = ± 0.96580x = ±12.06�q 
(5.1.e) 

¬XYZ¡ = ± &P¡�̄ .#47= = ± 1.72980x = ±21.61�q 
(5.1.f) 

¬XYZ¢ = ± &P¢�̄ .#47£ = ± 0.6714 ∗ 250 = ±671�q 
(5.1.g) 
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¬XYZ£ = ± &P£�̄ .#47£ = ± 1.3294 ∗ 250 = ±1329�q 
(5.1.h) 

¬XYZ¤ = ± &P¤�̄ .#47�E = ± 1.3294 ∗ 250 = ±1329�q 
(5.1.i) 

¬XYZ�E = ± 
&P�E + ���̄ .#47�E = ± 4.1994 ∗ 250 = ±4199�q 
(5.1.j) 

     Figure 5.8 shows the schematic of the DAC unit current cell used for the first, second, third, fourth, fifth 

and sixth DAC. The current cell is composed of nine transistors which are current source M1, current sink M4, 

cascode transistors M2 and M3 and five switches (M5, M6, M7, M8 and M9). The cascode transistors are used 

to increase the output impedance of the current source and sink devices and at the same time, to prevent the 

dynamic glitches at the node A and B from impacting the current in M1 and M4. However, adding this cascode 

transistors reduces the allowable saturation voltage of M1 and M4 and hence the noise performance of the 

current DAC. The gates of the switch transistors are controlled by the complementary digital feedback signals, 

� and �º and also by reset signal. 

�d®Qs  
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¬�grI 

¬�grI  ¬�grI  

� 

�º 

�º 

�d®Q 	 

 

Figure 5.8: Schematic of the unit current cell used for the first, second, third, fourth, fifth and sixth DAC.  
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     Figure 5.9 shows the schematic of the DAC unit current cell used for the seventh, eighth, ninth and tenth 

DAC. The current cell is composed of eight transistors which are current source M1, current sink M4, cascode 

transistors M2 and M3 and four switches (M6, M7, M8 and M9). The output currents of the seventh and 

eighth DAC are fed into the first resistor ladder and the output currents of the ninth and tenth DAC are fed 

into the second resistor ladder. The resistor ladder converts all the currents back into voltages and 

automatically provides the threshold levels required for the quantizer.  
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Figure 5.9: Schematic of the unit current cell used for the seventh, eighth, ninth, and tenth DAC.  

 

     In order to reduce the excess loop delay as well as the circuit complexity in this modulator, no DEM is used 

to shape the DAC error. Therefore, according to the MATLAB simulation results shown in Figure 4.5 and noise 
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budget, the mismatch error of the unit current cells should be as small as 0.1% for the first and second DAC, 

0.78% for the third and fourth DAC and 6% for the remaining DACs. 

     For two MOS transistors with the same dimension and biasing conditions, the variance of the relative drain 

current mismatch error ∆¬ ¬⁄  can be expressed as [40]: 

¨∆¼¼
! = ¨∆kk

! + : 2�½­ − �U� ¨∆¾¿À<!
 

(5.2) 

 
where ∆i i⁄  and ∆�U� are the mismatches of the current factor i and the threshold voltage �U� between 

those two transistors. If the mismatch is caused by the independent random disturbances of physical 

properties, and the correlation distance of the statistical disturbance is small compared to the active device 

area, then they can be approximated by 

∆̈ÁÁ
! = YÁ�Â.Ã  and  ¨∆¾¿À! = YÄ¿À�

Â.Ã  
(5.3) 

 

where qk and q¾¿À  are process dependant constants which is usually provided by the chip manufacturer. 

Using these equations, the minimum sizes of the devices are calculated by (5.4) as follows [41][42]: 


Å. ��?�T =
12 �qk! + 4q¾¿À!
�½­ − �U��!�

¨∆¼!  

(5.4) 

 

where, in our case, ¨∆¼ ¼⁄  of 0.1% should be used for the first and second DAC, 0.78% for the third and fourth 

DAC and 6% for the remaining DACs. In this design, the process dependant constants qk and q¾¿À  were not 

provided by the foundry, therefore a monte-carlo simulation has been run 100 times to obtain the minimum 

size of the devices.  
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5.4.1 D Flip-Flop 

     The design of a fast D flip-flop is so important in CT ΔΣ modulators. The D flip-flop delivers NRZ data at the 

rising edge of the clock to DAC unit current cells. Here a very high speed and low jitter D flip-flop has been 

designed as shown in Figure 5.10. To achieve high speed, these transistors have been designed with minimum 

channel length and minimum size. Therefore it reduces the capacitor at the comparator output [44][45]. The 

delay of this D flip-flop is less than 100psec in all process corners and temperature. Therefore it is able to 

operate at the clock frequencies up to 10GHz. 

     The “Clock” pin is connected to the DAC clock and “IN” pin is connected to comparator outputs. The output 

of all 31 comparators in the first ADC and 15 comparators in the second ADC get synchronized with the DAC 

clocks.  

 

Figure 5.10: Schematic of D flip-flop. 

 

5.5 Summation Circuits      

     This modulator requires two summation circuits. The first summation circuit is shown in Figure 5.11 and is 

placed before the first ADC and adds the direct feed-in signal coming from the output of the fourth opamp 

and the DAC feedbacks coming from the ninth and tenth DAC. The outputs of the second and third integrator 

are added together using the fourth opamp and then the output goes to the first summation circuit. The ninth 

and tenth feedback current DAC outputs are fed into the lower points of the first resistor ladder.  
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Figure 5.11: Schematic of the first ADC and the first summation circuit. 

 

     These DACs use the schematic shown in Figure 5.9. The resistor ladder converts all the DACs currents back 

into voltages and automatically generates the threshold voltages required by the quantizers of the first ADC. It 

can be shown that the input voltage of the ith comparator (i = 0, 1,..., 30) consists of four components and is 

given by (5.5).  
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�Pµ?·� = �µ¶Ru − �XYZ¤ − �XYZ�E − �R��  (5.5) 

     The components  �µ¶Ru , �XYZ¤  and �XYZ�E represents the output of the fourth opamp, the ninth and tenth 

DAC voltage respectively. The ninth DAC voltage depends on ¬XYZ¤, 7�(the unit resistance of the ladder) and 

�1 < 14: 0 > and the tenth DAC voltage relies on ¬XYZ�E, 7� and �2 < 14: 0 >. The term �R��  stands for the 

threshold voltage of the comparator i which is not dependent on the input signals, but is determined by the 

comparator number i, the bias current ¬¯.#� and 7� . Above mentioned components are given respectively by 

(5.6), (5.7) and (5.8). 

�R�� = 
2g − 30�¬¯.#�7�   (5.6) �XYZ¤ = 167�¬XYZ¤�1   (5.7) �XYZ�E = 167�¬XYZ�E�2   (5.8) 

     The second summation circuit is shown in Figure 5.12 and is placed before the second ADC and adds the 

direct signal coming from the output of the third integrator and the DAC feedbacks coming from the seventh 

and eighth DAC. The seventh and eighth feedback current DAC outputs are fed into the lower points of the 

second resistor ladder. Similarly, It can be shown that the input voltage of the ith comparator (i = 0, 1,..., 14) 

consists of four components and is given by (5.9).  

�Pµ?·� = �µ¶R= − �XYZ¢ − �XYZ£ − �R�� (5.9) 

     The components  �µ¶R= , �XYZ¢  and �XYZ£ represents the output of the third integrator, the seventh and 

eighth DAC voltage respectively. The seventh DAC voltage depends on ¬XYZ¢, 7!(the unit resistance of the 

ladder) and �1 < 14: 0 > and the eighth DAC voltage relies on ¬XYZ£, 7! and �2 < 14: 0 >. The term �R��  is 

determined by the comparator number i, the bias current ¬¯.#! and 7! . Above mentioned components are 

given respectively by (5.10), (5.11) and (5.12). 

�R�� = 
2g − 14�¬¯.#!7!   (5.10) �XYZ¢ = 167!¬XYZ¢�1   (5.11) �XYZ£ = 167!¬XYZ£�2   (5.12) 
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Figure 5.12: Schematic of the second ADC and the second summation circuit.  

 

5.6 Analog-to-Digital Converters 

     This modulator requires two ADCs. The first ADC has 5-bit resolution and 31 comparators and the second 

ADC has 4-bit resolution and 15 comparators. These two ADCs were implemented as Flash ADCs and the 

general structures of them are shown in Figure 5.11 and 5.12 to perform the required conversion. Each 

latched comparator is composed of a single preamplifier stage and a latch. The preamplifier is used to amplify 
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the input signal and to minimize the input capacitance of the comparator. The preamplifier stage isolates the 

latch and the resistor ladder; therefore it reduces the kick-back noise seen in reference string during switching 

times of the comparator. The latch is used to compare the two amplified input signals comping from the 

preamplifier and to provide a digital rail-to-rail output signal. 

5.6.1 Comparator Design 

     From the results obtained in the chapter 4, each comparator must have an accuracy of 10mV for the first 

ADC and 20mV for the second ADC to meet the 5-bit and 4-bit linearity requirements respectively. In addition, 

since there are a total number of 46 comparators in the prototype, a low power consumption comparator is 

desirable. As previously mentioned, each comparator has two circuits: a preamplifier and a latch circuit.  

     The preamplifier is implemented as a differential pair with a resistive load of 7 = 5xÇ providing a gain of 

M?ÈÉ7 as shown in Figure 5.13. The input transistors have minimum length to increase the speed of the 

preamplifier. The comparator offset, which consists of the input offset of the preamplifier and the latch offset, 

will increase the quantization noise. The input referred offset of the latch is attenuated by the gain of the 

preamplifier usually 10 to 20) so it is negligible. The dimension of the input differential pair transistors of the 

preamplifier has to be enlarged to minimize this input offset. The large transistor size causes big parasitic 

capacitors N· at the preamplifier input nodes. The sizes of the input transistors are chosen to reduce the 

mismatch to an acceptable level according to the equation ¨¾U = q¾U √Å�⁄  [40] where Å and � are the 

width and length of the preamplifier input transistor. The acceptable ¨¾U for the first and second ADC are 

3mV and 6mV respectively. Based on ¨¾U = 3�� , the width of Å = 28�� and the length of � = 0.28�� 

are chosen for the input transistors of the preamplifiers of the first and second ADC.  
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Figure 5.13: Schematic of the preamplifier. 

     The input signal is amplified by the preamplifier and fed into the regenerative latch. The latch is composed 

of a differential pair and two back-to-back inverters. When the latch phase occurs, the back-to-back inverters 

already have a starting point and form the positive feedback loop, will quickly amplify the input difference to 

the logic levels. The regenerative latch is shown in Figure 5.14.  
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Figure 5.14: Schematic of the first, second and RS latch of the comparator. 
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     To reduce the probability that the comparator goes into metastable mode, a second stage latch is added 

which is followed by the first latch. In order to decrease the signal dependency of the quantizer-delay, the 

second latch is derived with a different clock than the one is used for the first latch [14]. 

     To make sure that the comparator always makes decision within the time constrain, the input transistors of 

the second latch M1 and M2 are slightly mismatched by adding a small size transistor M9 which has the same 

length like M1 and M2 as shown in Figure 5.14 [14]. The offset voltage created by the intentional mismatch is 

guaranteed to be greater than the output offset voltage of the first latch when the first latch goes into the 

metastable mode. 

     When the first latch is in the metastable mode, its outputs �µ¶R·� and �µ¶RT� stay very close together 

near ��� 2⁄ . As a result, the decision will be made by the second latch. This mode is illustrated in Figure 5.15. 

When the first stage is in the metastable mode, the decision taken by the quantizer can be true or false. 

However, it is worth mentioning that not making a decision would degrade the performance of a modulator 

much more than a wrongly taken decision. 

�d®Q s1 
�d®Q 	1 

�d®Qs 2 

�d®Q	 2 
 

Figure 5.15: illustration of the output signals in metastable mode considering the second stage’s systematic offset. 

 

     During the reset phase (when the latch signals is low), M5 and M6 are on and tying the two outputs to 

VDD. An RS latch follows the regenerative latch for two reasons. First, this latch can amplify the input 

difference further to reduce the metastability. Second, the RS latch will keep the quantizer output stable 

when the output of the regenerative latch is pulled up to the VDD during the reset phase. 
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     A monte-carlo simulation has been run 200 times for the comparator circuit and the histogram of the offset 

voltage of the comparator is shown in the Figure 5.16. The mean value of the offset is around 65�� and the 

standard deviation of the offset voltage is around ¨ = 2.2144��. The offset voltage of the comparator will 

be �Ë##'.R = 3¨ = 6.64��. 

 

 

Figure 5.16: Histogram of the offset voltage of the comparator. 

 

5.6.2 Thermometer-to-Binary Decoder 

     Two thermometer-to-binary decoders are used to convert the output of thirty one comparators of the 

first ADC and fifteen comparators of the second ADC which are in the form of thermometer code to four and 

five bit binary code using a digital encoder. There are several methods to implement the encoder like ROM 

[43], PLA etc. The encoder has been designed and implemented using dynamic CMOS logic method [44] and is 

described in the following pages. The truth table for direct conversion encoder for a 4-bit ADC is shown in 

Table 5.5.  
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Table 5.5: Truth Table for Direct Conversion Encoder for a 4-bit ADC. 

F0 F3 ¬0 ¬14  

 

     For the 4-bit ADC, the equations for output binary bits are given by equation set (5.13). Clearly, these 

equations are realized using less number of gates compared to other methods [44]. 

FE = ¬E ∗ ¬�º + ¬! ∗ ¬=º + ¬u ∗ ¬�º + ¬¡ ∗ ¬¢º + ¬£ ∗ ¬¤º + ¬�E ∗ ¬��ÌÌÌÌ + ¬�! ∗ ¬�=ÌÌÌÌ + ¬�u (5.13.a) 

F� = ¬� ∗ ¬=º + ¬� ∗ ¬¢º + ¬¤ ∗ ¬��ÌÌÌÌ + ¬�= (5.13.b) 

F! = ¬= ∗ ¬¢º + ¬�� (5.13.c) 

F= = ¬¢ (5.13.d) 

     Similarly, the truth table for direct conversion encoder for the 5-bit ADC is presented in Table 5.6 and the 

equations for output binary bits of the 5-bit ADC are given by equation set (5.14). 

 

FE = ¬E ∗ ¬�º + ¬! ∗ ¬=º + ¬u ∗ ¬�º + ¬¡ ∗ ¬¢º + ¬£ ∗ ¬¤º + ¬�E ∗ ¬��ÌÌÌÌ + ¬�! ∗ ¬�=ÌÌÌÌ + ¬�u ∗ ¬��ÌÌÌÌ + ¬�¡ ∗ ¬�¢ÌÌÌÌ + ¬�£
∗ ¬�¤ÌÌÌÌ + ¬!E ∗ ¬!�ÌÌÌÌ + ¬!! ∗ ¬!=ÌÌÌÌ + ¬!u ∗ ¬!�ÌÌÌÌ + ¬!¡ ∗ ¬!¢ÌÌÌÌ + ¬!£ ∗ ¬!¤ÌÌÌÌ + ¬=E 

(5.14.a) 

F� = ¬� ∗ ¬=º + ¬� ∗ ¬¢º + ¬¤ ∗ ¬��ÌÌÌÌ + ¬�= ∗ ¬��ÌÌÌÌ + ¬�¢ ∗ ¬�¤ÌÌÌÌ + ¬!� ∗ ¬!=ÌÌÌÌ + ¬!� ∗ ¬!¢ÌÌÌÌ + ¬!¤ (5.14.b) 

F! = ¬= ∗ ¬¢º + ¬�� ∗ ¬��ÌÌÌÌ + ¬�¤ ∗ ¬!=ÌÌÌÌ + ¬!¢ (5.14.c) 

F= = ¬¢ ∗ ¬��ÌÌÌÌ + ¬!= (5.14.d) 

Fu = ¬�� (5.14.e) 
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Table 5.6: Truth Table for Direct Conversion Encoder for a 5-bit ADC. 

Thermometer Code Input

to 

Encoder Output

to 

0000000000000000000000000000000

0000000000000000000000000000001

0000000000000000000000000000011

0000000000000000000000000000111

0000000000000000000000000001111

0000000000000000000000000011111

0000000000000000000000000111111

0000000000000000000000001111111

0000000000000000000000011111111

0000000000000000000000111111111

0000000000000000000001111111111

0000000000000000000011111111111

0000000000000000000111111111111

0000000000000000001111111111111

0000000000000000011111111111111

0000000000000000111111111111111

00000

00001

00010

00011

00100

00101

00110

00111

01000

01001

01010

01011

01100

01101

01110

01111
10000

10001

10010

10011

10100

10101

10110

10111

11000

11001

11010

11011

11100

11101

11110

11111

0000000000000001111111111111111

0000000000000011111111111111111

0000000000000111111111111111111

0000000000001111111111111111111

0000000000011111111111111111111

0000000000111111111111111111111

0000000001111111111111111111111

0000000011111111111111111111111

0000000111111111111111111111111

0000001111111111111111111111111

0000011111111111111111111111111

0000111111111111111111111111111

0001111111111111111111111111111

0011111111111111111111111111111

0111111111111111111111111111111

1111111111111111111111111111111

F0 F4 ¬0 ¬30  

 

     The dynamic CMOS circuit consists of a PMOS transistor, a bunch of NMOS transistors and an inverter. The 

PMOS transistor is used to pre-charge the output node and the NMOS logic is used to selectively discharge the 

output node. The schematic of an AND-OR gate implemented using dynamic CMOS logic is shown in Figure 

5.17. It consists of a PMOS transistor driven by a clock signal and a NMOS transistor block defining the logic 

function. In NMOS evaluation logic, the transistors in series are ANDed and the branches in parallel are ORed. 
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Figure 5.17: Schematic of dynamic CMOS AND-OR gates. 

 

     The thermometer-to-binary encoders have been implemented based on dynamic CMOS AND-OR gates 

topology. Figure 5.18 shows the encoder for the 4-bit ADC. FE, F� and F! generation circuits are shown in 

sub-figure (a), (b) and (c) respectively. 
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(a) FE bit generation circuit. 
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(b) F� bit generation circuit. 
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(c) F! bit generation circuit. 

Figure 5.18: The encoder for the 4-bit ADC Based on dynamic CMOS AND-OR gates. 

      

     Figure 5.19 shows the encoder for the 5-bit ADC based on dynamic CMOS AND-OR gates topology. FE, F�, 
F! and F= generation circuits are shown in sub-figure (a), (b), (c) and (d) respectively. 
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(a) FE bit generation circuit. 
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(b) F� bit generation circuit. 
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(c) F! bit generation circuit. 
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(d) F= bit generation circuit. 

Figure 5.19: The encoder for the 5-bit ADC Based on dynamic CMOS AND-OR gates. 

5.7 RC Time Constant Tuning 

     In modern semiconductor process, the absolute value of resistors and capacitors can vary as large 

as  ±15% independently due to the change of process so the RC time constant of the integrators can vary as 

much as ±30%  which causes the effectiveness of the noise shaping to be reduced and even drive the loop 

filters unstable. By considering the noise level to be less than -80dBFS, the accuracy of the RC time constant in 
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this CTTI ΔΣ modulator requires to be at most  ±3% [46][47]. The schematic of the tuneable capacitor array is 

shown in Figure 5.20. The reset switch is used to short out the capacitors and reset the modulator.  

2Å�  Å�  
4Å�  
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N® 2N® 4N® 8N® 16N® 16N® 

 

Figure 5.20: Tuneable capacitor array. 

     A 5-bit binary-weighted tuneable capacitor array is used for the integration capacitor of each integrator. 

The total capacitance is given by: 

NRµR@� = 16N¶ + ¥N¶ 
¥ = 0,1,2, … ,31� (5.15) 

The minimum, nominal and maximum capacitances of the capacitor array are:  

N?�T = 16N¶ (5.16) 

NTµ? = 32N¶ (5.17) 

N?@A = 47N¶ (5.18) 

Therefore, the tuning range of capacitor array is: 

Tuning Range = ÍZÎ�ÏZÏÐÎ , ZÎÑÒZÏÐÎÓ × 100% = Í�¡ZÕ=!ZÕ , u¢ZÕ=!ZÕÓ × 100% = [50%, 146.875%] (5.19) 

and the tuning resolution is: 

Tuning Resolution = 
U¶T�TÖ ­R.·ZÏÐÎ = ZÕ=!ZÕ = 3.125% (5.20) 

     Where NTµ? and N¶ stand for the nominal value of the integration capacitor and tuning step respectively. 

Five control bits � < 4: 0 >  are required to realize the appropriate tuning code within a worse-case deviation 
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of 3.125% from the required RC time constant. As stated by (5.19), tuning range is from -50% to +46.875% of 

the nominal capacitance.  

     The tuning step capacitor value (N¶) for the first, second and third integrator are 35.33fF, 12.87fF and 

4.88fF respectively. The width of Å = 1�� and the length of � = 0.28�� are chosen for the switches.  

 

5.8 Biasing Circuit 

     The biasing circuit generates all biasing currents for four opamps, two ADCs, ten DACs and two summation 

circuits. Each block including opamps, ADCs and DACs has its separate biasing circuit which uses cascaded 

current mirrors with large transistor lengths in order to increase the output impedance of mirroring devices. 

An external voltage of 0.8V enters the chip and it drops on an on-chip resistor through the use of a single-

ended two-stage opamp which is self-biased. The reference voltage of 0.8V is accurate regardless of process 

variations but the currents generated will track the process variations of the on-chip resistors. The biasing 

circuit is shown in Figure 5.21 and generates four currents of 10�q for four opamps, two currents of 20�q for 

two ADCs, two currents of 25�q for two summation circuits, six currents of 10�q, 10�q, 5�q, 17�q, 2�q and 

13�q for DAC1, DAC2, DAC3, DAC4, DAC5 and DAC6, two currents of 1�q and 11�q for DAC7, two currents of 

3�q and 11�q for DAC8, two currents of 3�q and 11�q for DAC9 and one current of 35�q for DAC10. 

10�q 20�q 10�q 20�q 25�q 25�q 10�q 10�q 35�q 

7 = 80¥Ç 

�]�& = 0.8� 

 

Figure 5.21: Schematic of the biasing circuit. 
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     The opamp has been used in the biasing circuit is a single-ended two-stage opamp architecture and is 

shown in Figure 5.22. The sizes of transistors of the opamp are illustrated in Table 5.7. 

�g		  �g	s  7 = 98¥Ç 

M0

M1 M2

M3 M4

M5M7

VDD

VSS

M6M8M9

10×Ø 10×Ø 80×Ø 80×Ø 160×Ø 

�d®Q  
N� 7� 

 

Figure 5.22: Schematic of the single-ended two-stage opamp used in the biasing circuit. 

 

Table 5.7: The sizes of transistors of the single-ended two-stage opamp. The sizes (W and L) are in microns.  

M0 M1, M2 M3, M4 M5 M6 

W=10, L=1, M=16 W=5, L=0.3, M=8 W=2, L=0.3, M=16 W=10, L=1,M=16 W=2, L=0.3, M=32 

M7 M8,M9 Cc Rc R 

W=10, L=1, M=1 W=10, L=5, M=2 2pF 300 98K 

 

5.9 Digital Error Correction 

     As explained in chapter 3, the output of the first ADC, ��
	� needs to be corrected before being applied to 

the inputs of DAC1, DAC3, DAC5, DAC7 and DAC9. A simple first order differencer 
1 − ���� has been used to 

perform this correction as described in (3.19) and is shown in Figure 5.23.   

 

)1(2 1−− z�2
	� �1
	� 
�1∗
	�  

Figure 5.23: Block diagram of the error correction. 



 88

 

Figure 5.24: Schematic of the digital error correction circuit. 

 

     The digital error correction block has been implemented as shown in Figure 5.24. This circuit contains two 

thermometer-to-binary decoders, one 4-bit adder, one 5-bit adder, one 5-bit hardwired shift block, six 

inverters and four D flip-flops. The thermometer code T2<14:0> comes from the second ADC and is decoded 

to 4-bit binary code D2<3:0> then using an inverter and inverting the (Most Significant Bit) MSB (D2<3>), its 

two’s-complement code is derived. These four bits go to four D flip-flops to make a delay and the outputs of 

these D flip-flops are fed into B3, B2, B1 and B0 input ports of the 4-bit adder. To perform subtraction 

operation, the other inputs A3, A2, A1 and A0 must be the two’s-complements. Based on two’s-complement 

theory, each bit is inverted by an inverter then one bit is added which the pin “Cin” (input carry) is connected 

to “1”.  These blocks make a simple first order differencer 
1 − ���� .  
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     To multiply the outputs of the 4-bit adder to number two (c=2), it is required to use a simple 5-bit 

hardwired shift block to shift the input one bit to the right and connecting the input bit to “0” as shown in 

Figure 5.24. The outputs of the 5-bit hardwired shift block go the 5-bit adder.  The thermometer code 

T1<30:0> comes from the first ADC and is decoded to 5-bit binary code D1<4:0> then using an inverter and 

inverting the MSB (D1<4>), its two’s-complement code is derived. These five bits go to the other inputs of the 

5-bit adder. The pin “Cin” of the 5-bit adder is connected to “0”. The four (Least Significant Bit) LSBs of the 

outputs of the 5-bit adder will be D1<3:0> and go to DAC1, DAC3, DAC5, DAC7 and DAC9. 

 

5.10 Clock Generator 

     The modulator requires clock signals for the two flash ADCs, ten DACs and the output multiplexer. Both 

flash ADCs are clocked at the same time and therefore their clock signals are the same. The clock signals of 

DACs are 180 degree phase shifted in comparison to the clock signals of the two ADCs. Both ADCs and ten 

DACs operate at 160MHz clock frequency but the output multiplexer works at 320MHz clock frequency. Figure 

5.25 shows the simplified circuit diagram to generate clock signals. A D Flip-Flop is used as a frequency 

divider. One benefit of using toggle flip-flops for frequency division is that the output at any point has an exact 

50% duty cycle. The final output clock signal will have a frequency value equal to the input clock 

frequency divided by two. The “Q” output of D Flip-Flop is used for the clock signals of the two ADCs 

(CLK_ADC) and the “QB” output of D Flip-Flop is used for the clock signals of DACs (CLK_DAC).  CLK_MUX and 

.  

Figure 5.25: Clock generator. 
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CLK_EC are used as the clock signals for multiplexer and Error-Correction block respectively. Extreme process 

variations (slow model and fast model) have been taken into account in the design and simulations to make 

sure the timing is always correct. The clock signals are summarized in the timing diagram shown in Figure 

5.26.  

 

Figure 5.26: Clock signals (T=1/160MHz). 

 

     It is required to gain control over the time when DAC pulses are sent to the integrators with respect to the 

time when the flash ADC quantizes the signals, especially when ΔΣ modulators operate at high speeds and 

compensating for the loop delay [46]. A variable delay block used to accomplish this change in timing. 

     Ideally, the DAC pulses are sent to integrators 3.125ns (0.5T=0.5/160MHz) after quantization of the input 

signals by ADCs. Any small delay between the DAC and ADC clocks more than 3.125ns degrades the overall 

performance of the modulator. To accomplish this variable delay, a tuneable delay circuit between the DAC 

clocks and the flash ADC clocks is used to adjust the timing between these two sets of clocks so that an 

advance on the DAC clocks (with respect to the sampling instant of the flash ADC) of anywhere between 

200ps to 3.0ns can be added. The circuit used to do this is shown in Figure 5.27, where there are two potential 
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paths that the clock signal may take, and there are various capacitors in the delayed path that may be added 

to slow down the signal [46]. 

∆ ∆ ∆ ∆ ∆ ∆ ∆ 

∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ 

∆ N® 

 

Figure 5.27: A variable delay block. 

5.11 Modulator Front-End Noise Analysis 

     The device noise at the ΔΣ modulator front-end is not attenuated and thus it is a limiting factor in the total 

input referred noise of the modulator. There are three sources for the noise of the front-end: 

1- Noise of the two input resistors, 

2- Noise of the two-stage opamp, and  

3- Noise of the current steering DAC1 and DAC2 to the virtual ground of the first integrator. 

     The equations from here on in this section use ¥
= 1.38 × 10�!=� to represent Boltzman constant; � to 

represent absolute temperature; ∆&
= 10¹��� to represent the input signal bandwidth and M?� to 

represent the transconductance of the ith transistor, respectively. The input referred noise of the two-stage 

opamp shown in Figure 5.28 can be expressed as: 
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Figure 5.28: Noise sources in the two-stage opamp. 

�T.Ù! 
&� = 2�T�! 
&� + 2�T�! 
&� :M?�M?�<!
 

(5.21) 

The noise coming from the second stage devices of the two-stage opamp is divided by the gain of the first 

stage and thus it is negligible and ignored in the noise calculation. If only thermal noise is considered, which 

means: 

�T.Ù! 
&� = 4x� :23< 1M? 
(5.22) 

Then the equivalent input referred noise can be expressed as below: 

�T.Ù! 
&� = 16x�3 : 1M?�< + 16x�3 : 1M?�< :M?�M?�<!
 

(5.23) 

After referring the noise to the input of the modulator, we can get following input referred noise PSD of the 

opamp: 

�µ·@?·! 
&� = �T.Ù! 
&�|1 + l2,&7�N�|! (5.24) 

If only the band of interest is considered, which means & ≪ �' with a normally high OSR, then the equation 

(5.24) can be simplified as below: 
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�µ·@?·! 
&� ≅ �T.Ù! 
&� = 16x�3 :1 + M?�M?�< ≅ 9.66 × 10��£ 
(5.25) 

To obtain the SNR due to the opamp noise, the full-scale input signal power is divided by the noise as below: 

��7µ·@?· = 10tdM�E 0 -'�ÖT@�-TÐÚÑÎÚ2 = 10tdM�E 0 �̄ .#! 2⁄�µ·@?·! 
&�∆&2 = 10tdM�E : 0.59.66 × 10��£ × 10¹��< 

��7µ·@?· = 974F 

(5.26) 

The total noise PSD of the two input resistors is: 

�_�Ï! 
&� = 8¥�7�T (5.27) 

In this design, the values of the input resistors are chosen to be 10x´, these resistors generate thermal noise 

power which is: 

-TÛ�Ï = 8¥�7�T∆& = 8 × 1.38 × 10�!= × 300 × 10x´ × 10¹�� = 3.31 × 10�¤ (5.28) 

The SNR due to the resistors’ noise is: 

��7_�Ï = 10tdM�E Ü-'�ÖT@�-TÛ�Ï
Ý = 10tdM�E : 0.53.31 × 10�¤< ≅ 824F 

(5.29) 

The noise from DAC1 and DAC2 can be derived as the following: It is assumed that the DAC full scale current is 

¬XYZ . we look at one single current cell in the DAC shown in Figure 5.8, the major thermal noise is coming 

from transistors M1 and M4. The total in-band thermal noise current coming from M1 and M4 can be 

expressed as: 

¬XYZ�! 
&� = ¬XYZ!! 
&� = 4¥� :23< 
M?� + M?u� = 4¥� :23< : 2¬��½­� − �U�� + 2¬u�½­u − �U�u< 
(5.30) 

¬XYZ! 
&� = ¬XYZ�! 
&� + ¬XYZ!! 
&� = 16¥�3 : 2¬��½­� − �U�� + 2¬u�½­u − �U�u< 
(5.31) 

Here M?� and M?u are the transconductance of transistors M1 and M4 and �½­� − �U�� and �½­u − �U�u are 

the over-drive voltages of transistors M1 and M4, respectively. In this design, ¬� and ¬u are: 

¬� = ¬u = ¬P.�� = ¬XYZ32  
(5.32) 

¬P.�� is the DC current of each DAC cell and ¬XYZ  is the full-scale current of the DAC. We assume                

�½­� − �U�� = �½­u − �U�u = �½­ − �U�. 
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¬XYZ! 
&� = 16¥�3 : 2¬P.���½­� − �U�� + 2¬P.���½­u − �U�u< = 64¥�¬P.��3
�½­ − �U�� 
(5.33) 

The total in-band thermal noise power coming from M1 and M4 can be expressed as: 

-TÞßà = �XYZ! 
&�∆& = ¬XYZ! 
&�7�T! ∆& = 32¥�¬XYZ7�T!3
�½­ − �U�� ∆& 
(5.34) 

The full scale input signal amplitude is 7�T¬XYZ, so the input signal power is: 

-'�ÖT@� = 
¬XYZ7�T�!2  
(5.35) 

The SNR due to DAC1 and DAC2 is obtained as follows: 

��7XYZ = 10tdM�E 0-'�ÖT@�-TÞßà 2 = 10tdM�E á
â 
¬XYZ7�T�!232¥�¬XYZ7�T!3
�½­ − �U�� ∆& ã

ä = 10tdM�E 03¬XYZ
�½­ − �U��64¥�∆& 2 

(5.36) 

By substituting � = 300E¥, �½­ − �U� = 0.4, ¬XYZ = 100�q and ∆& = 10¹��, we get: 

��7XYZ ≅ 774F (5.37) 

The total input referred in-band noise due to the first stage integrator (including 7�T and the two-stage 

opamp) and DAC1 and DAC2 is given by (5.38) and (5.39) as follows: 

 -T = -TÐÚÑÎÚ + -TÛ�Ï + -TÞßà (5.38) 

��7 = 10tdM�E :-'�ÖT@�-T < ≅ 764F 
(5.38) 

 

5.12 Circuit Simulation Results 

     The whole CTTI ΔΣ modulator has been simulated with an input frequency of  ��T = 1.005¹�� and  1.6�·· 

(-2dBFS) amplitude at 320MHz sampling frequency across process corners and temperatures. Due to the 

excessive long simulation times, these circuit simulation results were obtained by using only 16384-point 

FFTs. Since the signal bandwidth is 10MHz, up to 512 frequency bins are included in the calculation of the 

SNDR. The circuit-level simulations have been run to make sure that the modulator is stable across process 

corners and temperatures. Table 5.8 summarizes the SNDR of the modulator obtained from circuit simulations 
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in typical, fast and slow process corners and at the room, low and high temperatures. The SNDR is in range 

from 74.5dB at SS and -40°C temperature to 75.9dB at FF and 120°C temperature. 

 

Table 5.8: Summarized CTTI ΔΣ modulator’s circuit simulation results. 

Process Corners Temperature(°C) SNDR(dB) 

TT 27 75.3 

FF -40 75.1 

FF 120 75.9 

SS -40 74.5 

SS 120 74.7 
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Figure 5.29: Output spectrum of the CTTI ΔΣ modulator in TT corner and 27°C temperature. 

 

     The output spectrum obtained from the circuit simulation at TT corner and 27°C temperature is shown in 

Figure 5.29. It can be seen that big tones reside at around the half clock frequency, 160MHz (Nyquist 

frequency). Those tones are images and they are created due to utilizing the time-interleaving technique in 

the modulator. Those tones are dangerous because they will fold back the out-of-band noise into the band of 
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interest and hence increase the in-band noise floor. The image tone located at 0.5�P�v − ��T has -35.3dB 

amplitude and should be attenuated enough in the decimation filter following this modulator. 

     The current consumption of the major blocks acquired from the circuit simulation in TT corner and 27’C 

temperature was summarized in Table.5.9. The total current consumption of the CTTI ΔΣ modulator in this 

process corner is 50.95mA. The ADCs consume more current than other circuit blocks in the modulator.  

 

Table 5.9: Summarized current consumption of each block of the CTTI ΔΣ modulator. 

Circuit Current Consumptiom (mA) 

Opamps 11.08 

DACs 10.02 

ADCs 17.6 

Summation Circuits 4.15 

Biasing Circuit 0.6 

Digital 7.5 

Total 50.95 

 

 

 

5.13 Layout Considerations and Post-layout Simulation 

     The 3
rd

-order CTTI ΔΣ modulator is essentially a mixed signal system including a 3
rd

-order CT loop filter. The 

3
rd

-order CTTI ΔΣ modulator has three active-RC integrators, two quantizers, ten DACs, the biasing circuit and 

two summation circuits. It also has purely digital blocks such the Error Correction block, the output 

multiplexer, the clock generator and clock buffers. To achieve a linear and a high resolution modulator, a 

great deal of caution should be taken in the layout design to reduce the effect of mismatch, parasitic and 

digital noise coupling to analog blocks. 

     Post-layout simulations were then run to ensure that the circuit was still operating according to the pre-

layout simulations. Table 5.10 presents a summary of specifications of three integrators such UGBW and PM 

after running pre-layout and post-layout AC simulation in TT 27°C, FF 120°C and SS -40°C. As can be seen the 
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UGBW and PM of the integrators after running post-layout simulations are reduced in comparison to the pre-

layout simulation results. 

 

Table 5.10: Summarized integrators’ pre-layout and post-layout circuit simulation results. 

 Corner Pre-layout Post-layout 

UGBW(MHz) PM(deg) UGBW(MHz) PM(deg) 

 

First Integrator 

TT 27°C 971 77.7 842 68.5 

FF 120°C 1171 75.2 1007 67.2 

SS -40°C 820 78.7 820 68.7 

 

Second Integrator 

TT 27°C 1010 79.7 868 69.7 

FF 120°C 1213 76.1 1036 67.6 

SS -40°C 855 81.5 741 70.5 

 

Third Integrator 

TT 27°C 866 90.5 816 83.8 

FF 120°C 1044 87.0 975 80.9 

SS -40°C 735 92.4 696 85.3 

 

     Post-layout simulations were run for the whole modulator and it was simulated across corners and 

temperatures. Table 5.11 summarizes the SNDR of the modulator obtained from post-layout and pre-layout 

simulations. SNDR is in the range from 73.8dB at SS and -40°C temperature to 75.7dB at FF and 120°C 

temperature. As can be seen, SNDRs of the post-layout simulations have been dropped something between 

0.2dB to 0.7dB in comparison to the pre-layout simulations.   

 

Table 5.11: Summarized CTTI ΔΣ modulator’s pre-layout and post-layout circuit simulation results. 

Process Corners Temperature(°C) Pre-layout Post-layout 

SNDR(dB) SNDR(dB) 

TT 27 75.3 74.8 

FF -40 75.1 74.9 

FF 120 75.9 75.7 

SS -40 74.5 73.8 

SS 120 74.7 74.1 
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5.14 Figure of Merit (FOM) 

     To find the optimal ΔΣ modulator implementation with respect to a minimal power consumption for a 

given modulator resolution (F bit) and signal bandwidth (&;), a Figure of Merit is introduced. The fundamental 

equation employed in this approach is [1]: 

�6¹ = -2;2&; 
(5.39) 

Where -, F and &;  are the power consumption of the modulator, the number of bits of the quantizer and the 

signal bandwidth of the modulator respectively. The �6¹I were calculated for all modulators presented in 

Table 1.1 and also for the 3
rd

-order CTTI ΔΣ modulator designed in this PhD research. The results are 

illustrated in Table 5.12 as follows: 

 

Table 5.12: Performance summary and resulting �6¹ according (5.21) of most recently published high-bandwidth         

ΣΔ modulators.  

Paper CMOS 

Technology 

Topology Clock 

Frequency (MHz) 

SNDR 

(dB) 

Bandwidth 

(&;)(MHz) 

Power 

(-)(mW) 

Number of 

Bits (F) 

�6¹ 
så� 

[3] 0.13�� 1-2 Cascaded DT 160 50 20 87 4 136 

[4] 0.18�� 2-2 Cascaded CT 160 57 10 122 4 381 
[5] 0.18�� 5

th
 order CT 200 72 12.5 200 4 500 

[6] 0.13�� 4
th

 order CT 300 64 15 70 4 146 

[7] 0.18�� 3
rd

 order CTTI 200 49 20 103 4 160 
[8] 90	� 5

th
 order CT 400 52 10 7 1 175 

[9] 0.13�� 3
rd

 order CT 950 72 10 40 5 62.5 

[10] 0.18�� 3
rd

 order CT 640 66 10 7.5 1 187 
[11] 0.13�� 3

rd
 order CT 640 74 20 54 4 84 

[12] 0.25�� Complex CT 320 53.5 20 32 3 100 

[13] 0.13�� 2
nd

 order CT 640 51.4 20 6 2 37.5 
[14] 90	� 2

nd
 order CT 340 77 20 56 4 87.5 

[15] 0.13�� 3
rd

 order CT 900 78 20 87 5 68 

[16] 0.18�� 3
rd

 order CT 320 74 10 36 4 112.5 
[17] 0.18�� 5

th
 order CT 320 83.69 5 19.8 4 124 

[67] 0.13�� 3
rd

 order CT 640 75.3 10 7.2 4 22.5 

[57] 28	� 3
rd

 order CT 640 70.1 20 6 4 9.5 

This 

work 

90	� 3
rd

 order CTTI 320 75 10 87 4 271 
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5.15 Conclusion 

     In this chapter, the circuit design and simulation results of the 3
rd

-order two-path CTTI ΔΣ modulator have 

been presented. The CTTI ΔΣ modulator has been designed through the use of 90nm TSMC CMOS technology 

with supply of 1.8V for analogue part and 1.2V for digital part. The operating frequency of all blocks except for 

the output multiplexer is 160MHz but the output multiplexer operates at 320MHz clock rate. Active-RC 

integrators are used in this modulator and a tuneable capacitor array is used for each integrator to tune up 

the RC time constant of the integrator. Three two-stage miller-compensated opamps have been utilized for 

the first, the second and the third integrator. Ten 4-bit current-steering DACs have been designed to operate 

at 160MHz with NRZ pulses. 

     The CTTI ΔΣ modulator has two flash ADCs. The first ADC has 5-bit resolution and 31 comparators and the 

second ADC has 4-bit resolution and 15 comparators. Each comparator has a preamplifier and two latches. To 

reduce the probability of the metastable mode in the comparator, the second latch is added and followed the 

first latch.  

     Finally, the pre-layout and post-layout simulation results of the whole CTTI ΔΣ modulator at 320MHz clock 

frequency across process corners and temperatures have been presented.  
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Chapter 6:     Conclusion and Future Work 

 
 

6.1 Conclusion Remarks: 

      The main motivation of this PhD research was to develop the time-Interleaving techniques for CT ΔΣ 

modulators. As explained previously, one of the restricting issues was the delayless feedback path problem. A 

novel technique has been proposed and reported in the thesis which substancially resolves this issue by 

inducing an error to the analog domain and corrects this error in the digital domain. To verify this method a 

3
rd

-order two-path CTTI ΔΣ modulator with an OSR of 16 has been design using Cadence Virtuoso and 90nm 

CMOS TSMC technology.  

     The study resulted in six publications listed below: 

1. J. Talebzadeh, and I. Kale, “Time-Interleaved Delta-Sigma Modulators” World Intellectual Property 

Organization WO2015/144771A1 Patent, 2015. 

2. J. Talebzadeh, and I. Kale, “A Novel Two-Channel Continuous-Time Time-Interleaved 3rd-order Sigma-

Delta Modulator with Integrator-Sharing Topology,” IET, The Oxford Circuits and Systems Conference 

(OXCAS), September 2017, Oxford, UK. 

3. J. Talebzadeh, I. Kale, “A 28mW 320MHz 3
rd

–order Continuous-Time Time-Interleaved Delta-Sigma 

Modulator with 10MHz Bandwidth and 12 Bits of Resolution,” IEEE 7
th

 International Conference on 

Circuits and Simulations (ICCSS), July 2017, London, UK. 

4. J. Talebzadeh, I. Kale, “A general formula for impulse-invariant transformation for continuous-time 

Delta-Sigma Modulators,” IEEE 13
th

 Conference on Ph.D. Research in Microelectronics and Electronics 

(PRIME), June 2017, Giardini Naxos, Italy. 

5. J. Talebzadeh, and I. Kale, “Design and Simulation of a 3rd-order Discrete-Time Time-Interleaved 

Delta-Sigma Modulator with Shared Integrators between Two Paths” IEEE Iranian Conference on 

Electrical Engineering (ICEE), May 2017, Tehran, Iran. 
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6.  J. Talebzadeh, and I. Kale, “Design of a Delayless Feedback Path Free 2nd-order Two-Path Time-

Interleaved Discrete-Time Delta-Sigma Modulator- a New Approach” IEEE 1
st
 Conference on PhD 

Research in Microelectronics and Electronics Latin America (PRIME-LA), February 2017, Bariloche, 

Argentina. 

In addition to the already published papers and patent, four more papers have been written which the first 

and second ones are the extended versions of the papers presented in PRIME-LA and OXCAS conference and 

were invited to be submitted to Advances in Science, Technology and Engineering Systems Journal and 

Springer Journal of Analog IC and Signal Processing respectively. 

1) J. Talebzadeh, I. Kale, “Design of a delayless feedback path free 2
nd

-order two-path time-interleaved 

discrete-time delta-sigma modulator- a new approach,” Advances in Science, Technology and 

Engineering Systems Journal (ASTESJ).  

2) J. Talebzadeh, I. Kale, “A Novel Two-Channel Continuous-Time Time-Interleaved 3rd-order Sigma-

Delta Modulator with Integrator-Sharing Topology,” Springer Journal of Analog IC and Signal 

Processing. 

3) J. Talebzadeh, and I. Kale, “A General Formula for Impulse-Invariant Transformation for Continuous-

Time Delta-Sigma Modulators with an Arbitrary DAC Waveform,” 

4) J. Talebzadeh, and I. Kale, “A 2-1 Cascaded Time-Interleaved Delta-Sigma Modulator,” 

5) J. Talebzadeh, and I. Kale, “Comparison of the Impulse Invariant Transformation with the Modified Z-

Transformation methods for converting DT to CT DS Modulators,” 

 

The main accomplishments of the thesis on a chapter-by-chapter basis can be summarized as follow: 

     Chapter 1 is dedicated to explaining the motivation of this PhD research and presenting a table of the 

recently published high-band width ΔΣ modulators and summarizing the novelty and performance benefits. 
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     In chapter 2, the concept of noise shaping, DT-to-CT conversion, CT ΔΣ modulators, Impulse Invariant 

Transformation, Z-Transform are presented along with some design examples. In this chapter a general 

formula for converting nth-order DT ΔΣ modulator to an nth-order equivalent CT ΔΣ modulator is presented. 

     In chapter 3, first a 3
rd

-order DTTI ΔΣ modulator with one set of integrators is derived using time domain 

equations and then it is converted to an equivalent 3rd-order CTTI ΔΣ modulator. The delayless feedback path 

problem is discussed in this chapter. The novel method to solve this issue is proposed and compared with 

other methods. 

     In chapter 4, The MATLAB simulation results for the 3
rd

-order CTTI ΔΣ modulator with proposed method are 

presented in this chapter.  

     In chapter 5, the circuit design of the 3
rd

-order two-path CTTI ΔΣ modulator is presented. The modulator 

has been designed using Cadence Virtuoso and 90nm CMOS TSMC technology with power supply of 1.8V for 

analogue and 1.2V for digital part.   

  

 6.2 Future Work: 

     The proposed CTTI ΔΣ modulator can be utilized in WIFI and wireless communication applications has a 

very good potential to operate at higher frequencies if newer technologies like 16nm technology with Finfet 

transistor is utilized. The number of paths can be easily increases to four or eight but it makes the design a bit 

complicated and needs a team of designers to implement it. 

     In this PhD research, 1.8V devices have been used which the minimum length for these transistors 

is 280	�. If 1.2V devices are used for the future project or the research then the minimum length for low-

voltage devices is 100	 and the transistor width can be reduced by the ratio of 100	 280	�⁄ = 1/2.8. The 

parasitic capacitors are reduced by the ratio of 2.8 × 2.8 ≅ 7.85. Therefore, a ΔΣ modulator with higher 

sampling frequency can be implemented. Another advantage of using low-voltage device is that the power 

consumption will be reduced by the ratio of 1.2 1.8⁄ = 0.67 in the case the current consumption remains the 

same. 
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     In this thesis a general formula is presented for a CT-to-DT conversion through the Impulse Invariant 

Transformation for CT ΔΣ modulators with rectangular DAC waveforms to map an nth-order DT ΔΣ modulator 

to an nth-order equivalent CT one. This formula can be expanded to cover any arbitrary DAC waveforms in CT 

ΔΣ modulators. 

     As explained in chapter 2, there are two methods to convert a DT ΔΣ modulator to an equivalent CT ΔΣ 

modulator, the modified z-transform and the Impulse Invariant Transformation; it can be shown that these 

two transformations conceptually are different but mathematically they result in the same CT ΔΣ modulator.  
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Appendix A: 
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Figure A.1: a 4
th

-Order Two-Path DTTI ΔΣ Modulator. 
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Figure A.2: a 3
rd

-Order Four-Path DTTI ΔΣ Modulator. 
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Appendix B: 

 

B.1 CT to DT Conversion: 
 

     A DT ΔΣ modulator and a CT ΔΣ modulator are shown in Figure B.1, and are said to be equivalent when 

their quantizer inputs are equal at the sampling instants. 

O
	� = OP
Q�|RSTU    for all n (1) 
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Figure B.1: The block diagrams of a) The DT ΔΣ modulator and b) The CT ΔΣ modulator. 

 

Where O
	� and OP
	�� are the quantizer inputs of the DT and CT ΔΣ modulators and � is the clock period of 

the ΔΣ modulators. This condition would be fulfilled if the impulse responses of the open-loop filter of the CT 

and DT ΔΣ modulators were equal at the sampling times. As a result (1) translates directly into (2): 

� ��V�WXYZ
���W
��[ = � ��V7
I��P
I�[\RSTU (2) 

 

Because �WXYZ
�� = 1, equation (2) can be simplified to give (3):  

 

� ��V�W
��[ = � ��V7
I��P
I�[|RSTU (3) 

 

The transformation in (3) is the well-known impulse-invariant transformation where � ��, � ��, 7
I�, �W
�� 

and �P
I� represent the inverse z-transform, the inverse Laplace transform, the CT DAC transfer function, the 

DT and the CT loop filters respectively [1][4]. Depending on the output waveform of the CT DAC, there would 

be an exact mapping between the DT and the CT ΔΣ modulators. The popular feedback-DAC waveforms have 

rectangular shapes. The time and frequency (Laplace) domain responses of these waveforms are: 



 106

 ]
j,k�
Q� = a1, h� ≤ Q ≤ i�, 0 ≤ h, i ≤ 10, dQℎ�]fgI�  
(4) 

 

7
I� = ��jU' − ��kU'I  
(5) 

     In the cases where i > 1 the DAC equation is divided into two parts as expressed by (6) and the z-domain 

equivalents of each part is calculated separately.  

]
j,k�
Q� = ]
j,��
Q� + ]
E,k�
Q − �� (6) 

 

     In order to derive the equivalent z-domain transfer function of CT ΔΣ modulators with rectangular DAC 

waveforms, we shall start with the 1
st

 order s-domain term. Equation (7) is derived by substituting (5) and the 

1
st

 order s-domain term into (3) as follows.  

��W
�� = � V� �� 0��jU' − ��kU'I! 2~RSTU[ 
(7) 

 

An auxiliary variable λ is deployed to derive a general formula step by step. Equation (8) is equal to (7) when 

λ = 0 : 

��W
�� = � V� �� 0��jU' − ��kU'
I − λ�! 2~RSTU[~
λSE = ��
��æ

λSE
 

 

(8) 

 

By using the Laplace transform properties, (8) leads to (9) where ®
Q� represents a step function: 

 ��
�� = � ç�λR
��jλR
Q − h��®
Q − h�� − ��kλR
Q − i��®
Q − i���\RSTUè  

(9) 

The continuous time variable Q in (9) is replaced with 	� in (10).  

 ��
�� = � ç�λTU
��jλU
	� − h��®
	� − h�� − ��kλU
	� − i��®
	� − i���\RSTUè  

(10) 
 

The z-transform of (10) is expressed by (11) which results in (12). 
 

��
�� = � � �λTU
��jλU
	 − h� − ��kλU
	 − i����TJ�
TS�  

 

(11) 

 

By doing some algebra and using the z-transform conversion, it is shown that equation (11) leads to equation 

(19) step-by-step through the use of equations (12) to (18) as follows: 
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��
�� = � � �λTUé���jλU − ��kλU�	 + �−h��jλU + i��kλU�ê��TJ�
TS�  

 

 

(12) 

��
�� = � � �λTUé���jλU − ��kλU�	ê��TJ�
TS� + � � �λTUé�−h��jλU + i��kλU�ê��TJ�

TSE  

 

 

(13) 

��
�� = � ë���jλU − ��kλU� Ü−� 44� 0 �λU� − �λU2Ýì + � ��−h��jλU + i��kλU� �λU� − �λU� 

 

 

(14) 

��
�� = � ����jλU − ��kλU� �λU�
� − �λU�! + �−h��jλU + i��kλU� �λU� − �λU� 

 

 

(15) 

��
�� = � ����jλU − ��kλU� �λU�� − �λU + �λU�
� − �λU�! + �−h��jλU + i��kλU� �λU� − �λU� 

 

 

(16) 

��
�� = � ����jλU − ��kλU� �!λU
� − �λU�! + ���jλU − ��kλU� �λU� − �λU
+ �−h��jλU + i��kλU� �λU� − �λU� 

 

 

(17) 

��
�� = � ���
!�j�λU − �
!�k�λU�
� − �λU�! + �
��j�λU − �
��k�λU� − �λU + −h�
��j�λU + i�
��k�λU� − �λU � 

 

 

(18) 

��
�� = � ���
!�j�λU − �
!�k�λU�
� − �λU�! + 
1 − h��
��j�λU − 
1 − i��
��k�λU� − �λU � 

 

 

(19) 

 

It can be proved that (19) can be obtained by calculating the 1
st

 derivative with respect to the variable λ of 

equation (20). 

 

��
�� = zzλ0�
��j�λU − �
��k�λU� − �λU 2 
 

(20) 

 

By substituting λ = 0 into (19) the z-domain equivalent of the 1
st

 order s-domain term is expressed by (21). 

 ��W
�� = � :i − h� − 1< 
(21) 

 

     The z-domain equivalent of the 2
nd

 order s-domain term is derived by repeating all steps in the process 

mentioned above as follows. 
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�!W
�� = � V� �� 0��jU' − ��kU'I= 2~RSTU[ 
(22) 

 

An auxiliary variable λ is deployed to derive a general formula step by step. Equation (23) is equal to (22) 

when λ = 0 : 

�!W
�� = � V� �� 0��jU' − ��kU'
I − λ�= 2~RSTU[~
λSE = �!
��æ

λSE
 

(23) 

 

By using the Laplace transform properties, (23) leads to (24). 

�!
�� = � w�λR
��jλR2 
Q − h��!®
Q − h�� − ��kλR2 
Q − i��!®
Q − i���~RSTU} 
(24) 

 

The z-transform of (24) is given by (25). 

�!
�� = �!2 � �λTU
��jλU
	 − h�! − ��kλU
	 − i�!���TJ�
TS�  

(25) 
 

 

 

 

By doing some algebra and using the z-transform conversion, it is shown that equation (25) leads to equation 

(29) step-by-step through the use of equations (26) to (28) as follows: 

�!
�� = �!2 � �λTUé���jλU − ��kλU�	! − 2�h��jλU − i��kλU�	 + �h!��jλU − i!��kλU�ê��TJ�
TS�  

(26) 

�!
�� = �!2 ë���jλU − ��kλU� Ü−� 44� 0 ��λU
� − �λU�!2Ý − 2�h��jλU − i��kλU� 0 ��λU
� − �λU�!2
+ �h!��jλU − i!��kλU� �λU� − �λUì 

(27) 

�!
�� = �!2 ���
��j�λU − �
��k�λU� 0 �! + ��λU
� − �λU�!2 − 2�h��jλU − i��kλU� 0 ��λU
� − �λU�!2
+ �h!��jλU − i!��kλU� �λU� − �λU� 

(28) 
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�!
�� = �!2 w
1 − h�!�
��j�λU − 
1 − i�!�
��k�λU
� − �λU� + 
3 − 2h��
!�j�λU − 
3 − 2i��
!�k�λU
� − �λU�!

+ 2�
=�j�λU − 2�
=�k�λU
� − �λU�= } 

(29) 

The 2
nd

 derivative of equation (30) with respect to the variable λ is equal to (29). 

 

�!
�� = 12 z!
zλ! 0�
��j�λU − �
��k�λU� − �λU 2 

(27) 

 

Substituting λ = 0 into (29) gives (31) which is the z-domain equivalent of the 2
nd

 order s-domain term. 

 

�!W
�� = �! [i
i − 9� − h
h − 9�]� + 
i! − h!�2
� − 1�!  
(31) 

 

        Finally, the above-mentioned process is performed all over again for the 3
rd

 and 4
th

 order s-domain terms 

which are listed in Table B.1. To obtain the kth order s-domain term, the impulse-invariant transformation is 

written in (32).   

 �vW
�� = � V� �� í.îï¿%�.îÁ¿%'ðñ� òóRSTU[ 
(32) 

 

By utilizing the Laplace transform properties, (32) leads to (33). 

�!
�� = � w�λR
��jλRx! 
Q − h��v®
Q − h�� − ��kλRx! 
Q − i��v®
Q − i���~RSTU} 
(33) 

 

The z-domain equivalent for the kth order s-domain function is expressed by (34) where x represents the 

order of the s-domain term. 

�vW
�� = ô 1x! zv
zλv 0�
��j�λU − �
��k�λU� − �λU 2õö

λSE
 

 

(34) 

 

     The z-domain equivalent for the 1
st

 to 4
th

 and the general kth order s-domain terms for a rectangular DAC 

waveform are presented in Table B.1.    
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     One popular method to compensate the excess loop delay in CT ΔΣ modulators is to deploy negative 

feedback from the output of the DACs to the input of their quantizers. The z-domain equivalent of this 

feedback 
�P
I� = 1� is developed and given by (36) as follows. 

�EW
�� = � w� �� 0��jU' − ��kU'I 2~RSTU}  = �
®
	� − h�� − ®
	� − i�����TJ�
TSE  

 

 

(35) 

�EW
�� = ®
−h�� − ®
−i�� + 
®
� − h�� − ®
� − i������ (36) 
 

     One popular rectangular DAC waveform is the NRZ one. The z-domain equivalent of the NRZ DAC with 

h = �W and i = 1 + �W is calculated from (36) and is given by (37). 

�EW
�� = ��� (37) 
 

 

Table B.1: The CT-to-DT transformation for rectangular DAC waveforms.  

s-domain z-domain equivalent for a rectangular DAC waveform 

Proposed Formulas Formulas in [1] 1 [®
−h�� − ®
−i��] + [®
� − h�� − ®
� − i��]  1I� 

 

�E� − 1 �E = i − h 

�E� − 1 �E = i − h 1I!�! 

 

��� + �E
� − 1�! 

�E = 12 
i! − h!� 

�� = 12 
i
2 − i� − h
2 − h�� 

��� + �E
� − 1�! 

�E = 12 
i! − h!� 

�� = 12 
i
1 − i� − h
1 − h�� 1I=�= 

 

�!�! + ��� + �E
� − 1�=  

�E = 16 
i= − h=� 

�� = − 13 
i= − h=� + 12 
i! − h!� + 12 
i − h� 

�! = + 16 
i= − h=� − 12 
i! − h!� + 12 
i − h� 

�!�! + ��� + �E
� − 1�=  

�E = 16 
i= − h=� 

�� = − 13 
i= − h=� + 12 
i! − h!� + 12 
i − h� 

�! = − 16 
i= − h=� − 12 
i! − h!� + 12 
i − h� 1Iu�u 

 

�=�= + �!�! + ��� + �E
� − 1�=  

�E = 124 
iu − hu� 

�� = − 18 
iu − hu� + 16 
i= − h=� + 14 
i! − h!� + 16 
i − h� 

�! = + 18 
iu − hu� − 13 
i= − h=� + 23 
i − h� 

�= = − 124 
iu − hu� + 16 
i= − h=� − 14 
i! − h!� + 16 
i − h� 

�=�= + �!�! + ��� + �E
� − 1�=  

�E = 124 
iu − hu� 

�� = − 18 
iu − hu� + 16 
i= − h=� + 14 
i! − h!� + 16 
i − h� 

�! = + 18 
iu − hu� − 13 
i= − h=� + 23 
i − h� 

�= = − 124 
iu − hu� + 16 
i= − h=� − 14 
i! − h!� + 16 
i − h� 1Iv�v 

 

1�vx! zvzλv 0�
��j�λU − �
��k�λU� − �λU 2~
λSE 

 

 

     The newly derived z-domain equivalent formulas can be compared with the formulas in [1] which both are 

illustrated in Table B.1. The results of this comparison indicate that �� in 2
nd

-order term and �! in 3
rd

-order 



 111

term are entirely different. The comparison can be done between the newly mentioned formulas and the 

ones presented in [22] which show �� in 3
rd

-order term are not the same. What is surprising is that even z-

domain equivalent formulas in [22] and [1] are not identical and �� in 2
nd

-order term and �� and �! in 3
rd

-

order term are completely different. 

 

B.2 DT to CT Conversion: 
 

     In order to find the s-domain equivalent of the z-domain terms, Table B.1 is utilized. The 1
st

 order z-domain 

term of (38) is converted to the s-domain which is expressed by (39) [1].  

��W
�� = 1� − 1 
(38) 

��P
I� = xEI  
(39) 

The z-domain equivalent of (39) is given by (40).  

 

��W
�� = � �� �� ô:xEI < ��jU' − ��kU'I õö
RSTU

� = xE i − h�'
� − 1�  (40) 

The equation (40) must be equal to (38) to find the xE coefficient as follows: 

 xE i − h�'
� − 1� = 1� − 1      =>     xE = �'i − h 
(41) 

                                       

Where �' represents the sampling frequency of the modulator. The 2
nd

 order z-domain term of (42) has the s-

domain term similar to what is expressed by (43) [1]. 

 �!W
�� = 1
� − 1�! 
(42) 

�!P
I� = x�I + xEI! = x�I + xEI! 
(43) 

The z-domain equivalent of (43) is found once again by using Table B.1.  
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�!W
�� = � �� �� ô:x�I + xEI!< ��jU' − ��kU'I õö
RSTU

�
= x��
i − h�� − 1 + xE�!é�i
2 − i� − h
2 − h��� + 
i! − h!�ê2
� − 1�!   

(44) 

The equation (44) must be equal to (42) in order to find the  x� and xE coefficients as follows: 

 x��
i − h�� − 1 + xE�!é�i
2 − i� − h
2 − h��� + 
i! − h!�ê2
� − 1�! = 1
� − 1�!      
 

=>  
÷øù
øú xE = �'!i − h

x� = �!2 h + i − 2i − h
               

                                                                                                       

(41) 

  

     Similarly all the above-mentioned steps are performed again for the 3
rd

 and 4
th

 z-domain terms and their s-

domain equivalents are listed in Table B.2 [1][22]. 

 

Table B.2: The DT-to-CT transformation for rectangular DAC waveforms [1]. 

z-domain s-domain equivalent for a rectangular DAC waveform 1� − 1 
xEI                                          xE = �'i − h 

1
� − 1�! 
x�I + xEI!                                  xE = �'!i − h         x� = �'2 h + i − 2i − h    

1
� − 1�= 
x!I! + x�I + xEI=                   xE = �'=i − h         x� = �'!2 h + i − 3i − h         
x! = �'12 i
i − 9� + h
h − 9� + 4hi + 12i − h  

1
� − 1�u 
x=I= + x!I! + x�I + xEIu   xE = �'ui − h          x� = �'=2 h + i − 4i − h    
x! = �'!12 i
i − 12� + h
h − 12� + 4hi + 22i − h  

x= = �'12 i!
h − 2� + h!
i − 2� + 11
h + i� − 8hi − 12i − h  
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Appendix C: Layout 

 

 
Figure C.1: The Layout of the first integrator. 

 

 
Figure C.2: The Layout of the second integrator. 
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Figure C.3: The Layout of the third integrator. 
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Figure C.4: The Layout of the ADC1. 
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Figure C.5: The Layout of the ADC2. 
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Figure C.6: The Layout of the DAC1. 

 

 
 

Figure C.7: The Layout of the DAC2. 
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Figure C.8: The Layout of the DAC3. 

 

 
 

Figure C.9: The Layout of the DAC4. 
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Figure C.10: The Layout of the DAC5. 

 

 
 

Figure C.11: The Layout of the DAC6. 
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Figure C.12: The Layout of the DAC7. 

 

 
 

Figure C.13: The Layout of the DAC8. 

 

 
 

Figure C.14: The Layout of the DAC9. 
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Figure C.15: The Layout of the DAC10. 

 

 
 

Figure C.16: The Layout of the clock generator and buffer. 
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Figure C.17: The Layout of the digital block. 

 

 
 

Figure C.18: The Layout of the multiplexer. 
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Appendix D: MATLAB Files and Simulink Models 

 
     The following MATLAB file is used to simulate the 3

rd
-order CTTI ΔΣ modulator. It calls a Simulink file which 

has been shown in Figure 4.1 and 4.2 and assigns all the modulator parameters into it then it plots the output 

spectrum and measures SNDR of the modulator. 

 
clear all;  
clc; 
close all; 
format long; 
 

% H = synthesizeNTF(3,8,0,3.037855262,0); 
% H = synthesizeChebyshevNTF(3,8,0,2.83321215,0); 
% H = synthesizeChebyshevNTF(3,8,0,4,0); 
% [num1,den1]=tfdata(H,'v'); 

  
num1=[1    -3     3    -1]; 
den1=[1  -0.999999999272257   0.527864044503167  -0.105572808885268]; 
c=den1(2)+3 
b=(den1(3)+2*c-3)/c 
a=(den1(4)+b*c-c+1)/(b*c) 

  
c=2; 

  
Fs=1; 
OSR=16; 
Fb=Fs/(2*OSR); 
N=2^15; 
Nb=floor((N*Fb)/Fs); 
ain=0.7; 
Ni=1001; 
Fin=(Ni/(N))*Fs; 
k=1; 
g=3.9e-3; 
B=0.125; 
td_norm=0.5; 
m1=1-td_norm; 
m=m1; 

  
fc1 = 1; 
fc2 = 1; 
fc3 = 1+a*(1-2*m); 
fc4 = 1+a*(2-2*m); 
fc5 = a*b*(2*m^2-m-(1/6))  +b*(1-2*m)+1; 
fc6 = a*b*(2*m^2-3*m+(5/6))+b*(2-2*m)+1; 
fc7 = a*b*c*(-(2/3)*m^3+(1/2)*m^2+(1/6)*m)+b*c*(m^2-m)+c*(1-m); 
fc8 = a*b*c*(-(2/3)*m^3+(3/2)*m^2-(5/6)*m)+b*c*(m^2-2*m+1)+c*(1-m); 
fc9 = a*b*c*(-(2/3)*m^3+(3/2)*m^2-(5/6)*m)+b*c*(m^2-2*m+1)+c*(1-m); 
fc10= a*b*c*(-(2/3)*m^3+(5/2)*m^2-(17/6)*m+1)+b*c*(m^2-3*m+2)+c*(1-m); 

  
fc=[fc1 fc2 fc3 fc4 fc5 fc6 fc7 fc8 fc9 fc10] 
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if td_norm==0 
    td=0; % used in the delay block inside the simulink file 
else      
    td=1;  
end; 

  
sim('TI2CT3NRZ_original_scl_2'); 
L=length(y); 
out=y(L-2*N:L); 

     
[out,OUT] = myFFT(out,hann(2*N+1)',2*N+1,16,2*N); 
snr    = calculateSNR1(OUT(3:2*Nb+1)')  
q=dbv(OUT); 
q=q-q(Ni+1); 

   
figure(1) 
f=0:10e6/(2*Nb):10e6; 
semilogx(f,q(1:2*Nb+1)) 
legend('CTTI DS with ELD compensation') %,'my method DT','my method CT 1','my 

method CT 2' ) 
xlabel('Frequency') 
ylabel('output spectrum') 

  
[max(abs(y1s)) max(abs(y2))] 

  

---------------------------------------------------------------------------------------------------- 
function [x,X] = myFFT(x,Window,N,nlev,nfft) 
if length(x)>N, 
x      = x(end-N+1:end); 
end 
X      = fft(x.*Window',nfft)/(N*(nlev/2)/4); 

---------------------------------------------------------------------------------------------------- 
% A 16-level quantizer with 15 comparators 

 
function out = quan4bit(vi) 

  
vref=1; 
LSB=2*vref/16; 

  
%inserting random offset 
o2=zeros(1,15); 

  
% Digitize input 
if       vi>= +7*LSB+o2(15)                        , y=+7;   
elseif   vi>= +6*LSB+o2(14) &  vi<  +7*LSB+o2(15)  , y=+6;   
elseif   vi>= +5*LSB+o2(13) &  vi<  +6*LSB+o2(14)  , y=+5;   
elseif   vi>= +4*LSB+o2(12) &  vi<  +5*LSB+o2(13)  , y=+4;   
elseif   vi>= +3*LSB+o2(11) &  vi<  +4*LSB+o2(12)  , y=+3;   
elseif   vi>= +2*LSB+o2(10) &  vi<  +3*LSB+o2(11)  , y=+2;   
elseif   vi>= +1*LSB+o2(9)  &  vi<  +2*LSB+o2(10)  , y=+1;   
elseif   vi>=  0*LSB+o2(8)  &  vi<  +1*LSB+o2(9)   , y= 0;   
elseif   vi>= -1*LSB+o2(7)  &  vi<   0*LSB+o2(8)   , y=-1;   
elseif   vi>= -2*LSB+o2(6)  &  vi<  -1*LSB+o2(7)   , y=-2;   
elseif   vi>= -3*LSB+o2(5)  &  vi<  -2*LSB+o2(6)   , y=-3;   
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elseif   vi>= -4*LSB+o2(4)  &  vi<  -3*LSB+o2(5)   , y=-4;   
elseif   vi>= -5*LSB+o2(3)  &  vi<  -4*LSB+o2(4)   , y=-5;   
elseif   vi>= -6*LSB+o2(2)  &  vi<  -5*LSB+o2(3)   , y=-6;   
elseif   vi>= -7*LSB+o2(1)  &  vi<  -6*LSB+o2(2)   , y=-7;   
else     y=-8; 
end;   
out=y; 

 

---------------------------------------------------------------------------------------------------- 
% A 32-level quantizer with 31 comparators 

 
function out = quan5bit(vi) 

  
vref=1; 
LSB=2*vref/32; 

  
%inserting random offset 
o1=zeros(1,31); 

  
% Digitize input 
if       vi>= +15*LSB+o1(31)                        , y=+15;   
elseif   vi>= +14*LSB+o1(30) &  vi< +15*LSB+o1(31)  , y=+14;   
elseif   vi>= +13*LSB+o1(29) &  vi< +14*LSB+o1(30)  , y=+13;   
elseif   vi>= +12*LSB+o1(28) &  vi< +13*LSB+o1(29)  , y=+12;   
elseif   vi>= +11*LSB+o1(27) &  vi< +12*LSB+o1(28)  , y=+11;   
elseif   vi>= +10*LSB+o1(26) &  vi< +11*LSB+o1(27)  , y=+10;   
elseif   vi>= +9 *LSB+o1(25) &  vi< +10*LSB+o1(26)  , y=+9;   
elseif   vi>= +8 *LSB+o1(24) &  vi< +9 *LSB+o1(25)  , y=+8;   
elseif   vi>= +7 *LSB+o1(23) &  vi< +8 *LSB+o1(24)  , y=+7;   
elseif   vi>= +6 *LSB+o1(22) &  vi< +7 *LSB+o1(23)  , y=+6;   
elseif   vi>= +5 *LSB+o1(21) &  vi< +6 *LSB+o1(22)  , y=+5;   
elseif   vi>= +4 *LSB+o1(20) &  vi< +5 *LSB+o1(21)  , y=+4;   
elseif   vi>= +3 *LSB+o1(19) &  vi< +4 *LSB+o1(20)  , y=+3;   
elseif   vi>= +2 *LSB+o1(18) &  vi< +3 *LSB+o1(19)  , y=+2;   
elseif   vi>= +1 *LSB+o1(17) &  vi< +2 *LSB+o1(18)  , y=+1;   
elseif   vi>=  0 *LSB+o1(16) &  vi< +1 *LSB+o1(17)  , y= 0;   
elseif   vi>= -1 *LSB+o1(15) &  vi<  0 *LSB+o1(16)  , y=-1;   
elseif   vi>= -2 *LSB+o1(14) &  vi< -1 *LSB+o1(15)  , y=-2;   
elseif   vi>= -3 *LSB+o1(13) &  vi< -2 *LSB+o1(14)  , y=-3;   
elseif   vi>= -4 *LSB+o1(12) &  vi< -3 *LSB+o1(13)  , y=-4;   
elseif   vi>= -5 *LSB+o1(11) &  vi< -4 *LSB+o1(12)  , y=-5;   
elseif   vi>= -6 *LSB+o1(10) &  vi< -5 *LSB+o1(11)  , y=-6;   
elseif   vi>= -7 *LSB+o1(9)  &  vi< -6 *LSB+o1(10)  , y=-7;   
elseif   vi>= -8 *LSB+o1(8)  &  vi< -7 *LSB+o1(9)   , y=-8;   
elseif   vi>= -9 *LSB+o1(7)  &  vi< -8 *LSB+o1(8)   , y=-9;   
elseif   vi>= -10*LSB+o1(6)  &  vi< -9 *LSB+o1(7)   , y=-10;   
elseif   vi>= -11*LSB+o1(5)  &  vi< -10*LSB+o1(6)   , y=-11;   
elseif   vi>= -12*LSB+o1(4)  &  vi< -11*LSB+o1(5)   , y=-12;   
elseif   vi>= -13*LSB+o1(3)  &  vi< -12*LSB+o1(4)   , y=-13;   
elseif   vi>= -14*LSB+o1(2)  &  vi< -13*LSB+o1(3)   , y=-14;   
elseif   vi>= -15*LSB+o1(1)  &  vi< -14*LSB+o1(2)   , y=-15;   
else     y=-16; 
end;    
out=y; 

--------------------------------------------------------------------------------------------------- 
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% A 16-level dac 

 
function out = dac4bit(in) 

  
vref=1; 
LSB=2*vref/15; 
out=(in+0.5)*LSB; 

 

---------------------------------------------------------------------------------------------------- 
 
function [X] = dbv(x) 

  
X=20*log10(abs(x)); 
 

---------------------------------------------------------------------------------------------------- 
 
function [snr] = calculateSNR1(X) 

  
N=length(X); 
q=abs(X); 
[s,j]=max(q); 
n=norm([q(1:j-4),q(j+4:N)]); 
snr=20*log10(s/n); 

 

---------------------------------------------------------------------------------------------------- 
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Abstract—this paper presents the design procedure for a 

2nd_order two-path Discrete-Time Time-Interleaved (DTTI) ΔΣ 

modulator from a conventional single-loop 2nd-order Discrete-

Time (DT) ΔΣ modulator through the use of time domain 

equations and time-interleaving concepts [1]. The resulting 

modulator is free from the delayless feedback path and has only 

one set of integrators. The delayless feedback path issue in Time-

Interleaved (TI) ΔΣ modulators is a critical restriction for the 

implementation of TI ΔΣ modulators and is effectively eliminated 

through the use of the approach proposed in this paper. The 

DTTI ΔΣ modulator requires only three op-amps and two 

quantizers both of which work concurrently, in comparison to 

the single-loop DT counterpart that also deploys two op-amps. 

For an OverSampling Ratio (OSR) of 16 and a clock frequency of 

640MHz, our simulation results show a maximum Signal-to-Noise 

Ratio (SNR) for the DTTI ΔΣ modulator to be 70.5dB with an 

input bandwidth of 20MHz which has 15dB improvement in 

comparison to its single-loop, single-path DT counterpart.    

Keywords— Time-Interleaved, ΔΣ modulator, Signal-to-Noise 

Ratio. 

I. INTRODUCTION 

Recent trends in the portable communication industry 
demand both high resolution and low power Analog-to-Digital 
Converters (ADCs). These requirements can be met by 
utilizing ΔΣ modulators which perform analog-to-digital 
conversion for relatively low bandwidth signals. Both the OSR 
and the technology restrict the deployable signal bandwidth of 
ΔΣ modulators. 

Recently wideband applications require the ADCs with 
larger signal bandwidth. In order to increase the signal 
bandwidth the modulator can deal with, a variety of methods 
can be used such as: using higher sampling frequency, 
increasing the order of the modulator and the number of 
quantizer bits. However, each of them has a price and is 
restricted by technology deployed. Using above mentioned 
methods to increase OSR make the design of the modulator 
more complicated and may cause stability problem which 
require to be dealt with carefully. 
One efficient and attractive way to increase the OSR, is to 
consider the time-interleaving approach through which 
parallelism can be incorporated in ADCs in order to increase 
the effective sampling rate [1]-[8]. This approach is a practical 
solution that does not necessitate state of art technologies.  
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However, using straightforward time-interleaving technique for 
ΔΣ modulators results in a bit improvement in SNR 
performance of the whole modulator. As shown in [1] and [2], 
the time-interleaving can be successfully applied to ΔΣ 
modulators. A TI ΔΣ modulator deploys M identical cross-
coupled modulators working concurrently and each running at 
a sampling rate of ��. The effective sampling rate is the same as 
a single-loop ΔΣ modulator which operates at a sampling 
frequency of  ���.  

One set of integrators is shared between two paths in order 
to save power dissipation, silicon area and to eliminate the 
instability arising from DC offset mismatch between indivisual 
integrator sets. 
     This paper is organized as follows. In section II, a 2nd-order 
two-path Discrete-Time Time-Interleaved (DTTI) ΔΣ 
modulator is derived from a 2nd-order conventional DT ΔΣ 
modulator by deploying the time domain equations. In section 
III, the delayless feedback path problem is discussed and our 
proposed solution is presented in detail in this section. In 
section IV, MATLAB simulation results are presented. 
Finally, conclusions are given in section V. 
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Figure 1: A 2nd-order conventional single-loop DT ΔΣ modulator. 

 

II. DERIVATION OF TIME-INTERLEAVED ΔΣ 
MODULATOR 

 
     In order to derive a 2nd-order two-path Discrete-Time 
Time-Interleaved (DTTI) ΔΣ modulator, the time-interleaving 
concept and the time domain equations of its conventional 
single-loop 2nd-order DT ΔΣ modulator counterpart as shown 
in Figure 1, are used [1]. The feedback loop of the DAC is 
assumed ideal and has unity transfer function (����(�) = 1). 
The time-domain equations defining the conventional single-
loop 2nd-order DT ΔΣ modulator can be cast in the following 
way: 
��(2�) = 
�(�)   − 
�(�) + ��(� − 1) (1) 

��(2�) = ���(�) − ��(�) + ��(� − 1) (2) 

�(�)  = �[��(�)] (3) 
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Figure 2: A two-path 2nd-order DTTI ΔΣ modulator with shared integrators and delayless feedback path highlighted. 

 
Where �[. ]  represents the quantization function. 

     In order to derive the DTTI ΔΣ modulator, the time 
domain equations of the single-loop 2nd –order DT ΔΣ 
modulator are written for two consecutive time slots and are 
as (2n)th and (2n+1)th.  
 
��(2�) = 
�(2� − 1)   − 
�(2� − 1) + ��(2� − 1) (4) 

��(2�) = ��(2� − 1)  − ��(2� − 1) + ��(2� − 1) (5) 

�(2�)  = �[��(2�)] (6) 

and 
��(2� + 1) = 
�(2�)   − 
�(2�) + ��(2�) (7) 

��(2� + 1) = ��(2�)   − ��(2�) + ��(2�) (8) 

�(2� + 1)  = �[��(2� + 1)] (9) 

 
A fast demultiplexer is used to distribute the input signal 
�(�) between the two paths/channels. The demultiplexer 
operates at twice the clock frequency of each channel [1]. 
The input �(�) is relabeled as follows: 
 
��(�) = �(2�),   ��(�) = �(2� − 1) (10) 

 
Similarly, the other nodes of the modulator are relabelled: 
 
���(�) = ��(2�), ���(�) = ��(2� − 1) (11) 
���(�) = ��(2�), ���(�) = ��(2� − 1) (12) 
��(�)   = �(2�), ��(�)   = �(2� − 1) (13) 

 
To save power consumption and silicon area the input 
demultiplexer is removed and the input signal �(�) is 
shared between two channels. Therefore equation (10) 
results in (14) as follows: 
 
��(�) = ��(�) = �(�) (14) 

 
The resulting equations are written as equations (15), (16), 
(17), (18) and (19) and the DTTI ΔΣ modulator shown in 
Figure 2 is derived directly from these equations [1]: 
 

���(�) = 2
�(� − 1) − 
��(� − 1) − 
��(� − 1) + ���(�

− 1) 

(15) 

���(�) = 
��(� − 1) + 2����(� − 1) − ���(� − 1) − 

                  �(1 + 
)��(� − 1) + ���(� − 1) 

(16) 

���(�) = ����(�) − ���(�) + ���(�) (17) 

��(�) = �[���(�)] (18) 

��(�) = �[���(�)] (19) 

 

     The dc offset mismatch of the two individual integrators 
set between channels in the DTTI ΔΣ modulator can cause 
instability which can be eliminated by sharing one set of 
integrators between the two channels [2]. A fast input 
demultiplexer which is a limiting factor for the performance 
of the DTTI ΔΣ modulators is necessary. However this input 
demultiplexer can be removed and the input signal simply 
shared between the two channels [5][6][10]. The Signal 
Transfer Function (STF) of the DTTI ΔΣ modulator exhibits 
some notches in its response at the following frequencies 
0.5� !" , 1.5� !" , 2.5� !" , 3.5� !", … where � !" is the clock 
frequency of the DTTI ΔΣ modulator resulting from the 
removal of the input demultiplexer. This modification and 
has no effect on the modulator’s Noise Transfer Function 
(NTF) [5][6][10]. 
 

III. DELAYLESS FEEDBACK PATH ISSUE  
 

     The “delayless feedback path” problem makes the 
implementation of multi-path TI ΔΣ modulator impractical 
[4]. We have developed a new approach to circumvent this 
problem effectively with reduced complexity and the focus 
of this paper is on this approach. The root of the problem 
stems from equation (17) where ���(�) (the input of the 
quantizer Q1) is coupled directly to ��(�), dictating that the 
second quantizer (Q2) output has to connect to the input of 
quantizer (Q1) without any delay! We propose an approach 
based on an error correction technique to 
circumvent/eliminate this delayless feedback path. This is 
achieved by intentionally inducing an analog domain error 
by using the output of DAC2 as shown in Figure 3. The 
error is subsequently corrected to a great extent in the digital 
domain thereby circumventing/eliminating the delayless 
feedback path. A step by step mathematical analysis of the 
approach is exposed in the following lines to aid 
understanding. Furthermore a detailed event sequence 
diagram with the associated DAC outputs and the delay 
from the outputs of quantizers Q1 and Q2 that propagates 
through to the outputs of DAC1 and DAC2 as % are shown 
in Figure 4. As a direct consequence it is clearly seen that 
the DAC2 output which is sampled at the nth time slot is 
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Figure 3: The proposed delayless feedback path free 2nd-order two-path DTTI ΔΣ modulator with shared integrators. 

 

 ��(� − 1). However theory and the equations require that 
we should have ��(�). We can creatively overcome this 
problem by looking at the input and output of Q1, as 
depicted in Figure 2. The signal ���(�) is quantized through 
Q1 as follows: 
 

��(�) = �[���(�)] (20) 
 

By substituting (17) into (20) we arrive at equation (21): 
 

��(�) = �[����(�) − ���(�) + ���(�)] (21) 
 

Equation (21) is rewritten by using the output of DAC2 in 
(22): 
 

��(�) = �['���(�) − ���(� − 1) + ���(�)] + 
                ���(� − 1) − ���(�) 

 

(22) 

 

We label the output of Q1 as ��
∗(�) in (23):  

 

��(�) = ��
∗(�) + ���(� − 1) − ���(�) (23) 

())*) = �∆� = �(��(�) − ��(� − 1)) (24) 

,�(�) = ,�
∗(�) − �(1 − �-�),�(�) (25) 
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Figure 4: Sequence of events for the outputs of the quantizers and 
DACs for the DTTI. 

 
Equation (23) illustrates ��

∗(�) (the output of Q1) which 
contains the error depicted in equation (24) and as 
mentioned earlier needs to be corrected before applying it to 
the input of DAC1. The correction is performed in the 
digital domain by a first order differencer block (1 − �-�) as 

stipulated in (25). The first order differencer block  only 
corrects the error in equation (23). It has no effect on targets 
and the signal or the quantization noise of our proposed 2nd-
order two-path DTTI ΔΣ modulator which has shared 
integrators as shown in Figure 3. If the simple correction 
approach proposed above is not utilised the uncorrected 
error causes instability changing the modulator dynamics 
and increasing its order. 

 
IV. SIMULATION RESULTS  

 

     A conventional single-loop 2nd-order single-path DT ΔΣ 
modulator with an OSR of 8 has been designed to operate 
with a clock frequency of 320MHz and a signal bandwidth 
of 20MHz and was modelled and simulated using 
SIMULINK.  The modulator coefficients were chosen 
through the use of the sigma-delta toolbox [11] to be 

 = 0.5 and � = 2.0. The resulting 2nd-order two-path DTTI 
ΔΣ modulator has the same coefficients as the DT single-
path, single-loop ΔΣ modulator as illustrated in Figure 3 
with an OSR of 16 which operates from a clock frequency 
of 640MHz with a signal bandwidth of 20MHz. The single-
loop, single-path 2nd order DT ΔΣ modulator DAC requires 
4 bit resolution and as a consequence 15 comparators are 
chosen. The quantizer Q2 in DTTI ΔΣ modulator has 15 
levels; however, the quantizer Q1 needs to have 31 levels 
due to the increase in the signal swing at the input of this 
quantizer. Therefore it will not lead to any SNR loss. After 
correcting the error as dictated by equation (13) in the 
digital domain, ��(�) will also need to be 4 bits in length. 
     The STF and NTF of the single-loop, single-path DT ΔΣ 
modulator of Figure 1 can be formulated as follows: 
 

,(�) = 43�(�)5(�) + 63�(�)7(�) (26) 

43�(�) = �-� (27) 

63�(�) = (1 − �-�)� (28) 

 

Where 5(�) and 7(�) represents the z-transform of the 
input signal and quantization noise of the quantizer 
respectively. The STF and NTFs of the DTTI ΔΣ modulator 
of Figure 3 can be derived and formulated as follows: 
 

,(�) = ,�(��)�-� + ,�(��) (29) 

,(�) = 43�(�)5(�) + 63��(�)7�(�) + 63��(�)7�(�) (30) 



43�(�) = �-�(1 + �-�) (31) 

63��(�) = �-�(1 − �-�)� (32) 

63��(�) = (1 − �-�)� (33) 
  

Where 43�(�), 63��(�) and 63��(�) represent the signal 
transfer function from �(1)  to �(�), the noise transfer 
function from (�(�) (quantization noise of Q1) to �(�) and 
the noise transfer function from (�(�) (quantization noise of 
Q2) to �(�) respectively. The terms in �� in (21) show the 
effect of the up-samplers in the modulator. The  term in 
(1 + �-�) from the 43�(�) of the DTTI ΔΣ modulator 
shows the effect of removing the input demultiplexer of the 
DTTI ΔΣ modulator causing some notches in the STF as 
explained earlier on in the paper and as described in 
[5][6][10]. Figure 5 shows the NTFs of the DT and the 
DTTI ΔΣ modulator. As can be seen, NTF of the DTTI ΔΣ 
modulator shape the quantization noise more than the NTF 
of the DT ΔΣ modulator. 
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Figure 5: The NTFs of the DT and the DTTI ΔΣ modulator. 

 
 
     Figure 6 shows the comparison of the output spectra of 
the single-loop, single-path DT and the two-path DTTI ΔΣ 
modulators. As can be seen the two-path DTTI ΔΣ 
modulator output spectrum has more in-band noise shaping 
than its single-loop, single-path DT counterpart. The SNRs 
of the DT and the DTTI ΔΣ modulators for a single tone 
(sine) input signal having a frequency of 4.892MHz and an 
amplitude of -2dBFS with clock frequencies of 320MHz 
and 640MHz are 55.5dB and 70.5dB respectively. Therefore 
in this particular case, the SNR of the DTTI ΔΣ modulator 
shows a 15dB improvement in comparison to the DT one 
alone.  
 

V. CONCLUSION  
 
     The design of a 2nd-order single-loop two-path DTTI ΔΣ 
modulator free from the delayless feedback path problem 
that can be extended to any-order multi-path DTTI ΔΣ 
modulator has been shown in this paper. The simulation 
results illustrate that the resulting DTTI ΔΣ modulator 
having an OSR of 16 and a clock frequency of 640MHz 

with a 20MHz signal bandwidth attains a maximum SNR of 
70.5dB. This result suggests that the SNR is improved by 
15dB in comparison to the maximum SNR of the 
conventional single-loop 2nd-order single-path DT ΔΣ 
modulator. 
 
 

 

Figure 6: The output spectra of the conventional DT and the DTTI 
ΔΣ modulator for a 4.892MHz input sine signal with clock 
frequencies of 320MHz and 640MHz respectively. 
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Abstract, this paper presents the design and simulation of a 
3rd-order two-path Discrete-Time Time-Interleaved (DTTI) ΔΣ 
modulator. By exploiting the concept of the time-interleaving 
techniques and time domain equations, a conventional 3rd-order 
Discrete-Time (DT) ΔΣ modulator is converted to a 
corresponding 3rd-order two-path DTTI counterpart. For the 
sake of saving power and silicon area, the integrators between the 
two paths of the DTTI ΔΣ modulator are shared. Using one set of 
integrators makes the DTTI ΔΣ modulator robust to path 
mismatch effects compared to the typical DTTI ΔΣ modulator 
which has individual integrators in all paths. A problem arises 
out of sharing integrators between paths which we call the 
delayless feedback problem. A solution for this problem is 
proposed in this paper and for an OverSampling Ratio (OSR) of 
16 and a clock frequency of 320MHz, a maximum SNR of 76.5dB 
is obtained. 

 
     Keywords: Discrete-Time, Time-Interleaved, ΔΣ modulator, 
Signal-to-Noise Ratio, OverSampling Ratio. 
 

I. INTRODUCTION 
 
     The ΔΣ modulators can achieve a very high resolution 
analog-to-digital conversion for low bandwidth applications 
by using oversampling and noise shaping techniques[1]. 
Recently, wideband applications require the ADCs with higher 
signal bandwidth. In order to increase the signal bandwidth of 
the modulator, a variety of methods can be used such as: using 
higher sampling frequency, increasing the order of the 
modulator and the number of quantizer bits.However, each of 
them has a price and is limited by technology [2]. 
     One efficient appoach to increase the signal bandwidth is to 
use the time-interleaving technique [3] which increases the 
effective sampling frequency by paralleling more channels. 
This method is discussed in the next section. 

 
II. TIME-INTERLEAVED (TI) ΔΣ MODULATORS 

 
     The well known procedure for the design of a ΔΣ 
modulator is based on choosing: the order and architecture of 
the ΔΣ modulator, the OSR and the number of bits for the 
quantizer. The time-interleaving technique can be successfully 
applied to ΔΣ modulators. However, the performance of the 
whole modulator is degraded due to channel mismatches. By  
paralleling M interconnected modulators that are working 
concurrently, the effective sampling rate and the OSR 
becomes M times the clock rate and the OSR of each 

modulator respectively [4],[5]. It should be noted that the 
required resolution can be obtained without increasing the 
order of the modulator or the number of bits for the quantizer 
and also without utilizing a state of the art technology. 
 
11−ݖܾ  − (݊)1ݒ 1−ݖ (݊)ݔ(݊)3ݒ (݊)2ݒ (݊)ݕ

ܥܣܦ
11−ݖܽ − 1−ݖ 11−ݖܿ − 1−ݖ

 
 

Figure 1: A 3rd-order conventional single-loop DT ΔΣ modulator. 
 
 
A. DERIVATION OF THE TI ΔΣ MODULATOR 
 
     The 3rd-order DTTI ΔΣ modulator is derived directly from 
the time domain node equations of its conventional DT ΔΣ 
modulator as shown in Figure 1. It is assumed that the DAC in 
the feedback loop is ideal (ܪ஽஺஼(ݖ) = 1). The time domain 
equations of the modulator are written for two consecutive 
time slots as (2n)th and (2n+1)th as follows [6]: 
ଵ(2݊)ݒ  = 2݊)ݔܽ − 1) − 2݊)ݕܽ − 1) + ଵ(2݊ݒ − 1) (1.a) ݒଶ(2݊) = ଵ(2݊ݒܾ − 1) − 2݊)ݕܾ − 1) + ଶ(2݊ݒ − 1) (1.b) ݒଷ(2݊) = ଶ(2݊ݒܿ − 1) − 2݊)ݕܿ − 1) + ଷ(2݊ݒ − 1) (1.c) (2݊)ݕ = [ଷ(2݊)ݒ]ܳ (1.d) 
 
and 
ଵ(2݊ݒ  + 1) = (2݊)ݔܽ − (2݊)ݕܽ + ଶ(2݊ݒଵ(2݊) (2.a)ݒ + 1) = ଵ(2݊)ݒܾ − (2݊)ݕܾ + ଷ(2݊ݒଶ(2݊) (2.b)ݒ + 1) = ଶ(2݊)ݒܿ − (2݊)ݕܿ + 2݊)ݕଷ(2݊) (2.c)ݒ + 1) = ଷ(2݊ݒ]ܳ + 1)] (2.d)
 
where ܳ[. ] represents the quantization function. The input ݔ(݊) is distributed between two channels through an input 
multiplexer which operates at twice the clock frequency of 
each channel. The input ݔ(݊) is relabelled as follows: 
(݊)ଵݔ  = ,(2݊)ݔ (݊)ଶݔ = 2݊)ݔ − 1) (3) 
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Figure 2: A 3rd-order DTTI ΔΣ modulator with shared integrators and delayless feedback path. 

 
Similarly, the other nodes of the modulator are relabelled: 
(݊)ଵଵݒ  = (݊)ଵଶݒ ,ଵ(2݊)ݒ = ଵ(2݊ݒ − 1) (4.a) ݒଶଵ(݊) = (݊)ଶଶݒ ,ଶ(2݊)ݒ = ଶ(2݊ݒ − 1) (4.b)ݒଷଵ(݊) = (݊)ଷଶݒ ,ଷ(2݊)ݒ = ଷ(2݊ݒ − 1) (4.c)ݕଵ(݊) 		= (݊)ଶݕ ,(2݊)ݕ 		= 2݊)ݕ − 1) (4.d)
 
By sharing only one set of integrators, the input demultiplexer 
is removed and the input ݔ(݊) is shared between channels. 
Hence equation (3) results in (5) as follows: 
(݊)ଵݔ  = (݊)ଶݔ =  (5) (݊)ݔ
 
Equation sets (6) and (7) are derived by substituting equation 
set (4) and equation (5) into equation sets (1) and (2) 
respectively as follows: 
(݊)ଵଵݒ  = (݊)ݔܽ 				− (݊)ଶݕܽ + (݊)ଶଵݒ ଵଶ(݊) (6.a)ݒ = (݊)ଵଶݒܾ − (݊)ଶݕܾ + (݊)ଷଵݒ ଶଶ(݊) (6.b)ݒ = (݊)ଶଶݒܿ − (݊)ଶݕܿ + (݊)ଵݕ ଷଶ(݊) (6.c)ݒ = [(݊)ଷଵݒ]ܳ = (݊)ଶଶݒܿ]ܳ − (݊)ଶݕܿ +  ଷଶ(݊)] (6.d)ݒ
 
and  
݊)ଵଶݒ  + 1) = (݊)ݔܽ 				− (݊)ଵݕܽ + ݊)ଶଶݒ ଵଵ(݊) (7.a)ݒ + 1) = (݊)ଵଵݒܾ − (݊)ଵݕܾ + ݊)ଷଶݒ ଶଵ(݊) (7.b)ݒ + 1) = (݊)ଶଵݒܿ − (݊)ଵݕܿ + ݊)ଶݕ ଷଵ(݊) (7.c)ݒ + 1) = ݊)ଷଶݒ]ܳ + 1)] (7.d) 
 
Equation set (7) can be rewritten as equation set (8): 
(݊)ଵଶݒ  = ݊)ݔܽ − 1) 				− ݊)ଵݕܽ − 1) + ݊)ଵଵݒ − 1) (8.a) ݒଶଶ(݊) = ݊)ଵଵݒܾ − 1) − ݊)ଵݕܾ − 1) + ݊)ଶଵݒ − 1) (8.b) ݒଷଶ(݊) = ݊)ଶଵݒܿ − 1) − ݊)ଵݕܿ − 1) + ݊)ଷଵݒ − 1) (8.c) ݕଶ(݊) =  (8.d) [(݊)ଷଶݒ]ܳ
 
Equation set (9) is derived by further substituting equation set 
(6) into equation set (8). 
(݊)ଵଶݒ  = ݊)ݔ2ܽ − 1) − ݊)ଵݕܽ − 1) − ݊)ଶݕܽ − 1) ݊)ଵଶݒ + − 1)  

(9.a) ݒଶଶ(݊) = ݊)ݔܾܽ − 1) + ݊)ଵଶݒ2ܾ − 1) − ݊)ଵݕܾ − 1) − ܾ(1 + ݊)ଶݕ(ܽ − 1) + ݊)ଶଶݒ − 1)  
(9.b) ݒଷଶ(݊) = ݊)ଵଶݒܾܿ − 1) + ݊)ଶଶݒ2ܿ − 1) − ݊)ଵݕܿ − 1) −  

ܿ(1 + ݊)ଶݕ(ܾ − 1) + ݊)ଷଶݒ − 1) (9.c) 
 
The 3rd-order DTTI ΔΣ modulator which is shown in Figure 2 
is derived directly from the time domain equation set (6) and 
(9).    
     The motive behind sharing integrators is to eliminate the 
instability that can arise from the DC offset mismatch of the 
two individual integrator set based two channel interleaving 
case. The DTTI ΔΣ modulators need an input demultiplexer 
which samples the input signal at the highest clock frequency 
of the DTTI ΔΣ modulator and distributes it between channels. 
This fast demultiplexer is a limiting factor for the performance 
of the DTTI ΔΣ modulators. This architecture does not need 
an input demultiplexer and the input signal is shared between 
channels [3],[5]. Removing the input demultiplexer has no 
effect on the NTF of the DTTI ΔΣ modulator but it causes 
some notches in its Signal Transfer Function (STF)  at the 
following frequencies clkF5.0 , clkF5.1 , clkF5.2 , clkF5.3 , … 

which is shown in Figure 5 where clkF  is the clock frequency 

of  the DTTI ΔΣ modulator [5].  
  
B. DELAYLESS FEEDBACK PATH PROBLEM IN TI ΔΣ MODULATORS 
 
     This is the issue that forms the focus of this paper which 
makes implementation of Time Interleaved (TI) ΔΣ 
modulators with shared integrators impractical and it is called 
the “delayless feedback path problem” that comes from 
equation (6.c) in which ݒଷଵ(݊) (the input of quantizer Q1) is 
directly linked to	ݕଶ(݊). This means that the output of the 
second quantizer (Q2) is connected to the input of another 
quantizer (Q1) without any delay [7]. One method to eliminate 
the delayless path is to move this feedback to the digital 
domain instead of performing it in the analog domain [5]. The 
disadvantage of this method is that the first quantizer (Q1) 
requires more comparators than the number of the comparators 
in the second quantizer (Q2) [7]. The second method is to use 
a sample-and-hold in front of the first quantizer (Q1) and 
quantizing the signal when the output of DAC2 is ready [3]. 
This method needs a complicated timing generator, a sample-
and-hold and also faster integrators. The third method which is 
our proposed method is based on substituting ݒଷଶ(݊) for ݕଶ(݊) 
in equation (6.c). This method increases the quantization noise 
of the quantizer Q2 at the output	ݕ(݊). To better understand 
how this works we shall perform a step by step 
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2↑

2↑

	1−ݖ
11−ݖܽ (݊)ݕ − 11−ݖܾ 1−ݖ − 1−ݖ 11−ݖܿ − (݊)22ݒ (݊)12ݒ1−ݖ (݊)32ݒ

(݊)31ݒ
1ܳ

ܳ2
 (݊)∗1ݕ

 (݊)ݔ (݊)2ݕ

1 11 

2 22 1 1 + ܽ 1 + ܾ
ܽ ܾ ܿ ܿ-1

 
Figure 3: The proposed 3rd-order DTTI ΔΣ modulator with shared integrators and without delayless feedback path. 

 
mathematical analysis of what happens. Quantizer Q1 and Q2 
quantize the signal ݒଷଵ(݊) and ݒଷଶ(݊) as follows: 
(݊)ଵݕ  = [(݊)ଷଵݒ]ܳ = (݊)ଷଵݒ + ݁ଵ(݊) (݊)ଶݕ (10) = [(݊)ଷଶݒ]ܳ = (݊)ଷଶݒ + ݁ଶ(݊) (11) 
 
Where ݁ଵ(݊) and ݁ଶ(݊) represent the quantization noise of the 
quantizer Q1 and Q2 respectively. Equation (12) is derived by 
substituting (6.c) into (10): 
(݊)ଵݕ  = (݊)ଶଶݒܿ − (݊)ଶݕܿ + (݊)ଷଶݒ + ݁ଵ(݊) (12) 
 
Equation (13) is given by substituting ݒଷଶ(݊) for ݕଶ(݊) into 
equation (12). The output of Q1 is called ݕଵ∗(݊) in (13): 
(݊)∗ଵݕ  = (݊)ଶଶݒܿ − (ܿ − (݊)ଷଶݒ(1 + ݁ଵ(݊) 
 

 ଵ(݊) in the DTTI ΔΣ modulator. The errorݕ	ଵ∗(݊) approximatesݕ (13)
which is induced by this method is presented by equation (14). 
This error does not cause instability in the modulator but 
increases quantization noise of quantizer Q2 at the output ݕ(݊) followed by degrading the SNR of the modulator. 
ݎ݋ݎݎ݁  = (݊)∗ଵݕ − (݊)ଵݕ = (݊)ଷଶݒܿ−(݊)ଶݕܿ = ܿ݁ଶ(݊) (14) 
 
The resulting 3rd-order DTTI ΔΣ modulator is shown in  
Figure 3. The Signal Transfer Function (STF) and Noise 
Transfer Function (NTF) can be obtained by determining the 
loop filters of the modulator. In this design, the DTTI ΔΣ 
modulator has six loop filters (ܨܨଵ(ݖ), ,(ݖ)ଶܨܨ ,(ݖ)ଶܪ 	,(ݖ)ଵܪ  and can be determined with the help of ((ݖ)ସܪ and	(ݖ)ଷܪ
the symbolic toolbox of MATLAB. These loop filters for the 
DTTI ΔΣ modulator are as depicted in Figure 4. The STF and 
NTFs can be formulated by performing the following 
algebraic analysis: 
(ݖ)ܻ  = ଵܻ∗(ݖଶ)ିݖଵ + ଶܻ(ݖଶ) (15) ܻ(ݖ) = (ݖ)ܺ(ݖ)ܨܶܵ + (ݖ)ଵܧ(ݖ)ଵܨܶܰ + (ݖ)ଵܨܶܰ (16) (ݖ)ଶܧ(ݖ)ଶܨܶܰ = (ଶݖ)ଷܪ + [1 − ଵ[1ିݖ[(ଶݖ)ସܪ − 1][(ଶݖ)ଵܪ − [(ଶݖ)ସܪ −  (17) (ଶݖ)ଷܪ(ଶݖ)ଶܪ

(ݖ)ଶܨܶܰ = [1 − [(ଶݖ)ଵܪ + ଵ[1ିݖ(ଶݖ)ଶܪ − 1][(ଶݖ)ଵܪ − [(ଶݖ)ସܪ − (ݖ)ܨܶܵ (18) (ଶݖ)ଷܪ(ଶݖ)ଶܪ = (ଶݖ)ଵܨܨ(ݖ)ଵܨܶܰ +  (19) (ଶݖ)ଶܨܨ(ݖ)ଶܨܶܰ
Where ܵܶ(ݖ)ܨ,  represent the signal (ݖ)ଶܨܶܰ and	(ݖ)ଵܨܶܰ
transfer function from	ݔ(݊) to	ݕ(݊), the noise transfer function 

from ݁ଵ(݊) to ݕ(݊) and the noise transfer function from ݁ଶ(݊) 
to ݕ(݊) respectively. The ݖଶ terms show the effect of the up-
samplers in the modulator. 

2↑

(݊)1ݕ↑2
(݊)ݔ(݊)2ݕ  2ܳ 1ܳ1−ݖ(݊)ݕ

(ݖ)1ܥܣܦܪ = 1

(ݖ)2ܥܣܦܪ = 1

(ݖ)1ܪ

(ݖ)2ܪ

 (ݖ)3ܪ

 (ݖ)4ܪ

(ݖ)1ܨܨ
(ݖ)2ܨܨ

݁1(݊) 

݁2(݊) 
 

Figure 4: The block diagram of a DTTI ΔΣ modulator. 
 

     The conventional ΔΣ modulator is designed through the use 
of the delta-sigma toolbox from MATLAB to operate at 
160MHz clock frequency and OSR of 16. The modulator 
coefficients are	ሼܽ, ܾ, ܿሽ = ሼ0.333,1,3ሽ. The STF and NTFs of 
the DTTI ΔΣ modulator are given by (20), (21) and (22). 
(ݖ)ܨܶܵ  = ଷ(1ିݖ + (ଵିݖ (ݖ)ଵܨܶܰ (20) = ଵ(1ିݖ − ଵ)ଷିݖ (ݖ)ଶܨܶܰ (21) = (1 + ଵ)(1ିݖ −  ଵ)ଷ (22)ିݖ
 
     Figure 5 compares the STFs of the DT and the DTTI ΔΣ 
modulator. STF of DT ΔΣ modulator is flat but STF of DTTI 
ΔΣ modulator has a notch at half sampling frequency resulting 
from (1 +  ଵ) term in (20). Figure 6 shows the NTFs of theିݖ
DT and the DTTI ΔΣ modulator. NTFs of the DTTI ΔΣ 
modulator shape the quantization noise more than the NTF of 
the DT ΔΣ modulator, however, ܰܶܨଶ(ݖ) shapes noise less 
than ܰܶܨଵ(ݖ) as a result of approximating ݕଵ(݊) in (13).  
 

III. SIMULATION RESULTS 
 

     The DT and the DTTI ΔΣ modulator have been simulated 
using the SIMULINK toolbox of MATLAB and all non-
idealities such as finite dc gain, slew-rate and bandwidth of the 
opamps, the DAC mismatches and offsets of the quantizers 
have been modelled and their effects on the performance of 
the modulator have been investigated. The quantizers of the 
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DT and the DTTI ΔΣ modulator have 4bits of resolution in 
this design. The output spectra of the DT and the DTTI ΔΣ 
modulator for a 2.4462MHz input and clock frequencies of 
160MHz and 320MHz respectively are plotted in Figure 7. 
The output spectra of the DTTI ΔΣ modulator is shaped more 
than the conventional DT ΔΣ modulator. The SNDRs of the 
conventional DT and the DTTI ΔΣ modulator are 64.5dB and 
76.5dB respectively. Therefore in this particular case, the 
SNDRs of the DTTI ΔΣ modulators is improved by 11dB.  

 

 
Figure 5: The STFs of the DT and the DTTI ΔΣ modulator. 

 

410− 310− 210− 110− 010
 

Figure 6: The NTFs of the DT and the DTTI ΔΣ modulator. 
 

 
 IV. CONCLUSION 

 
     In this paper a 3rd–order DTTI  ΔΣ modulator with shared 
integrators between two-path and an OSR of 16 has been 
designed and simulated in the SIMULINK environment of 
MATLAB to operate at a sampling rate of 320MHz.. All 
practical non-idealities have been modelled and investigated. 
To resolve the delayless feedback path issue resulting from 
sharing integrators between paths, an approximation method 
has been proposed. The maximum SNDR obtained from the 
DTTI ΔΣ modulator is 76.5dB which shows an 11dB 
improvement in comparison with the standard single-loop 
single-path DT ΔΣ modulator. 
 

710610510410

 
Figure 7: The output spectra of the DT and the DTTI ΔΣ modulator for a 
2.4462MHz input with clock frequencies of 160MHz and 320MHz 
respectively. 
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Abstract, this paper presents a generalised new formula 

for impulse-invariant transformation which can be used to 

convert an nth-order Discrete-Time (DT) ΔΣ modulator to an 

nth-order equivalent Continuous-Time (CT) ΔΣ modulator. 

Impulse-invariant transformation formulas have been 

published in many open literature articles for s-domain to z-

domain conversion and vice-versa. However, some of the 

published works contain omissions and oversights. To verify 

the newly derived formulas, very many designs of varying 

orders have been tested and a representative 4th-order single-

loop DT ΔΣ modulator converted to an equivalent CT ΔΣ 

modulator through the new formulas are presented in this 

paper. The simulation results confirm that the CT ΔΣ 

modulator which has been derived by these formulas works in 

accordance with the initial DT specifications without any 

noticeable degradation in performance in comparison to its 

original DT ΔΣ modulator prototype. 

 

Index Terms — Impulse-Invariant Transformation, Delta-

Sigma Modulator, Continuous-Time, Discrete-Time.  

 
I. INTRODUCTION 

 

      The ΔΣ modulators are widely used in audio 

applications and portable devices to achieve high resolution 

analog-to-digital conversion for relatively low-bandwidth 

signals by using the oversampling and the noise-shaping 

techniques. CT ΔΣ modulators have drawn a lot of 

attention from analog designers over the last decade due to 

their potential to operate at higher clock frequencies in 

comparison to their DT counterparts. Sampling 

requirements are relaxed in the CT ΔΣ modulators because 

the sampling is inside their loop and any sampling error is 

shaped by their Noise-Transfer Function (NTF). The CT 

ΔΣ modulators have an implicit anti-aliasing filter in their 

forward loop filter. However, CT ΔΣ modulators suffer 

from several drawbacks: excess loop delay, jitter sensitivity 

and RC time constant variations.  

     One way to convert a DT ΔΣ modulator to an equivalent 

CT ΔΣ modulator is through the use of the impulse-

invariant transformation [1]-[6]. A DT ΔΣ modulator and a 

CT ΔΣ modulator are shown in Figure 1, and are said to be 

equivalent when their quantizer inputs are equal at the 

sampling instants. 

 ���� = �����|	
��    for all n (1) 

 

Where ���� and ���� are the quantizer inputs of the DT and  

 

)(ny
)(nq

)(nx
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)(tqc )(nTqc

DAC
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Figure 1: The block diagrams of a) The DT ΔΣ modulator and b) The CT 

ΔΣ modulator. 

 

CT ΔΣ modulators and 
 is the clock period of the ΔΣ 

modulators. This condition would be fulfilled if the 

impulse responses of the open-loop filter of the CT and DT 

ΔΣ modulators were equal at the sampling times. As a 

result (1) translates directly into (2): 

 
� ����������������� = � ��������������	
�� (2) 

 

Because �������� = 1, equation (2) can be simplified to 

give (3):  

 
� ��������� = � �����������������|	
�� (3) 

 

The transformation in (3) is the well-known impulse-

invariant transformation where � ��, � ��, ����, ����� and ����� represent the inverse z-transform, the inverse Laplace 

transform, the CT DAC transfer function, the DT and the 

CT loop filters respectively [1],[4]. Depending on the 

output waveform of the CT DAC, there would be an exact 

mapping between the DT and the CT ΔΣ modulators. The 

popular feedback-DAC waveforms have rectangular 

shapes. The time and frequency (Laplace) domain 

responses of these waveforms are: 

 !�",$���� = %1, &
 ≤ � ≤ (
, 0 ≤ &, ( ≤ 10, *�ℎ,!-.�,  (4) 

 

���� = ,�"�/ − ,�$�/�  
(5) 
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     In the cases where ( > 1 the DAC equation is divided 

into two parts as expressed by (6) and the z-domain 

equivalents of each part is calculated separately.  

 !�",$���� = !�",����� + !�3,$��� − 
� (6) 

 

     This paper is organized as follows. To set the scene, in 

section II, the concept of the impulse-invariant 

transformation is reviewed and a general formula for s-

domain to z-domain conversion for ΔΣ modulator 

applications is derived. In section III, simulation results of 

the 4th-order CT and DT ΔΣ modulators are both presented 

and discussed in detail. Finally, conclusions are given in 

section IV. 

 
II. IMPULSE-INVARIANT TRANSFORMATION 

 

     In order to derive the equivalent z-domain transfer 

function of CT ΔΣ modulators with rectangular DAC 

waveforms, we shall start with the 1
st
 order s-domain term. 

Equation (7) is derived by substituting (5) and the 1
st
 order 

s-domain term into (3) as follows.  

 

������ = � �� �� 4,�"�/ − ,�$�/�5 67	
��� 
(7) 

 

An auxiliary variable λ is deployed to derive a general 

formula step by step. Equation (8) is equal to (7) when 

λ = 0 [7], [8]: 

������ = � �� �� 4,�"�/ − ,�$�/�� − λ�5 67	
���7
λ
3

= �����8
λ
3

 
 

(8) 

 

By using the Laplace transform properties, (8) leads to (9) 

where 9��� represents a step function [7]. 

 ����� = � :,λ	�,�"λ	�� − &
�9�� − &
�− ,�$λ	�� − (
�9�� − (
���	
��; 

 

(9) 

The continuous time variable � in (9) is replaced with �
 in 

(10).  

 ����� = � :,λ���,�"λ���
 − &
�9��
 − &
�− ,�$λ���
 − (
�9��
 − (
���	
��; 

 

(10) 

 

The z-transform of (10) is expressed by (11) which results 

in (12) [7], [8]. 

 

����� = 
 < ,λ���,�"λ��� − &� − ,�$λ��� − (�����=>
�
3

 
 

(11) 

����� = 
 ?�1 − &�,���"�λ� − �1 − (�,���$�λ��� − ,λ��
+ ,�5�"�λ� − ,�5�$�λ��� − ,λ��5 @ 

 

 

 

(12) 

It can be proved that (12) can be obtained by calculating 

the 1
st
 derivative with respect to the variable λ of equation 

(13). 

 

����� = AAλ4,���"�λ� − ,���$�λ�� − ,λ� 6 
 

(13) 

 

By substituting λ = 0 into (12) the z-domain equivalent of 

the 1
st
 order s-domain term is expressed by (14). 

 

������ = 
 B( − &� − 1C (14) 

 

     The z-domain equivalent of the 2
nd

 order s-domain term 

is derived by repeating all steps in the process mentioned 

above as follows. 

 

�5���� = � �� �� 4,�"�/ − ,�$�/�D 67	
��� 
(15) 

 

�5���� = � �� �� 4,�"�/ − ,�$�/�� − λ�D 67	
���7
λ
3

= �5���8
λ
3

 

(16) 

�5��� = � ?,λ	�,�"λ	2 �� − &
�59�� − &
�
− ,�$λ	2 �� − (
�59�� − (
��7	
��@ 

 

 

 

(17) 

 

The z-transform of (17) is given by (18) which leads to 

(19) [7], [8]. 

 

�5��� = 
52 < ,λ���,�"λ��� − &�5 − ,�$λ��� − (�5����=>
�
3

 
(18) 

 

 

�5��� = 
52 ?�1 − &�5,���"�λ� − �1 − (�5,���$�λ��� − ,λ��
+ �3 − 2&�,�5�"�λ� − �3 − 2(�,�5�$�λ��� − ,λ��5
+ 2,�D�"�λ� − 2,�D�$�λ��� − ,λ��D @ 

(19) 

 

The 2
nd

 derivative of equation (20) with respect to the 

variable λ is equal to (19). 

 

�5��� = 12 A5
Aλ5 4,���"�λ� − ,���$�λ�� − ,λ� 6 

 

(20) 

 

Substituting λ = 0 into (19) gives (21) which is the             

z-domain equivalent of the 2
nd

 order s-domain term. 

 

�5���� = 
5 G(�( − 9� − &�& − 9�I� + �(5 − &5�2�� − 1�5  
(21) 

 

        Finally, the above-mentioned process is performed all 

over again for the 3
rd

 and 4
th

 order s-domain terms which 

are listed in Table I. To obtain the kth order s-domain term, 

the impulse-invariant transformation is written in (22).   

 

 �J���� = � �� �� KLMNOP�LMQOP
/RST UV	
��� (22) 
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Table I: The CT-to-DT transformation for rectangular DAC waveforms.  

s-domain z-domain equivalent for a rectangular DAC waveform 

Proposed Formulas Formulas in [4] 1 G9�−&
� − 9�−(
�I + G9�
 − &
� − 9�
 − (
�I  1�
 

 

W3� − 1 W3 = ( − & 

W3� − 1 W3 = ( − & 1�5
5 

 

W�� + W3�� − 1�5 

W3 = 12 �(5 − &5� 

W� = 12 �(�2 − (� − &�2 − &�� 

W�� + W3�� − 1�5 

W3 = 12 �(5 − &5� 

W� = 12 �(�1 − (� − &�1 − &�� 1�D
D 

 

W5�5 + W�� + W3�� − 1�D  

W3 = 16 �(D − &D� 

W� = − 13 �(D − &D� + 12 �(5 − &5� + 12 �( − &� 

W5 = + 16 �(D − &D� − 12 �(5 − &5� + 12 �( − &� 

W5�5 + W�� + W3�� − 1�D  

W3 = 16 �(D − &D� 

W� = − 13 �(D − &D� + 12 �(5 − &5� + 12 �( − &� 

W5 = − 16 �(D − &D� − 12 �(5 − &5� + 12 �( − &� 1�Y
Y 

 

WD�D + W5�5 + W�� + W3�� − 1�D  

W3 = 124 �(Y − &Y� 

W� = − 18 �(Y − &Y� + 16 �(D − &D� + 14 �(5 − &5� + 16 �( − &� 

W5 = + 18 �(Y − &Y� − 13 �(D − &D� + 23 �( − &� 

WD = − 124 �(Y − &Y� + 16 �(D − &D� − 14 �(5 − &5� + 16 �( − &� 

WD�D + W5�5 + W�� + W3�� − 1�D  

W3 = 124 �(Y − &Y� 

W� = − 18 �(Y − &Y� + 16 �(D − &D� + 14 �(5 − &5� + 16 �( − &� 

W5 = + 18 �(Y − &Y� − 13 �(D − &D� + 23 �( − &� 

WD = − 124 �(Y − &Y� + 16 �(D − &D� − 14 �(5 − &5� + 16 �( − &� 1�J
J 
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By utilizing the Laplace transform properties, (22) leads to 

(23) [9]. 

�5��� = � ?,λ	�,�"λ	\! �� − &
�J9�� − &
�
− ,�$λ	\! �� − (
�J9�� − (
��7	
��@ 

 

 

 

(23) 

The z-domain equivalent for the kth order s-domain 

function is expressed by (24) where \ represents the order 

of the s-domain term. 

�J���� = ^ 1\! AJ
AλJ 4,���"�λ� − ,���$�λ�� − ,λ� 6_`

λ
3
 

 

(24) 

 

     The z-domain equivalent for the 1
st
 to 4

th
 and the 

general kth order s-domain terms for a rectangular DAC 

waveform are presented in Table I.    

     One popular method to compensate the excess loop 

delay in CT ΔΣ modulators is to deploy negative feedback 

from the output of the DACs to the input of their quantizers 

as shown in Figure 2.b [1].  

     The z-domain equivalent of this feedback ������ = 1� is 

developed and given by (26) as follows. 

 

�3���� = � ?� �� 4,�"�/ − ,�$�/� 67	
��@ 
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�����=>
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(25) 

 �3���� = 9�−&
� − 9�−(
� + �9�
 − &
� − 9�
 − (
�����      (26)                                                          

     One popular rectangular DAC waveform is the Non-

Return-to-Zero (NRZ) one. The z-domain equivalent of the 

NRZ DAC with & = a� and ( = 1 + a� is calculated from 

(26) and is given by (27). 

 �3���� = ��� (27) 
 

     The newly derived z-domain equivalent formulas can be 

compared with the formulas in [4] which both are 

illustrated in Table I. The results of this comparison 

indicate that W� in 2
nd

-order term and W5 in 3
rd

-order term 

are entirely different. The comparison can be done between 

the newly mentioned formulas and the ones presented in 

[1] which show W� in 3
rd

-order term are not the same. What 

is surprising is that even z-domain equivalent formulas in 

[1] and [4] are not identical and W� in 2
nd

-order term and W� 

and W5 in 3
rd

-order term are completely different. 

 
III. SIMULATION RESULTS 

 

     To validate the newly derived formulas presented in 

Table I, a 4
th

-order DT ΔΣ modulator with an 

OverSampling Ratio (OSR) of 64 and 3-bit quantizer has 

been designed by using the Schreier toolbox and was then 

converted to its 4
th

-order CT ΔΣ modulator equivalent with 

a NonReturn-to-Zero (NRZ) DAC waveform by using DT-

to-CT formulas described in Table I. The block diagrams of 

the 4
th

-order DT and CT ΔΣ modulator are shown in Figure 

2. An extra feedback of 0cf is used to compensate the effect 
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of excess loop delay in the CT ΔΣ modulator. The 

coefficients of the DT ΔΣ modulator are given in (36). 

 �b, c, d, �� = �0.1798,0.4384,0.8769,2.0� (36) 

 

     By using Table I the coefficients of the equivalent 4
th

-

order CT ΔΣ modulator with NRZ DAC and �&, (� =�0.2,1.2� shown in Figure 2.b have been derived and 

presented in (37). 

      �g�Y, g�D, g�5, g��, g�3� = �1.6189,1.2266,0.5892,0.1382,0.3� (37) 

 

     Both modulators have been simulated by using the 

Mathworks SIMULINK environment and a sinusoidal 

input signal with amplitude of 0.7V and a frequency of         

61.34 KHz is applied to both modulators in the simulation. 

The simulation results show that the SNR of the DT and 

CT ΔΣ modulators are about 130.37dB and 130.21dB 

respectively with a clock frequency of 80MHz and signal 

bandwidth of 625 KHz. The output spectra of the DT and 

CT ΔΣ modulators and their respective in-band noise are 

approximately the same as shown in Figure 3.  
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Figure 2: a) The block diagram of the fourth-order DT ΔΣ modulator and 

b) The block diagram of the fourth-order CT ΔΣ modulator. 

 

 

IV. CONCLUSION 

 

     In this paper a general and novel formula for impulse 

invariant transformation is presented. The CT-to-DT 

conversion formulas for the 1
st
 to 4

th
 order terms are 

derived and listed in Table I. The 4
th

-order DT ΔΣ 

modulator and its 4
th

-orde CT modulator equivalent which 

is derived by these formulas both were simulated by using 

MATLAB. Similar simulation results for both modulators 

support the validity of the proposed formulas derived and 

described in this paper. 
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Figure 3: The output spectra of the fourth-order DT and CT ΔΣ 

modulators for a 61.34 KHz input with a clock frequency of 80MHz. 
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Abstract—this paper presents a 3rd-order two-path 
Continuous-Time Time-Interleaved (CTTI) delta-sigma 
modulator which is implemented in standard 90nm CMOS 
technology. The architecture uses a novel method to solve the 
delayless feedback path issue arising from the sharing of 
integrators between paths. The clock frequency of the 
modulator is 320MHz but integrators, quantizers and DACs 
operate at 160MHz. The modulator achieves a dynamic range 
of 12 bits over a bandwidth of 10MHz and dissipates only 
28mW of power from a 1.8-V supply.   

Keywords-time-interleaved; ΔΣ modulator; signal-to-noise 
ratio 

I. INTRODUCTION 
The rapid growth of the portable communication device 

markets such as audio systems and consumer electronics has 
led to an increasing demand for ADC designs with 
bandwidths up to 10-20MHz and medium resolutions of 10 
to 12 bits [1]. In this paper we present an ADC which has 
potential to operate at high sampling rate with medium 
resolution.   

The signal bandwidth ΔΣ   modulators can deal with is 
narrow and restricted by the OverSampling Ratio (OSR) and 
technology deployed. The maximum achievable sampling 
rate in Discrete-Time (DT) ΔΣ   modulators which are 
implemented using Switched-Capacitor (SC) techniques, is 
approximately 100-200MHz [1] but for Continuous-Time 
(CT) ΔΣ  modulators which are implemented through the use 
of active-RC or gm-c filters [2], a maximum sampling rate of 
300-400MHz is indeed feasible [3].  

By using the time-interleaving technique and M 
interconnected parallel modulators that are working 
concurrently, the effective sampling rate and the OSR 
becomes M times the clock rate and the OSR of each 
modulator respectively [4],[5],[6]. It should be noted that the 
required resolution can be acquired without increasing the 
order of the modulator or the number of bits for the quantizer 
and also without utilizing a state of the art technology.  

By using time-interleaving techniques and CT loop filters, 
a 3rd-order CTTI ΔΣ   modulator is designed. One set of 
integrators is shared between paths in order to save the 
power dissipation, silicon area and to eliminate the instability 
arising from DC offset mismatch of the two individual 
integrator sets based the two-channel interleaving case [5]. 

This paper is organized as follows. In section II, a two-
path Discrete-Time Time-Interleaved (DTTI) ΔΣ  modulator 
is derived from a 3rd-order conventional DT ΔΣ  modulator 
using the time domain equations and then it is converted to a 
CTTI ΔΣ  modulator. The delayless feedback path problem 
and our proposed solution are both discussed in detail in this 
section. In section III, MATLAB simulation results are 
presented. In section IV, circuit design of the modulator is 
discussed. Finally, conclusions are given in section V. 

Quantizer

𝑎𝑧−1

1 − 𝑧−1 
𝑏𝑧−1

1 − 𝑧−1 
𝑐𝑧−1

1 − 𝑧−1 
𝑣1(𝑛) 𝑣2(𝑛) 𝑣3(𝑛) 

𝑥(𝑛) 𝑦(𝑛) 

𝐷𝐴𝐶 

Figure 1. A 3rd-order conventional single-loop  DT  ΔΣ  modulator. 

II. DERIVATION OF TIME-INTERLEAVED ΔΣ  MODULATOR 
The 3rd-order two-path Discrete-Time Time-Interleaved 

(DTTI)   ΔΣ   modulator   is   derived   directly   from   the time 
domain node equations of the conventional   DT   ΔΣ  
modulator as shown in Figure 1. The general method was 
described in detail in [7]. It is assumed that the DAC in the 
feedback loop is ideal ( 1=)(zHDAC ).The time domain 
equations of the modulator are written for two consecutive 
time slots as (2n)th and (2n+1)th and by sharing only one set 
of integrators, the input demultiplexer is removed and the 
input 𝑥(𝑛) is shared between channels. Equation sets (1) and 
(2) are derived as follows: 
 

𝑣ଵଵ(𝑛) = 𝑎𝑥(𝑛)         − 𝑎𝑦ଶ(𝑛) + 𝑣ଵଶ(𝑛) (1.a) 
𝑣ଶଵ(𝑛) = 𝑏𝑣ଵଶ(𝑛) − 𝑏𝑦ଶ(𝑛) + 𝑣ଶଶ(𝑛) (1.b) 
𝑣ଷଵ(𝑛) = 𝑐𝑣ଶଶ(𝑛) − 𝑐𝑦ଶ(𝑛) + 𝑣ଷଶ(𝑛) (1.c) 

𝑦ଵ(𝑛) = 𝑄[𝑣ଷଵ(𝑛)] = 𝑄[𝑐𝑣ଶଶ(𝑛) − 𝑐𝑦ଶ(𝑛) + 𝑣ଷଶ(𝑛)] (1.d) 
 

and 

𝑣ଵଶ(𝑛) = 𝑎𝑥(𝑛 − 1)        − 𝑎𝑦ଵ(𝑛 − 1) + 𝑣ଵଵ(𝑛 − 1) (2.a) 
𝑣ଶଶ(𝑛) = 𝑏𝑣ଵଵ(𝑛 − 1) − 𝑏𝑦ଵ(𝑛 − 1) + 𝑣ଶଵ(𝑛 − 1) (2.b) 
𝑣ଷଶ(𝑛) = 𝑐𝑣ଶଵ(𝑛 − 1) − 𝑐𝑦ଵ(𝑛 − 1) + 𝑣ଷଵ(𝑛 − 1) (2.c) 

𝑦ଶ(𝑛) = 𝑄[𝑣ଷଶ(𝑛)] (2.d) 
 
where 𝑄[. ] represents the quantization function. Equation set 
(3) is derived by further substituting equation set (1) into 
equation set (2). 
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Figure 2. A 3rd-order two-path  DTTI  ΔΣ  modulator with shared integrators. 
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Figure 3. The proposed 3rd-order two-path  DTTI  ΔΣ  modulator with shared integrators. 
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Figure 4. The proposed 3rd-order two-path  CTTI  ΔΣ  modulator with shared integrators. 

𝑣ଵଶ(𝑛) = 2𝑎𝑥(𝑛 − 1) − 𝑎𝑦ଵ(𝑛 − 1) − 𝑎𝑦ଶ(𝑛 − 1) + 
                                    𝑣ଵଶ(𝑛 − 1) 

 
(3.a) 

𝑣ଶଶ(𝑛) = 𝑎𝑏𝑥(𝑛 − 1) + 2𝑏𝑣ଵଶ(𝑛 − 1) − 𝑏𝑦ଵ(𝑛 − 1) − 
                                    𝑏(1 + 𝑎)𝑦ଶ(𝑛 − 1) + 𝑣ଶଶ(𝑛 − 1) 

 
(3.b) 

𝑣ଷଶ(𝑛) = 𝑏𝑐𝑣ଵଶ(𝑛 − 1) + 2𝑐𝑣ଶଶ(𝑛 − 1) − 𝑐𝑦ଵ(𝑛 − 1)
− 𝑐(1 + 𝑏)𝑦ଶ(𝑛 − 1) + 𝑣ଷଶ(𝑛 − 1) 

 
(3.c) 

The  DTTI  ΔΣ  modulator  which   is   shown   in  Figure  2   is  
derived directly from the time domain equation sets (1) and 
(3). 

A. Delayless  Feedback  Path  Issue  in  TI  ΔΣ  Modulators  
In order to save power, silicon area and to eliminate the 

instability arising from DC offset mismatch of the individual 
integrator sets in multi-path   TI   ΔΣ  modulators, one set of 
integrators is shared between paths but it causes a problem 
which is called the “delayless feedback path” problem. In 
DTTI   ΔΣ   modulator   which   is   shown   in   Figure   2   and  
expressed by equation (1.c) in which 𝑣ଷଵ(𝑛)  (the input of 
quantizer Q1) is directly linked to 𝑦ଶ(𝑛). This means that the 
output of the second quantizer (Q2) is connected to the input 
of another quantizer (Q1) without any delay [8]. The novel 

method proposed in this paper resolves this issue and is 
based on an error correction technique. We intentionally 
induce an error in the analog domain through the use of the 
output of DAC2 as shown in Figure 3. Quantizer Q1 
quantizes the signal 𝑣ଷଵ(𝑛) as follows: 

 
𝑦ଵ(𝑛) = 𝑄[𝑣ଷଵ(𝑛)] (4) 

 
Equation (5) is derived by substituting (1.c) into (4): 

 
𝑦ଵ(𝑛) = 𝑄[𝑐𝑣ଶଶ(𝑛) − 𝑐𝑦ଶ(𝑛) + 𝑣ଷଶ(𝑛)] (5) 

 
The output of DAC2 is used in (6) and equation (5) is 

rewritten as: 
 

𝑦ଵ(𝑛) = 𝑄[𝑐𝑣ଶଶ(𝑛) − 𝑐𝑦ଶ(𝑛 − 1) + 𝑣ଷଶ(𝑛)]
+ 𝑐𝑦ଶ(𝑛 − 1) − 𝑐𝑦ଶ(𝑛) 

 
(6) 

 
The output of Q1 is called 𝑦ଵ௘(𝑛) in (7):   
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𝑦ଵ(𝑛) = 𝑦ଵ௘(𝑛) + 𝑐𝑦ଶ(𝑛 − 1) − 𝑐𝑦ଶ(𝑛) (7) 
𝑒𝑟𝑟𝑜𝑟 = 𝑐∆𝑦 = 𝑐(𝑦ଶ(𝑛) − 𝑦ଶ(𝑛 − 1)) (8) 
𝑌ଵ(𝑧) = 𝑌ଵ௘(𝑧) − 𝑐(1 − 𝑧ିଵ)𝑌ଶ(𝑧) (9) 

 
As stated in (7), 𝑦ଵ௘(𝑛) (the output of Q1) requires to be 

corrected before it is applied to the input of DAC1; otherwise 
it causes instability in the modulator as it will change the 
modulators dynamics by increasing its order. A first order 
differencer block  (1 − 𝑧ିଵ) is used to perform this correction 
as described in (9). The proposed 3rd-order two-path DTTI 
ΔΣ  modulator with shared integrator is shown in Figure 3.  

B. Derivation  of  CTTI  ΔΣ  Modulator 
The CTTI ΔΣ   modulator equivalent of the DTTI ΔΣ  

modulator of Figure 3 can be obtained in three steps as 
follows: The first step is to determine the DT loop filters of 
the DTTI ΔΣ  modulator. The second step is to convert the 
DT loop filters into equivalent CT loop filters by using the 
impulse-invariant transformation [1],[4],[6]. The third step is 
to convert the modulator into a 3rd order CTTI ΔΣ  modulator 
as shown in Figure 4. Two DACs with Non-Retrun-To-Zero 
(NRZ) implementation and intentional delay of 0.25𝑇  (𝑇 =
1/160𝑀𝐻𝑧) have been used. To overcome the excess-loop 
delay issue, two additional feedback paths from the outputs 
of DAC1 and DAC2 to the inputs of each quantizer (Q1 and 
Q2) are used.  

III. MATLAB SIMULATION 
The   proposed   CTTI   ΔΣ   modulator   has   been   simulated  

using the SIMULINK toolbox of MATLAB. All 
specifications of the CTTI  ΔΣ  modulator  are as follows.  
{𝑎, 𝑏, 𝑐} = {0.27639,0.76393,2.0  } 
൛𝑓𝑐1, 𝑓𝑐3, 𝑓𝑐5, 𝑓𝑐7, 𝑓𝑐9ൟ = {1.0, 1.0, 0.9648, 0.6708, 1.3291  } 
൛𝑓𝑐2, 𝑓𝑐4, 𝑓𝑐6, 𝑓𝑐8, 𝑓𝑐10ൟ = {1.0, 1.2764, 1.7287, 1.3291, 2.1986  } 
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Figure 5. The output spectra of the conventional DT, the DTTI and the 
CTTI  ΔΣ  modulator for a 2.4462MHz input with clock frequencies of 

160MHz, 320MHz and 320MHz respectively. 

The   output   spectrum   of   this   CTTI   ΔΣ   modulator   is  
compared   with   the   conventional   DT   and   the   DTTI   ΔΣ 
modulators in Figure 5. The output spectra of the DTTI and 
CTTI  ΔΣ  modulators  are  the  same  and  their  in-band noise are 
shaped more than the conventional  DT  ΔΣ  modulator.   The  
SNDRs of   the   conventional   DT,   the   DTTI   and   CTTI   ΔΣ  

modulators are 57.50dB, 78.47dB and 78.54dB respectively. 
Therefore in this particular case, the SNDRs of the time-
interleaved  ΔΣ  modulators  are improved by 21dB. As can be 
seen in Figure 5, non-idealities have not been included in this 
comparison.  

IV . CIRCUIT DESIGN AND SIMULATION  
The modulator circuit has been designed using the 90nm 

CMOS TSMC technology with the supply voltage of 1.8-V . 
Figure 6 shows the block diagram of the 3rd-order two-path 
CTTI ΔΣ   modulator. The operating frequency of the two 
quantizers, DACs and all other blocks except for the output 
multiplexer is 160MHz but the output multiplexer operates at 
320MHz. The OSR of the modulator is 16, allowing a 
maximum input signal bandwidth of 10MHz. The major 
circuit blocks of the modulator include three active-RC 
integrators, ten 4-bit current steering DACs, one 4-bit and 
one 5-bit flash ADC, two summation circuits, a clock 
generator, a biasing circuit, an output multiplexer and a 
digital error correction block (1 − 𝑧ିଵ). 

As can be seen in Figure 6, three active-RC integrators 
have been used and RC time constant varies up to 50% in 
CMOS technologies. A tuneable capacitor array will be used 
to tune up the RC time constant of the integrators and to 
compensate for process variations. 

One popular opamp architecture is a two-stage Miller-
compensation opamp which has been utilized for the first, 
second and third integrator and opamp4 and is shown in 
Figure 7. A PMOS input differential pair is used as the input 
stage for two reasons: First, the second pole is determined by 
the transconductance of the input transistors of the second 
stage and the NMOS transistor is faster than the PMOS one 
therefore the whole opamp will be more stable. Second, the 
input and output common mode voltage of the opamp is set 
to be 0.8V instead of VDD/2 (0.9V). The tail transistor in the 
first stage will have more VDS voltage and will not be 
pushed to triode region. The benefit of using PMOS 
transistors as input in the differential pair is low flicker noise, 
but in our wideband design, the flicker noise is of less 
concern.  

This modulator requires two ADCs. The first ADC has 
5bit resolution and 31 comparators and the second ADC has 
4bit resolution and 15 comparators. As shown in Figure 8, 
each latched comparator is composed of a single preamplifier 
stage and a latch. The preamplifier is used to amplify the 
input signal and to minimize the input capacitance of the 
comparator. The preamplifier stage isolates the latch and the 
resistor ladder; therefore it reduces the kick-back noise seen 
in reference string during switching times of the comparator. 
The latch is used to compare the two amplified input signals 
comping from the preamplifier and to provide a digital rail-
to-rail output signal.   

The whole CTTI ΔΣ  modulator has been simulated with a 
𝐹௜௡ = 1.005𝑀𝐻𝑧   input frequency, 1.6𝑉௣௣   (-2dBFS) 
amplitude and 320MHz sampling rate across process corners 
and temperatures. Due to the excessive long simulation times, 
these circuit simulation results were obtained by using only 
16384-point FFTs. Since the signal bandwidth is 10MHz, up 
to 512 frequency bins will be included in the calculation of 
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the SNDR. The circuit-level simulations have been run to 
make sure that the modulator is stable across process corners 
and temperatures. The SNDR of the modulator obtained 

from  circuit  simulations  in  TT  27’C,  FF  120’C  and  SS  -40’C  
are 75.3dB, 75.9dB and 74.5dB respectively. 

 

DA
C2

DA
C1

DA
C4

DA
C3

DA
C6

DA
C5

ADC1
5bit

ADC2
4bit

DA
C8

DA
C1

0
DA

C9

DA
C7

𝑅1 = 10𝑘 𝑅2/2 = 20𝑘 𝑅3 = 20𝑘 

𝑅5 = 104.72𝑘 

𝐶1 = 1.1306𝑝 𝐶2 = 409𝑓 𝐶1 = 156.25𝑓 

2(1 − 𝑧−1) 𝑧−1 

𝑅7 = 20𝑘 

𝑅7 = 20𝑘 

𝑅7/2 = 10𝑘 

2

2

Opamp1 Opamp2 Opamp3

Opamp4

1st Summation 
Circuit

2nd  Summation 
Circuit

 
Figure 6. Block Diagram of the 3rd-order  CTTI  ΔΣ  Modulator. 
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Figure 7. Schematic of (a) opamp and (b) comparator of the 3rd-order  CTTI  ΔΣ  Modulator. 
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Figure 8. The output  spectra  of  the  CTTI  ΔΣ  modulator  for  a  1.005MHz 

input with clock frequencies of 320MHz simulated in TT corner and 27'C. 

The output spectrum obtained from the circuit simulation 
at   TT   corner   and   27’C   temperature   is   shown   in   Figure   8. 
From the output spectrum shown in Figure 8, it can be seen 
that big tones reside at around the half clock frequency 
(160MHz). Those tones are images and are created due to 
utilizing the time-interleaving technique in the modulator. 
Those tones are dangerous because they will fold the out-of-
band noise into the band of interest and hence increase the 

in-band noise floor. The image tone located at 0.5𝐹௖௟௞ − 𝐹௜௡ 
has -35.3dB amplitude and should be attenuated enough in 
the decimation filter following this modulator. 

V . CONCLUSION 
In this paper the design of a 3rd-order CTTI ΔΣ  modulator 

with one set of integrators in 90nm CMOS technology has 
been presented. A novel method to resolve the delayless 
feedback path issue has been proposed [9]. The results 
obtained from the circuit simulation confirm that the theory 
behind the proposed method works very well without any 
degradation in the output performance. 
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Abstract: this paper presents a 3

rd
-order two-path Continuous-Time Time-Interleaved (CTTI) delta-sigma modulator 

which is implemented in standard 90nm CMOS technology. The architecture uses a novel method to resolve the 

delayless feedback path issue arising from the sharing of integrators between paths. The clock frequency of the 

modulator is 320MHz but integrators, quantizers and DACs operate at 160MHz. The modulator achieves a dynamic 

range of 12 bits over a bandwidth of 10MHz and dissipates only 28mW of power from a 1.8-V supply.   
In order to derive the 3

rd
-order CTTI ΔΣ modulator, the 3

rd
-order two-path Discrete-Time Time-Interleaved (DTTI) 

ΔΣ modulator is derived directly from the time domain node equations of the conventional DT ΔΣ modulator as shown 
in Figure 1. The time domain equations of the conventional DT ΔΣ modulator are written for two consecutive time 
slots as (2n)th and (2n+1)th and by sharing only one set of integrators, the input demultiplexer is removed and the 
input �(�) is shared between channels. The DTTI ΔΣ modulator which is shown in Figure 2 is derived directly from 
the time domain equation sets (1). 

���(�) = 2
�(� − 1) − 

�(� − 1) − 

�(� − 1) + ���(� − 1) (1.a) 

���(�) = 
��(� − 1) + 2����(� − 1) − �
�(� − 1) −  �(1 + 
)
�(� − 1) + ���(� − 1) (1.b) 

���(�) = �����(� − 1) + 2����(� − 1) − �
�(� − 1) − �(1 + �)
�(� − 1) + ���(� − 1) (1.c) 

���(�) = ����(�) − �
�(�) + ���(�) (1.d) 


�(�) = �[���(�)]= �[����(�) − �
�(�) + ���(�)] (1.e) 


�(�) = �[���(�)] (1.f) 

In order to save power, silicon area and to eliminate the instability arising from DC offset mismatch of the 
individual integrator sets in multi-path TI ΔΣ modulators, one set of integrators is shared between paths but it causes a 
problem which is called the “delayless feedback path” problem. In DTTI ΔΣ modulator which is shown in Figure 2 
and expressed by equation (1.d) in which ���(�) (the input of quantizer Q1) is directly linked to 
�(�). This means 
that the output of the second quantizer (Q2) is connected to the input of another quantizer (Q1) without any delay. The 
novel method proposed in this paper resolves this issue and is based on an error correction technique. We intentionally 
induce an error in the analog domain through the use of the output of DAC2 which is 
�(� − 1) instead of 
�(�) as 
shown in Figure 3. The output of DAC2 is used in (1.e) and equation (2) is rewritten as: 


�(�) = �[����(�) − �
�(� − 1) + ���(�)] + �
�(� − 1) − �
�(�) (2) 

The output of Q1 is called 
��(�) in (3): 


�(�) = 
��(�) + �
�(� − 1) − �
�(�) (3) 

����� = �∆
 = �(
�(�) − 
�(� − 1)) (4) 

��(�) = ���(�) − �(1 − ���)��(�) (5) 

As stated in (3), 
��(�) (the output of Q1) requires to be corrected before it is applied to the input of DAC1 otherwise 
it causes instability in the modulator; A first order differencer block (1 − ���) is used to perform this correction as 
described in (5). The proposed 3

rd
-order two-path DTTI ΔΣ modulator with shared integrator is shown in Figure 3. 

The CTTI ΔΣ modulator equivalent of the DTTI ΔΣ modulator of Figure 3 can be obtained in three steps as 
follows: The first step is to determine the DT loop filters of the DTTI ΔΣ modulator. The second step is to convert the 
DT loop filters into equivalent CT loop filters by using the impulse-invariant transformation. The third step is to 
convert the modulator into a 3

rd
 order CTTI ΔΣ modulator as shown in Figure 4. Two DACs with Non-Retrun-To-

Zero (NRZ) implementation and intentional delay of 0.25! (! = 1/160$%�) have been used. To overcome the 
excess-loop delay issue, two additional feedback paths from the outputs of DAC1 and DAC2 to the inputs of each 
quantizer (Q1 and Q2) are used. The proposed CTTI ΔΣ modulator has been simulated using the SIMULINK toolbox 
of MATLAB. The output spectrum of this CTTI ΔΣ modulator is compared with the conventional DT and the DTTI 
ΔΣ modulators in Figure 5. The SNDRs of the conventional DT, the DTTI and CTTI ΔΣ modulators are 57.50dB, 
78.47dB and 78.54dB respectively. Therefore in this particular case, the SNDRs of the time-interleaved ΔΣ 
modulators are improved by 21dB.  

The modulator circuit has been designed using the 90nm CMOS TSMC technology with the supply voltage of 1.8-
V. Figure 6 shows the block diagram of the 3

rd
-order two-path CTTI ΔΣ modulator. One popular opamp architecture is 

a two-stage Miller-compensation which has been utilized for the first, second and third integrator and opamp4 and is 
shown in Figure 7. This modulator requires two ADCs. The first ADC has 5bit resolution and 31 comparators and the 
second ADC has 4bit resolution and 15 comparators. As shown in Figure 8, each latched comparator is composed of a 
single preamplifier stage and a latch. The whole CTTI ΔΣ modulator has been simulated with a &'( =
1.005$%� input frequency, 1.6)** (-2dBFS) amplitude and 320MHz sampling rate across process corners and 

temperatures. The output spectrum obtained from the circuit simulation at TT corner and 27’C temperature is shown in 
Figure 8. The results obtained from the circuit simulation confirm that the theory behind the proposed method works 
very well without any degradation in the output performance. 




�−1

1 − �−1
 

��−1

1 − �−1
 

��−1

1 − �−1
 

�1(�) �2(�) �3(�) 
�(�) 
(�) 

,-. 
 

Figure 1. A 3rd-order conventional single-loop DT ΔΣ modulator. 
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Figure 2. A 3rd-order two-path DTTI ΔΣ modulator with shared integrators. 
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Figure 3. The proposed 3rd-order two-path DTTI ΔΣ modulator with shared integrators. 
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Figure 4. The proposed 3rd-order two-path CTTI ΔΣ modulator with shared integrators. 

 

Figure 5. The output spectra of the conventional DT, the DTTI and the 

CTTI ΔΣ modulator for a 2.4462MHz input with clock frequencies 
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Figure 6. Block Diagram of the 3rd-order CTTI ΔΣ Modulator. 
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Figure 7. Schematic of (a) opamp and (b) comparator of the 3rd-order 

CTTI ΔΣ Modulator. 

 
Figure 8. The output spectra of the CTTI ΔΣ modulator for a 

1.005MHz input with clock frequencies of 320MHz simulated in TT 

corner and 27'C. 

 


































































