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Abstract—With the development of fifth generation (5G) com-
munications systems, heterogeneous networks (HetNets) have
become a research hotspot. However, most of the existing work
assumes that the user is static in HetNets. This hypothesis can
greatly simplify system models, nevertheless it is not always
accurate enough, because the user mobility has a significant
effect on the performances of HetNets. Therefore, this paper
studies the influence of the infinite user mobility in HetNets
by using tools from stochastic geometry. The local delay and
energy efficiency of HetNets based on Poisson point process
(PPP) and Poisson cluster process (PCP) respectively are derived,
the latter being more accurate to model the hot spot areas than
the former. It was found that user mobility can reduce obviously
the local delay and improve the energy efficiency under the high
SIR regime. Moreover, the local delay is larger and the energy
efficiency is lower under PCP than under PPP for infinite user
mobility. In addition, the user mobility can reduce the function
of the discontinuous transmission (DTX) scheme, which is used
to improve the energy efficiency. Finally, the simulation results
verify the accuracy of the numerical analyses.

Index Terms—Heterogeneous networks (HetNets), local delay,
energy efficiency, user mobility, Poisson point process (PPP),
Poisson cluster process (PCP).

I. INTRODUCTION

In recent years, due to the rapid increase of wireless
communications traffic, ultra dense heterogeneous networks
(HetNets) have become one of the most important technolo-
gies for the next generation mobile communications systems
[1]. On the other hand, latency, energy efficiency (EE) and
spectrum efficiency (SE) have been dedicated as three key
performance indicators (KPIs) of the fifth generation (5G)
communications systems. This paper will therefore study two
of them for ultra dense HetNets: local delay and EE.

The latency as a KPI mainly consists of transmission delay
and queuing delay. The transmission delay is termed the local
delay in this paper, and is defined as the average time required
to successfully transmit a packet on a wireless link. The
local delay has been investigated for the static networks with
Poisson point process (PPP) [2]– [4]. In reality, users can of
course be very mobile. To this end, the local delay under
infinite user mobility, where the users can move in the whole
plane, was analyzed in [5] and [6] for ad hoc networks based
on PPP. Other works have analyzed the effects and benefits of

mobility on ad hoc network [7]– [8]. In addition, local delay
of the clustered networks was studied in [9]. Moreover, in
[11], the local delay was extended to the case of finite user
mobility, where the users only move in a limited range rather
than the whole plane. Nevertheless, little seems to have been
reported on the local delay of HetNets based on PPP and PCP,
with the latter being more accurate to model the hotspots than
the former [12], [13] under user mobility.

The dramatic increase in communications traffic leads to
the dense deployment of small cells in HetNets, which may
increase greenhouse gas emission. Hence, the energy con-
sumption of HetNets needs to be controlled, which demands
that the network EE be investigated [14]– [16]. An analysis
of EE has been carried out based on two-tier and three-tier
HetNets [14]. In [15], analysis and optimization of EE under
Coordinated Multipoint Transmission and Reception (CoMP)
were investigated. Furthermore, tradeoff between EE and SE
in 5G multi-operator networks with heterogeneous constraints
was analyzed [16]. However, the EE of mobile HetNets with
the discontinuous transmission (DTX) scheme, where the user
is mobile, has not been investigated.

The contributions of this paper mainly include:
1) Using the Laplace transform of the aggregate interfer-

ence, the local delay and EE of PPP and PCP distributions
with DTX scheme under infinite user mobility have been
derived. It is found that, for the infinite user mobility, the local
delay under PPP is lower and the EE under PPP is higher than
that of PCP.

2) We compared the static and the infinite mobility scenar-
ios and found that the local delay under infinite mobility is
lower and the EE is higher for high SIR threshold. Further-
more, the DTX scheme provides no benefit for HetNets with
infinite user mobility, which implies that user mobility can
reduce the function of the DTX scheme.

II. SYSTEM MODEL

A. Heterogeneous Networks Model

We model a HetNet with K independent network tiers, and
denote K = {1, 2, ...,K}. Let Φ denote the set of overall BSs
and Φi denote the set of BSs with the density denoted by λi in
the ith tier. We therefore have Φ =

⋃
i∈K Φi. In addition, the
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transmission power and the path-loss exponent are denoted
by Pi and αi for the ith-tier. Moreover, the transmission time
is divided into discrete time slot, and a data packet is not
counted as ”transmitted” until the receiver can successfully
decode. Furthermore, the typical mobile user now takes on
infinite mobility, namely, the user is located at a different area
in a different time slot. To simplify the model, we assume the
user is located at origin in any time slot, but the locations of
BSs are ”redeployed” in each time slot [6]. Let xi,j denote
the BS location in the ith tier, and xk,0 denote the associated
BS location. For the distribution of BS locations, this paper
considers two models: PPP and PCP, with the latter being
more realistic than the former. In addition, the DTX scheme
with the mute probability of ζ [17], [18] is adopted at the BS,
and the mute probability of BSs in the ith tier is denoted by
ζi, namely, the BS in the ith tier stays active with probability
of 1− ζi.

From the above network model, the aggregate interference
of the typical user can be expressed by

I =
∑
i∈K

∑
xi,j∈Φi\{xk,0}

Pihxi,j‖xi,j‖−αiT (xi,j ∈ Φi,t) (1)

where T (·) is an indicator function, Φi,t denotes the active
BS set in time slot t in the ith tier and hxi,j denotes the power
fading coefficient with the exponential distribution of unit
mean (i.e., Rayleigh fading assumption). We consider that the
power fading coefficient hxi,j follows the same distribution
in each time slot, therefore, hxi,j is independent of the time
slot t. Assuming that the kth-tier BS is associated with the
user, the signal to interference ratio (SIR) can be calculated
as

SIR =
Pkhxk,0‖xk,0‖−αk

I
, (2)

assuming that the interference is large enough to neglect ad-
ditive noise. We consider the average received signal strength
(RSS) as an association criterion, and the index k of the
associated BS can be expressed by

k = arg max
i∈K

Pi‖xi,0‖−αi (3)

where xi,0 is the nearest BS location in the ith tier.
In order to express a successful receive, we denote θ as the

SIR threshold.

B. Laplace Transform

First, we consider the PPP as the distribution model of BSs.
Let the distance between the associated BS and the typical
user be reflected by r and denote Ck as the success event
conditioned on the distance r. The successful transmission
probability can be calculated as:

Pr(Ck|r) = (1− ζk)Pr(SIR > θ|r)

= (1− ζk)Pr(hxk,0 >
θI

Pkr−αk
|r)

= (1− ζk)EI [exp(−
θI

Pkr−αk
)|r]

= (1− ζk)LI(
θ

Pkr−αk
|r).

(4)

where 1 − ζk in (4) signifies that the associated BS stays
active with the probability of 1− ζk. The conditional Laplace
transform of the aggregate interference is given by

PPPLI(s|r)

=

K∏
i=1

E

 ∏
xi,j∈Φi

exp(−sPihxi,j‖xi,j‖−αiT (xi,j ∈ Φi,t))

 .
(5)

Using the conditional probability generating functional [20]
of PPP, the Laplace transform of the aggregate interference is
obtained by

PPPLI(s|r) = exp

(
−

K∑
i=1

λi

∫
R2

[1− vi(x)]dx

)
(6)

where

vi(x) =
1− ζi

1 + sPi‖x‖−αi
+ ζi. (7)

The BSs in each tier now follow PCP, which consists of
parent process and daughter process [20]. The density of
parent points is denoted by λp,i and the daughter points are
uniformly located within a cluster, where the average number
of daughter points follows Poisson process with mean ci in
the ith tier. Moreover, we consider the cluster structure as a
circle with radius Ri in the ith tier.

The conditional Laplace transform of the aggregate inter-
ference is now given by

PCPLI(s|r)

=

K∏
i=1
i 6=k

E

 ∏
xi,j∈Φi

exp(−sPihxi,j‖xi,j‖−αiT (xi,j ∈ Φi,t))

 .
E!
x

 ∏
xk,j∈Φk

exp(−sPkhxk,j‖xk,j‖−αkT (xk,j ∈ Φk,t))


(8)

where E!
x[·] is the reduced Palm expectation [20].

By using the conditional probability generating functional
of PCP, the Laplace transform of the aggregate interference
is obtained by



PCPLI(s|r)

= exp

(
−

K∑
i=1

λp,i

∫
R2

[1− exp(−ciγi(y))]dy

)
×
∫
R2

exp(−ckγk(y))f(y)dy

(9)

where

γi(y) = (1− ζi)
∫
R2

‖x− y‖−αi
‖x− y‖−αi + 1/sPi

f(x)dx. (10)

The derivation is omitted here due to space.

C. Local Delay

As mentioned earlier, the local delay refers to the average
number of time slots taken for a successful transmission
in a wireless link [10]. Due to the infinite mobility, the
probability of a successful transmission is same in each time
slot, therefore, the local delay in a K-tier HetNet is

D =
1∑

k∈KAkEr [Pr(Ck|r)]
(11)

where Ak is the probability that the typical user is associated
with the BS in the kth tier.

Here, the probability density function [5] of the distance r
is expressed by

f(r) =
2πλk(1− ζk)

Ak
exp(−π

K∑
i=1

λi(1− ζi)(
Pi
Pk

)
2
αi r

2αk
αi ).

(12)
First, using PPP to model the location of BSs, the local

delay DPPP based on the definition in (11) is given by

1

DPPP
=

K∑
k=1

2πλk(1− ζk)2

∫ ∞
0

exp

(
−π

K∑
i=1

λi

(
Pi
Pk

)
2
αi r

2αk
αi (1− ζi + (1− ζi)G(αi, θ))

)
rdr

(13)
where G(αi, θ) =

∫∞
1

θ

θ+t
αi
2
dt. The derivation is omitted here

due to space.
Considering some special cases, i.e., the mute probability

{ζk} = ζ and the path-loss exponent {αk} = α, the local
delay can be simplified as

DPPP =
1

1− ζ
+
G(α, θ)

1− ζ
. (14)

From (14), there is no phase transition of local delay when
ζ ∈ (0, 1), because the infinite local delay occurs only when
ζ = 1 under infinite user mobility for any SIR threshold θ.
Intuitively, for finite user mobility, where the user moves only
in a limited area in each time slot, the finite local delay also
exists because the finite user mobility falls in between the

static and the infinite mobility. Moreover, when θ → 0, the
local delay becomes DPPP → 1/(1 − ζ), implying that the
local delay is one time slot at least for low SIR threshold. For
comparison, the local delay under static [10] is given by

DPPPs =
1

1− ζ
· 1

1− (1− ζ)Z(ζ, α, θ)
. (15)

From (15), when θ → 0, we have DPPPs = 1
1−ζ , which is

same as that of infinite mobility. The result implies that for
low SIR threshold, the user mobility has little effects on the
local delay. Moreover, we can observe that the local delay is
a monotonically increasing function of the mute probability
ζ in (14), hence the minimum local delay happens at ζ = 0.
While this is not the case for the static result in (15).

We now consider PCP as the model of BSs. Similarly, the
local delay DPCP is calculated by

1

DPCP
=

K∑
k=1

2πλk(1− ζk)2

∫ ∞
0

exp

(
−π

K∑
i=1

λp,i

(
Pi
Pk

)
2
αi r

2αk
αi (ci(1− ζi) +H(ci, ζi, αi, θ))

−ck(1− ζk)

R2
k

G(αk, θ)r
2

)
rdr

(16)
where H(ci, ζi, αi, θ) =

∫∞
1

[1 − exp(−ci(1−ζi)θ
θ+t

αi
2

)]dt. The
derivation is omitted here due to space.

The local delay under PPP and PCP under infinite user
mobility are therefore respectively given in (13) and (16), and
then we can find the relation of them. Let the cluster radius
{Rk} → ∞, and then the local delay under PCP in (16) can
be simplified as

1

DPCP
=

K∑
k=1

2πλk(1− ζk)2

∫ ∞
0

exp

(
−π

K∑
i=1

λp,i

(
Pi
Pk

)
2
αi r

2αk
αi (ci(1− ζi) +H(ci, ζi, αi, θ))

)
rdr

≤
K∑
k=1

2πλk(1− ζk)2

∫ ∞
0

exp

(
−π

K∑
i=1

λi

(
Pi
Pk

)
2
αi r

2αk
αi (1− ζi + (1− ζi)G(αi, θ))

)
rdr

=
1

DPPP
(17)

where H(ci, ζi, αi, θ) is substituted by ci(1− ζi)G(αi, θ) due
to 1− exp(−x) ≤ x, ∀x ≥ 0.

From (17), it is clear that the local delay under PCP is
larger than that under PPP in the case of infinite mobility.
Also, the local delay under PCP can not be lower than that
of PPP for any key system parameters.



D. Energy Efficiency

In this paper, the network energy efficiency is defined as
the ratio of average area network throughput τ to average area
power consumption Parea. Hence, the energy efficiency [10],
with unit nats/J/Hz, is given by

ηEE =
τ

Parea

=
D−1log(1 + θ)

∑K
i=1(1− ζi)λi∑K

i=1 λi[(1− ζi)(Pi,a + ∆iPi) + ζiPi,m]

(18)

where Pi,a is the static power of BS in active, and Pi,m is
the static power of BS in mute in the ith tier. ∆i is the slope
of power consumption in the ith tier. Especially, for PCP, we
have the density λi = λp,ici.

For the same key system parameters, i.e., same mute
probability, path-loss exponent and SIR threshold and so on,
the energy efficiency depends on the local delay D. Thus,
from (17), we can realize that the energy efficiency under
PCP is lower than that of PPP. Using the local delay derived
in (13) and (16), the energy efficiency under PPP and PCP
can be analyzed from (18). Inspired by [10], we consider two
extreme cases: θ → 0 and θ → ∞, and let {ζk} = ζ and
{αk} = α.

When θ → 0 (i.e., the low SIR regime), the local delay
DPPP ∼ 1/(1 − ζ), and the energy efficiency can be
expressed by

ηEE =
(1− ζ)2log(1 + θ)

∑K
i=1 λi∑K

i=1 λi[(1− ζ)(Pi,a + ∆iPi) + ζPi,m]
(19)

which shows that the energy efficiency is an increasing func-
tion of θ. In addition, the derivative of the energy efficiency
over ζ can be calculated as

η
′

EE(ζ) ∼ −a(1− ζ)2 − b(1− ζ2) (20)

where a =
∑K
i=1 λi(Pi,a + ∆iPi) and b =

∑K
i=1 λiPi,m.

From (20), η
′

EE(ζ) is negative, therefore, the energy efficiency
will decrease with increase of ζ.

For θ → ∞ (i.e., the high SIR regime), the local delay
D ∼ G(α, θ)/(1−ζ), therefore, the energy efficiency is given
by

ηEE =
(1− ζ)2log(1 + θ)

∑K
i=1 λi

G(α, θ)(a(1− ζ) + bζ)
(21)

where G(α, θ) = C(α)θ
2
α − 2F1(1, 2

α ; 1 + 2
α ;− 1

θ ).
In this case, 2F1(1, 2

α ; 1 + 2
α ;− 1

θ ) → 1, and we have
G(α, θ) ∼ C(α)θ

2
α − 1 and G′

(α, θ) ∼ 2
αC(α)θ

2
α−1.

Therefore, the effect of the SIR threshold θ on the energy
efficiency is obtained by

η
′

EE(θ) ∼ 1

1 + θ
− 2

αθ
log(1 + θ) (22)

which is less than zero when θ → ∞ due to log(1 + θ) >
θ/(1 + θ). Thus, the energy efficiency will decrease with
increase of the SIR threshold.

When θ →∞, the derivative of the energy efficiency with
respect to the mute probability can be expressed by

η
′

EE(ζ) ∼ −a(1− ζ)2 − b(1− ζ2). (23)

which is less than zero when the mute probability 0 < ζ < 1.
In the case, the energy efficiency is a decreasing function with
respect to the mute probability, which is contrary to the static
scenario [10]. The result indicates that the impact of the DTX
scheme on the energy efficiency is reduced when the user is
moving.

Furthermore, when the SIR threshold 0 < θ <∞, we have

η
′
(θ) ∼ 1 + G(α, θ)

1 + θ
− G

′
(α, θ)log(1 + θ) (24)

From (24), we can obtain that the optimal SIR threshold
satisfies

θ∗ >
α− 2

2
(25)

which results from log(1 + θ) < θ, C(α)θ
2
α < G(α, θ) + 1

and G′
(α, θ) < 2

αC(α)θ
2
α−1.
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Fig. 1. Local delay D as a function of the mute probability ζ under PPP,
where α=4.

III. NUMERICAL RESULTS

This section carries out some numerical analyses of the
local delay and energy efficiency. A two-tier HetNet structure,
consisting of macro cells (tier 1) and pico cells (tier 2), is used.
For PCP, the deployment of macro cells is usually unicellular
clustered, and therefore, c1 = 1. The other parameters are
P1 = 20W, P2 = 0.13W, P1,a = 130W, P2,a = 6.8W, ∆1 =
4.7, and ∆2 = 4.0 [19].

In Fig. 1, local delay D as a function of the mute probability
ζ under PPP is shown, where α = 4. We can observe that



the local delay under infinite mobility spans a wider bands
than that of static. And there is no network-contention phase
transition of the local delay for any SIR threshold θ under
infinite mobility. Therefore, the user mobility can change the
properties of the local delay. The reason is that the correlation
of the interference is reduced when the user is moving, leading
to the obvious difference of the local delays between the static
and infinite mobility for a high SIR threshold. Moreover, in
the case of infinite mobility, the BSs are deployed at the
density λi(1 − ζ), implying that the impact of the DTX
scheme is equivalent to the change in BS density. Generally,
the user mobility is limited, therefore, the local delay under
infinite mobility and static can respectively be regarded as two
extreme cases of finite mobility.
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Fig. 2. Local delay and energy efficiency as a function of the mute
probability ζ2, where λp,1=1/(π5002), λp,2=5/(π5002), c1=1, c2=2, α=4,
θ=1, R1=800, R2=500, ζ1 = 0.4.

In Fig. 2, local delay and energy efficiency as a function of
the mute probability ζ2 are shown, where λp,1 = 1/(π5002),
λp,2 = 5/(π5002), c1 = 1, c2 = 2, α = 4, θ = 1, R1 = 800,
R2 = 500, ζ1 = 0.4. No matter BSs are deployed on the basis
of PCP or PPP, the local delay under infinite mobility is lower

than that under static. Effected by the local delay, the energy
efficiency under infinite mobility is higher than that under
static. Furthermore, the local delay under the infinite mobility
is a concave function of the mute probability ζ2, whereas, the
local delay under the static is a convex function of ζ2. The
reason is that the increasing of the associated distance is the
dominating factor in the small ζ2, however, the decreasing of
the interference becomes the dominating factor in the large
ζ2, which is different from the static case.

In addition, the numerical results also show that the local
delay under PCP is larger and the energy efficiency is lower
than that of PPP for the static and the infinite mobility cases,
which verifies the previous proof process in (17). The reason
is that there is a large intra-cluster interference under PCP.
Also, the results demonstrate that the mobility will not weaken
the compact of the cluster under PCP. Moreover, we have
found that the DTX scheme has no benefit to the energy
efficiency in the infinite mobility case. As a result, the user
mobility will reduce the contributions of DTX scheme on the
local delay and energy efficiency.
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Fig. 3. Energy efficiency ηEE as a function of the SIR threshold θ, where
λ1=1/(π5002), λ2=10/(π5002), α=3.5, ζ1 = ζ2 = 0.2, c1 = 1, c2 = 5,
R1 = 600, R2 = 800.

Shown in Fig. 3 are energy efficiency ηEE as a function
of the SIR threshold θ, where λ1 = 1/(π5002), λ2 =
10/(π5002), α = 3.5, ζ1 = ζ2 = 0.2, c1 = 1, c2 = 5,
R1 = 600, R2 = 800. The infinite mobility improves
the energy efficiency, meanwhile, increases the optimal SIR
threshold to maximum energy efficiency both of PPP and
PCP. As a result, there are obvious differences between
energy efficiencies under the static and the infinite mobility.
Moreover, the optimal SIR threshold is larger than (α− 2)/2,
which verifies our theoretical result in (25). Intuitively, the
energy efficiency under the finite mobility is located between
the static and the infinite mobility, and the optimal SIR



threshold θ∗f under the finite mobility satisfies:

θ∗f >

√
α

2
− 1 (26)

which results from the static case [10] and the optimal SIR
threshold θ∗ in (25) with a loose condition.

Fig. 4 shows local delay D as a function of the density
of pico cells with different path-loss exponent, where λ1 =
1/(π5002), α1 = 3.5, ζ = 0, θ = 1. When α1 > α2, the
local delay is a decreasing function of λ2, when α1 < α2,
however, the local delay is an increasing function of λ2. If
α1 = α2, the local delay is not related with density, which is
consistent with (14). Therefore, the small path-loss exponent
is bad for the dense deployment of pico cells, which largely
increases the local delay. The reasons is the interference has
a dominating effect on the local delay when α2 < α1, while,
for α1 > α2, the shorter distance between the user and the
associated BS has a primary effect on the local delay. When
the path-loss exponent {αk} = α, implying that the BSs have
same channel environment, the impacts of the distance and
the interference can be cancelled out in this case. In addition,
in Fig. 4, we can observe that the analytical expressions match
the simulation results with the tolerable gap.
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Fig. 4. Local delay D as a function of the density of Pico cells with different
path-loss exponent, where λ1=1/(π5002), α1=3.5, ζ = 0, θ = 1.

IV. CONCLUSION

In this paper, the local delay and energy efficiency of Het-
Nets with infinite mobility based on PPP and PCP respectively
have been derived. The numerical results revealed that the
user mobility can change the properties of the local delay. In
addition, the results theoretically demonstrated that the local
delay and energy efficiency under infinite mobility are better
than that of the static case, due to the weak correlation caused
by user mobility. Meanwhile, we also found that the local
delay is higher and the energy efficiency is lower under PCP

than under PPP, which is due to the intra-cluster interference.
Moreover, the user mobility can increase the optimal SIR
threshold in terms of the energy efficiency, and the value range
of the optimal SIR threshold was also obtained. Finally, the
simulation results match the numerical results well.
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