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#### Abstract

Evolutionary programming has been widely applied to solve global optimization problems. Its performance is related to both mutation operators and fitness landscapes. In order to make evolutionary programming more efficient, its mutation operator should adapt to fitness landscapes. The paper presents novel hybrid evolutionary programming with adaptive Lévy mutation, in which the shape parameter of Lévy probability distribution adapts to the roughness of local fitness landscapes. Furthermore, a modified Nelder-Mead method is added to evolutionary programming for enhancing its exploitation ability. The proposed algorithm is tested on 39 selected benchmark functions and also benchmark functions in CEC2005 and CEC2017. The experimental results demonstrate that the overall performance of the proposed algorithm is better than other algorithms in terms of the solution accuracy.
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## 1 Introduction

Evolutionary programming (EP), alongside genetic algorithms and evolution strategy, stems from natural biological evolution. EP was first proposed by Fogel in 1960s who simulated evolution using finite-state machines and studied the generation of artificial intelligence [17. Today it has been applied widely to solve diverse problems. One of its most important applications is global optimization [39, 22, 9, 24].

EP simulates evolution at species' level with mutation and selection but without no crossover. Mutation is the main search operator in EP. Several mutation operators have been proposed such as Gaussian, Cauchy and Lévy mutation. The performance of EP depends on both mutation operators and fitness landscapes. For example, Gaussian mutation is good on unimodal fitness landscapes; Cauchy mutation is better on multimodal fitness landscapes but less effective on unimodal fitness landscapes. Therefore, in order to take advantages of different mutation operators, it is necessary to design adaptive EP which integrates several mutation operators into one algorithm. Different approaches have been suggested for implementation the integration, such as linear combination [9, mixed strategy [13,27, reinforcement learning [40] and ensemble [26].

Lévy distribution is a generalization of Gaussian and Cauchy distributions because the latter is special cases of the former. When the shape parameter of Lévy distribution $\alpha=1$, Lévy distribution is reduced to Cauchy distribution. When $\alpha=2$, it becomes Gaussian distribution. Therefore a reasonable hypothesis is that the shape parameter $\alpha$ of Lévy distribution should adapt to fitness landscapes. If a fitness landscape looks like a unimodal landscape, then the shape parameter $\alpha$ of Lévy distribution should be set to a large value
for a short-tailed distribution; if a fitness landscape is a multimodal landscape with many local optima, then the shape parameter $\alpha$ should be assigned to a small value for a long-tailed distribution. The research questions are how to characterize fitness landscapes and how to adapt Lévy mutation to fitness landscapes.

Nevertheless, the current design of adaptive EP seldom utilizes any explicit characteristic of fitness landscapes. An early work is the mixed strategy EP described in [37] which links the choice of mutation operators to local fitness landscapes. A mixed strategy in [37] is a probability distribution of choosing Cauchy or Gaussian mutation operator. The work in [37] is based on supervised learning. First, a training data set is constructed which consists of several typical fitness landscapes, and then the best mixed strategy for a specific landscape is learned on the training data set. Next, the same or similar strategy is applied on the same or similar fitness landscape on the testing data set (consisting of new fitness landscapes).

This paper aims to design novel EP with a Lévy mutation operator adapting to fitness landscapes. It is established on a new idea, briefly described as follows: a population is viewed as an observation of a local fitness landscape in which the population resides; the roughness of a local fitness landscape is measured by the number of optima (both local and global) in the population; and the shape parameter $\alpha$ in Lévy mutation depends on the roughness of a local fitness landscape.

Because evolutionary algorithms are good at exploration but not at exploitation, an essential design principle is widely used in memetic algorithms [31], that is, local search can be added into evolutionary algorithms for improving their exploitation ability. Thus, a modified Nelder-Mead is also added to the proposed EP for enhancing its exploitation ability.

The rest of the paper is organized as follows. Section 2 reviews EP. Section 3 presents our hybrid EP hybrid EP using the Lévy mutation operator adapting to local fitness landscapes and modified Nelder-Mead exploitation operator. Section 4 reports the result of experiments. Section 5 concludes the paper.

## 2 Literature Review of Evolutionary Programming

EP was originally proposed to optimize finite state machines [17]. Currently it is widely applied into solving optimization problems. This paper focuses on global minimization problems with bounded constraints. It can be formulated as a pair $(S, f)$, where $S \subseteq \mathbb{R}^{n}$ is a bounded set, $f(x): S \rightarrow \mathbb{R}$ is a real-valued function
and $n$ is the dimension. The task is to find a point $x_{\text {min }} \in S$ such that $f\left(x_{\text {min }}\right)$ is a global minimum,

$$
f\left(x_{\min }\right) \leq f(x), \quad \forall x \in S
$$

EP simulates the evolution at species level. Therefore, no crossover operator is employed. Depending on the mutation operator used to produce variation in the population, different versions of EP were subsequently proposed. In EP, the representation of an individual is a pair of real vectors $(x, \sigma)$,

$$
\begin{aligned}
& x=(x(1), x(2), \cdots, x(n)), \\
& \sigma=(\sigma(1), \sigma(2), \cdots, \sigma(n)),
\end{aligned}
$$

where $x$ is the location of an individual in $\mathbb{R}^{n}$ and $\sigma$ is the step size. A population consists of $\mu$ individuals.

Conventional EP which uses a single mutation operator can be described as follows [39, 22, ,9, 24]:

1. Initialization: Set the generation counter $t=1$. Generate an initial population of $\mu$ individuals. Each individual is taken as a pair of real-valued vectors $\left(x_{i}, \sigma_{i}\right), i \in\{1, \ldots, \mu\}$. Evaluate the fitness score of each individual in the population.
2. Mutation: For each parent $\left(x_{i}, \sigma_{i}\right)$, creates a single offspring $\left(x_{i}^{\prime}, \sigma_{i}^{\prime}\right)$ as follows:

$$
\begin{aligned}
& \text { for } j=1, \ldots, \mu \text { do } \\
& \sigma_{i}^{\prime}(j)=\sigma_{i}(j) \exp \left(\tau_{a} N(0,1)+\tau_{b} N_{j}(0,1)\right) ; \\
& x_{i}^{\prime}(j)=x_{i}(j)+\sigma_{i}^{\prime}(j) N_{j}(0,1) \quad \triangleright \text { classical EP }
\end{aligned}
$$

using Gaussian mutation (CEP);
[or $x_{i}^{\prime}(j)=x_{i}(j)+\sigma_{i}^{\prime}(j) \delta_{j} \quad \triangleright$ fast EP using
Cauchy mutation (FEP);]

$$
\left[\text { or } x_{i}^{\prime}(j)=x_{i}(j)+\sigma_{i}^{\prime}(j) L_{j}(\alpha) \quad \triangleright\right. \text { EP using }
$$

Lévy mutation (LEP);]
end for
where $x_{i}(j), x_{i}^{\prime}(j), \sigma_{i}(j), \sigma_{i}^{\prime}(j)$ are the $j$ th component of vectors $x_{i}, x_{i}^{\prime}, \sigma_{i}, \sigma_{i}^{\prime}$ respectively. $N(0,1)$ is a normally distributed one-dimensional random number with zero mean and standard deviation one. $N_{j}(0,1), \delta_{j}$ and $L_{j}(\alpha)$ stand for Gaussian, Cauchy and Lévy random variables generated for each value of $j$ respectively. $\tau_{a}, \tau_{b}$ and $\alpha$ are set to $(\sqrt{2 \mu})^{-1}$, $(\sqrt{2 \sqrt{\mu}})^{-1}$ and 0.8 respectively.
3. Fitness evaluation: Calculate the fitness of each offspring $\left(x_{i}^{\prime}, \sigma_{i}^{\prime}\right)$.
4. $q$-Tournament Selection: The union of parents $\left(x_{i}, \sigma_{i}\right)$ and offspring $\left(x_{i}^{\prime}, \sigma_{i}^{\prime}\right), i \in\{1, \ldots, \mu\}$ is formed. For every individual in the union, $q$ opponents are chosen uniformly at random from the combined population. For each comparison, if the individual's objective value is smaller (i.e. minimization problem) than the opponent's, it receives a "win". From the union of parents and offspring, individuals with the most wins are selected to be the parents in the next generation.
5. Iteration: Repeat steps 2-4 until a stopping criterion is satisfied.

As shown in the above algorithm, several mutation operators have been proposed in EP, such as Gaussian, Cauchy [39] and Lévy [22] mutation operators. Gaussian mutation is the classical mutation operator whose performance is good on unimodal fitness landscapes. Cauchy mutation can outperform Gaussian mutation on multimodal fitness landscapes but is less effective on unimodal fitness landscapes. Lévy mutation is claimed to be more flexible than both Gaussian and Cauchy mutation. Lévy mutation is a generalization of Gaussian and Cauchy mutation because Gaussian and Cauchy probability distributions are special cases of the Lévy probability distribution. However, for any fixed shape parameter $\alpha$, EP using Lévy mutation still cannot solve all test functions efficiently. As each mutation operator has its advantages and disadvantages, the overall performance of EP can be improved by applying different mutation operators simultaneously or by adaptively choosing mutation operators.

In order to integrating several mutation operators into one algorithm, numerous methods have been proposed in EP. A simple implementation proposed by 9$]$ is a linear combination of Gaussian and Cauchy distributions. This combination can be viewed as a new mutation operator, whose probability distribution is a convolution of Gaussian and Cauchy probability distributions. 24] considered the Lévy distribution with various shape parameters. Mixed mutation strategies which integrate several mutation operators were proposed in 20 13. In a mixed strategy EP, several mutation operators, such as Gaussion, Cauchy, Lévy, and single-point mutation operators, were employed. Each individual chooses one of the four mutation operators according to a certain probability distribution in each generation to produce an offspring. An operator which produces a higher fitness offspring will receive a better reward and then be chosen with a higher probability. The probability distribution is dynamically adjusted based on the performance of the mutation strategies. [40] adopted reinforcement learning theory to learn optimal policies by maximizing the accumulated rewards. The selection of mutation operators is mapped into a reinforcement learning problem. [26] investigated an ensemble approach where each mutation operator has its associated population and different parameter values. [21] gave another learning method. They used genetic programming to learn good probability distributions of mutation operators. It aims at an automatic design of EP using genetic programming. 6] took fitness tracking and treat locally trapped individuals separately, so the incorporation of mutation operators is dependent
of individuals. 32] mixed Gaussian, Cauchy and Lévy mutation operators by using Shapley value to assign weights to these three operators.

Different from existing EP design approaches, the novelty in our work is to link the shape parameter $\alpha$ to the roughness of a fitness landscape. Different individuals in a population may take different Lévy probabilities distributions (including both Gaussian and Cauchy distributions).

## 3 Hybrid Evolutionary Programming

This section presents our new hybrid EP which is established upon three components: a roughness measurement of local fitness landscapes, a Lévy mutation operator adapting to local fitness landscapes and a modified Nelder-Mead exploitation operator.

### 3.1 Roughness of Local Fitness Landscapes

The fitness landscape is one of the most commonly used metaphors to describe the behaviour of EAs in optimisation. However giving an exact definition of the concept sometimes is not easy while several different explanations exist [35]. There exist three approaches to illustrate the features of a fitness landscape: mathematical characterization, statistic measures and practical studies 35.

An exact description of a continuous fitness landscape in $\mathbb{R}^{n}$ is usually intractable since it needs an infinite sample points. Instead, what can be obtained is a population consisting of finite sample points. Each population is regarded as an observation of a local fitness landscape in which the population resides. If the population contains sufficient different points with good population diversity, then it is good approximation of the local fitness landscape.

An important characteristic of fitness landscapes is their roughness. If a fitness landscape is unimodal, then its roughness is smaller; if it is multimodal, then its roughness is larger. Roughness can be measured by the number of optima in a fitness landscapes. In practice, a population is used to represent an observation of a fitness landscape.

The concept of an optimum is based on the neighborhood. A point $x$ is likely to be an optimum (either local or global) if it is far away for any better point $y$ with $f(y)<f(x)$ or there is no other better point $y$ such that $f(y)<f(x)$. The optimum likeness of $x$ is calculated as follows: given an $x \in P$, let

$$
d_{\min }(x)=\min \{d(x, y) \mid f(y) \leq f(x)\}
$$

be the minimum distance to any points better than $x$ where $d(x, y)$ is Euclidean distance. If the distance $d_{\text {min }}(x)$ is greater than a threshold, then the optimum likeness of $x$ is 1 ; otherwise the likeness is between $[0,1)$ which depends on the distance $d_{\min }(x)$. This idea is visualized in Figure 1 In the figure, $x_{1}$ is a global optimum and $x_{2}$ is a local optimum; $x_{3}$ and $x_{5}$ are not optimal points; $x_{4}$ is a local optimum because it is far away from other better points.


Fig. 1 A local fitness landscape represented by a population

Algorithm 1 describes the procedure of calculating the roughness of a population. The algorithm is explained step by step as follows.

In Line 1, individuals are sorted in the order of the function value from low to high. Lines 2-6 are used to determine a threshold whether an individual is "far away" from another one. In Lines 2-5, the maximum distance $d_{\text {max }}$ between $x_{1}$ and other individuals in the population $P$ is calculated. In Line 6, the distance threshold is set to $0.2 d_{\max }$. The threshold means that if the distance $d(x, y)$ between two points $x, y$ is larger than $0.2 d_{\max }$, then $x$ is called called "far away" from $y$.

Lines 7-14 are the procedure of calculating the optimum likeness. Line 7 states that $x_{1}$ is always an optimum within $P$. Lines 8-14 are used to calculate the optimum likeness of individuals $x_{2}, \cdots, x_{\mu}$. Lines 8-12 are to find the minimum distance $d_{\text {min }}\left(x_{i}\right)$ between $x_{i}$ and other individuals better than $x_{i}$. Line 13 is to calculate the optimum likeness of $x_{i}$ using the following formula.
$l\left(x_{i}\right)= \begin{cases}1, & \text { if } d_{\min }\left(x_{i}\right) \geq \text { threshold }, \\ \left(\frac{d_{\min }\left(x_{i}\right)}{\text { threshold }}\right)^{2}, & \text { otherwise } .\end{cases}$
According to the above formula, if the minimum distance $d_{\min }\left(x_{i}\right) \geq$ threshold, then the likeness of $x_{i}$ being an optimum is 1 ; otherwise the likeness is between $[0,1)$.

```
Algorithm 1 Roughness calculation
Input: A population \(P\) consisting of \(\mu\) individuals.
    : Sort individuals in \(P\) in the order: \(f\left(x_{1}\right)<f\left(x_{2}\right)<\cdots<\)
    \(f\left(x_{\mu}\right)\).
    for \(i=2, \cdots, \mu\) do
        Calculate \(d\left(x_{1}, x_{i}\right) . \quad \triangleright d(x, y)\) Euclidean distance
    end for
    Calculate the maximum distance between the best indi-
    vidual \(x_{1}\) and other individuals in \(P\) :
    \(d_{\text {max }}=\max \left\{d\left(x_{1}, x_{\mu}\right), i=1, \cdots, \mu\right\}\).
```

    Set the distance threshold: threshold \(=0.2 d_{\max }\).
    Set \(l\left(x_{1}\right)=1, \quad \triangleright\) the optimum likeness of the best
    individual \(x_{1}\) is 1 .
    for \(i=2, \cdots, \mu\) do
        for \(j=1, \cdots, i-1\) do
            Calculate the distance \(d\left(x_{i}, x_{j}\right)\) between \(x_{i}\) and a
    point \(x_{j}\) with \(f\left(x_{j}\right) \leq f\left(x_{i}\right)\).
        end for
        Find the minimum distance
                \(d_{\text {min }}\left(x_{i}\right)=\min \left\{d\left(x_{i}, x_{j}\right), j=1, \cdots, i-1\right\}\).
            Calculate the optimum likeness of \(x_{i}\) :
    \(l\left(x_{i}\right)= \begin{cases}1, & \text { if } d_{\min }\left(x_{i}\right) \geq \text { threshold }, \\ \left(\frac{d_{\min }\left(x_{i}\right)}{\text { threshold }}\right)^{2}, & \text { otherwise } .\end{cases}\)
    end for
Calculate the roughness of $P$ by the sum
$r(P)=l\left(x_{1}\right)+\cdots+l\left(x_{\mu}\right)$.
Output: the degree of roughness $r(P)$.

The larger the distance $d_{\text {min }}\left(x_{i}\right)$ is, the more likely $x_{i}$ is an optimum.

Finally in Line 15, the roughness of the whole population is obtained as the sum of the optimum likeness values of all individuals.
$r(P)=l\left(x_{1}\right)+\cdots+l\left(x_{\mu}\right)$.
The larger $r(P)$ is, the rougher the population $P$ is.

### 3.2 Lévy Mutation Operator Adapting to Fitness Landscape

The Lévy probability distribution was discovered by Lévy in the 1930s. The probability density of a symmetrical Lévy process has the following form [24]:
$L_{\alpha, \gamma}(z)=\frac{1}{\pi} \int_{0}^{\infty} e^{-\gamma q^{\alpha}} \cos (q z) d q$,
where $\alpha$ and $\gamma$ are two parameters characterizing the distribution. The shape parameter $\alpha$ satisfies $0<\alpha \leq 2$ which controls the shape of the probability distribution. The smaller the parameter $\alpha$ is, the longer the tail is.

In particular, for $\alpha=1$, the distribution is equivalent to the Cauchy probability distribution. When $\alpha \rightarrow 2$, the distribution approaches the Gaussian distribution. $\gamma$ is the scaling factor satisfying $\gamma>0$. Without loss of generality $\gamma$ is set to 1 .

In order to maximize the efficiency of Lévy mutation operator, a natural idea is to let its probability distribution adapt to local fitness landscapes. On a rough fitness landscape, the shape parameter $\alpha$ is set to a smaller value so that the probability distribution has a longer tail. On a smooth fitness landscape, a larger value of $\alpha$ is chosen so that the probability distribution has a shorter tail. According to the roughness of a local fitness landscape, different values of $\alpha$ are set for different individuals.

Although it is possible to calculate Lévy probability distribution for any shape parameter $\alpha \in(0,2.0]$, this will make the algorithm implementation very complex. Instead, it is sufficient to consider several typical values of $\alpha$. For the sake of calculation, 14 values of $\alpha$ are chosen for calculating Lévy probability distribution, which are
$0.8,1,1.1,1.2, \cdots, 1.8,1.9,1.95,1.99,2.0$.
Algorithm 2 illustrates the procedure of adapting the shape parameter $\alpha$ to local fitness landscapes. It is explained step by step as follows.

In Line 1, individuals in the population $P$ are sorted in the order of the fitness value from low to high. In Line 2 , the degree of roughness of $P$ is obtained by using Algorithm 1. In Lines 3, an array $A$ keeps the preset values of $\alpha$ given by (6).

Lines 4-8 are used to assign the $\alpha$ value to each individual. In Line 4 , the $\alpha$ value for the best individual $x_{1}$ is set to 2 , equivalent to the Gaussian probability distribution. The $\alpha$ value for the worst individual $x_{\mu}$ is set to 0.8 with the longest tail, longer than Cauchy probability distribution. Lines 5-8 assign $\alpha$ values to individuals $x_{2}, \cdots, x_{\mu-1}$ according to the degree of roughness. In Line 6 , a shape factor $\alpha^{\prime}(i)$ is calculated for the $i$ th individual based on the roughness $r(P)$.
$\alpha^{\prime}(i)=2-\frac{r(P)+i}{2 \times \mu-1}$.
It is easy to verify that $\alpha^{\prime}(i) \in[1,2)$ because $r(P) \in$ $(1, \mu]$ and $i \in[1, \mu-1]$. However, $\alpha^{\prime}(i)$ may not be a preset value in the array $A$. Thus in Line 7, $\alpha^{\prime}$ is rounded to the nearest preset $\alpha$ value from the upper side.

Algorithm 3 illustrates the Lévy mutation operator adapting to local fitness landscapes. The algorithm requires shape parameters which are generated by Algorithm 2 .

```
Algorithm 2 Shape parameters adaptation
Input: A population \(P\) with \(\mu\) individuals.
    : Sort individuals in \(P\) such that \(f\left(x_{1}\right)<f\left(x_{2}\right)<\cdots<\)
    \(f\left(x_{\mu}\right)\).
    : Calculate the degree of roughness \(r(P)\) (Algorithm 1).
    An array \(A[0], \cdots, A[13]\) keeps 14 preset values of \(\alpha\),
    which are
    \(A[0]=0.8\),
    \(A[k]=1.0+0.1(k-1), \quad k=1, \cdots, 10\),
    \(A[11]=1.95\),
    \(A[12]=1.99\),
    \(A[13]=2\).
```

4: Set the $\alpha$ value for the 1 st and $\mu$ th individuals:
$\alpha(1)=A[13]=2, \quad \alpha(\mu)=A[0]=0.8$.
$\triangle$ Set the
$\alpha$ value for the best individual with the shortest tail and the worst individual with the longest tail.
5: for $i=2, \cdots, \mu-1$ do
Set the $\alpha$ value for $x_{i}$
$\alpha^{\prime}(i)=2-\frac{r(P)+i}{2 \times \mu-1}$.
7: $\quad$ Round $\alpha^{\prime}$ to the nearest preset $\alpha$ value from upper:
$\alpha(i)=\left\{\begin{array}{l}A[1], \text { if } \alpha^{\prime}(i) \leq A[1], \\ A[j], \text { if } A[j-1]<\alpha^{\prime}(i) \leq A[j], \\ \\ j \in[2, \cdots, 13] .\end{array}\right.$
8: end for
Output: Shape parameters $\alpha(1), \cdots, \alpha(\mu)$.

```
Algorithm 3 Lévy Mutation Operator Adapting to
Fitness Landscape
Input: population \(P\) consisting of \(\mu\) individuals and shape
    parameters \((\alpha(1), \cdots, \alpha(\mu))\).
    for \(i=1, \cdots, \mu\) do
        for \(j=1, \ldots, n\) do
            \(\sigma_{i}^{\prime}(j)=\sigma_{i}(j) \exp \left(\tau_{a} N(0,1)+\tau_{b} N_{j}(0,1)\right)\)
            \(x_{i}^{\prime}(j)=x_{i}(j)+\sigma_{i}^{\prime}(j) L_{j}(\alpha(i))\)
        end for
    end for
```

Output: population $R \leftarrow\left\{x_{1}^{\prime}, \cdots, x_{\mu}^{\prime}\right\}$.

In Line 3, the step size $\sigma_{i}(j)$ is adjusted by the following formula: for $j=1, \ldots, n$
$\sigma_{i}^{\prime}(j)=\left(\sigma_{b}+\sigma_{i}(j)\right) \exp \left\{\tau_{a} N(0,1)+\tau_{b} N_{j}(0,1)\right\}$.
To avoid the step size $\sigma$ falling too low to zero, a lower bound $\sigma_{b}$ usually is put on $\sigma$ [16]. $\sigma_{b}>0$ is the minimum value of the step size $\sigma$.

In Line 4, a new $x_{i}^{\prime}$ is generated using the following formula: for $j=1, \ldots, n$
$x_{i}^{\prime}(j)=x_{i}(j)+\sigma_{i}^{\prime}(j) L_{j}(\alpha(i))$,
where $L_{j}(\alpha(i))$ is a Lévy random variable which is generated anew for each component $j$. Its shape parameter $\alpha(i)$ is provided by Algorithm 2

### 3.3 Modified Nelder-Mead Exploitation Operator

The Nelder-Mead method [30] is a local search algorithm used to find the minimum of an nonlinear objective function in a multidimensional space without derivatives. It makes down-hill search using a simplex which adapts to fitness landscapes. The Nelder-Mead method is good at exploitation whereas EP is good at exploration. Therfore the combination of these two methods naturally has attracted researchers' interests [14, 10, 25, 15, 28.

Based on the Nelder-Mead method [30, we design an exploitation operator, called a modified Nelder-Nead exploitation operator. The main change is the number of testing points which is set to 3 in the new operaror, rather than $(n+1)$ testing points used in the original method 30.

Algorithm 4 provides the pseudo-code of the modified Nelder-Mead exploitation operator. It is explained step by step blow.

Line 2 is used to select $\nu$ best individuals (denoted by the population $P^{\prime}$ ) from the population $P$ for exploitation, where $\nu$ is a multiple of three. In experiments, the $\nu$ value is set to a small value 6 .

Lines 3-29 apply the modified Nelder-Mead method to points (individuals) in the population $P^{\prime}$. For each iteration, three points are selected and processed.

In Line 4, three points are selected from $P^{\prime}$ which are the best individual $x_{1}$ in $P^{\prime}$, the nearest $x_{2}$ and subnearest individual $x_{3}$ of the individual $x_{1}$ in $P^{\prime}$. Then these points are removed from $P^{\prime}$ in Line 5. In Line 6 , these points are sorted in the order of their function value from low to high such that $f\left(x_{1}\right) \leq f\left(x_{2}\right) \leq$ $f\left(x_{3}\right)$.

Lines 7-28 are the main procedure of the modified Nelder-Mead method, including centroid, reflection, expansion and contraction. The modified Nelder-Mead method is visualized in Figure 2. Because the number of testing points is only 3 , the complexity of expansion, reflection and contraction operations in the modified Nelder-Mead method is reduced to $O(1)$.

In Line 7, two types of centroid points are generated which are $x_{o}=\frac{1}{3} \sum_{k=1}^{2} x_{k}$ with probability 0.03 , or $x_{o}=\frac{1}{3} \sum_{k=1}^{3} x_{k}$ with probability 0.97 . This is a little different from the original Nelder-Mead method.

Lines 8-28 are normal reflection, expansion and contraction operations, which are the same as those in the Nelder-Mead method but only acting on three points,

```
Algorithm 4 A modified Nelder-Mead exploitation op-
erator
Input: A population \(P\) and a sub-population size \(\nu\) where \(\nu\)
    is a multiple of three.
    Population \(R \leftarrow \emptyset\).
    Population \(P^{\prime} \leftarrow\) find the best \(\nu\) individuals in \(P\).
    while \(P^{\prime}\) is not empty do
        Population \(Q \leftarrow\) find the best individual \(x_{1}\) in \(P^{\prime}\), the
    nearest \(x_{2}\) and sub-nearest individual \(x_{3}\) of the individual
    \(x_{1}\) in \(P^{\prime}\).
        \(P^{\prime} \leftarrow P^{\prime} \backslash Q\),
        Sort the three points in the order: \(f\left(x_{1}\right) \leq f\left(x_{2}\right) \leq\)
    \(f\left(x_{3}\right)\).
            [Centroid] Calculate the centroid \(x_{o}\) as follows:
                \(x_{o}=\frac{1}{3} \sum_{k=1}^{2} x_{k}\) with probability 0.03;
                or \(x_{o}=\frac{1}{3} \sum_{k=1}^{3} x_{k}\) with probability 0.97 .
            [Reflection] Compute the reflected point \(x_{r}=x_{o}+\)
    \(\alpha\left(x_{o}-x_{3}\right) . \quad \triangleright \alpha\) is a reflection coefficient. Its standard
    value is \(\alpha=1\).
        if \(f\left(x_{1}\right) \leq f\left(x_{r}\right)<f\left(x_{3}\right)\), then
            \(x_{3}^{\prime} \leftarrow\) the reflected point \(x_{r}\).
        else if \(f\left(x_{r}\right)<f\left(x_{1}\right)\) then
            [Expansion] Compute the expanded point \(x_{e}=\)
    \(x_{o}+\gamma\left(x_{r}-x_{o}\right) . \quad \triangleright \gamma\) is an expansion coefficient. Its
    standard value is \(\gamma=2\).
                if \(f\left(x_{e}\right)<f\left(x_{r}\right)\) then
                    \(x_{3}^{\prime} \leftarrow\) the expanded point \(x_{e}\)
                    else
                    \(x_{3}^{\prime} \leftarrow\) the reflected point \(x_{r}\).
                end if
        else
            [Contraction] Compute the contracted point \(x_{c}=\)
    \(x_{o}+\rho\left(x_{3}-x_{o}\right) . \quad \triangleright \rho\) is a contraction coefficient. Its
    standard values is \(\rho=1 / 2\).
                if \(f\left(x_{c}\right)<f\left(x_{3}\right)\) then
                    \(x_{3}^{\prime} \leftarrow\) with the contracted point \(x_{c}\).
                else
                    for \(i=2,3\) do
                        [Shrink] \(x_{i}^{\prime}=x_{1}+\sigma\left(x_{i}-x_{1}\right) . \quad \triangleright \sigma\) is a
    shrink coefficient. Its standard value is \(\sigma=1 / 2\).
                    end for
                end if
            end if
            \(R \leftarrow R \cup\left\{x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right\} . \quad \triangleright\) Let \(x_{i}^{\prime}=x_{i}^{\prime}\) if \(x_{i}^{\prime}\) is not
    assigned to a value.
29: end while
Output: The population \(R\).
```

rather than $(n+1)$ points (a simplex in the $n$-dimension space).

The space complexity of the Nelder-Mead variant (within one generation) is a constant $O(1)$ because the number of testing points is a constant multiple of 3 . Furthermore, because the Nelder-Mead variant changes a constant multiple of 3 points in one generation, the runtime complexity of it is $O\left(G_{\max } * D\right)$, where $G_{\max }$ is maximum number of generations, and D is the dimension of the problem.


Fig. $2 x_{1}, x_{2}, x_{3}$ are three test points. $x_{r}^{\prime}, x_{e}^{\prime}, x_{c}^{\prime}$ are reflected, expanded and contracted points points respectively, which correspond to the centroid $x_{o}^{\prime}$.

### 3.4 Hybrid Evolutionary Programming

Now we design new hybrid EP using the Lévy mutation operator adapting to local fitness landscapes and modified Nelder-Mead exploitation operator (HEP in short). The pseudo-code of HEP is given in Algorithm 5. The flow chart of HEP is given in Figure 3. The procedure of HEP is explained step by step as follow.

```
Algorithm 5 Hybrid EP
Input: fitness function \(f\), tournament size \(q\), subpopulation
    size \(\nu\).
    Population \(P \leftarrow\) generate \(\mu\) individuals at random.
    Evaluate the fitness value of individuals in \(P\).
    for \(t=0, \cdots, t_{\max }\) do \(\triangleright t_{\text {max }}\) is the maximum number
    of iterations
    : \(\quad\) Sort individuals in \(P\) in the order: \(f\left(x_{1}\right)<f\left(x_{2}\right)<\)
    \(\cdots<f\left(x_{\mu}\right)\).
            if \(t \equiv 0(\bmod \kappa)\) then \(\triangleright \kappa\) is an interval of adjusting
    shape parameters.
    6: \(\quad\) Calculate shape parameters \(\alpha(1), \cdots, \alpha(\mu)\) for
    population \(P\) (using Algorithm 2).
            end if
            Population \(Q \leftarrow\) mutate \(P\) by Lévy mutation operator
    (using Algorithm 3).
            Evaluate the fitness value of individuals in \(Q\).
            Population \(R \leftarrow\) select \(\mu\) individuals from \(P \cup Q\) by
    \(q\)-tournament selection.
11: \(\quad P \leftarrow \operatorname{exploit} R\) by the modified Nelder-Mead exploita-
    tion operator (using Algorithm 4).
    : end for
Output: the best solution \(\left(x_{\min }, f_{\min }\right)\) found during the it-
    eration.
```

Lines 1 and 2 are initialization. An initial population $P$ is generated at random consisting of $\mu$ individuals. Then their fitness value is evaluated.

Lines 4-7 are roughness calculation. Given a population $P$ as an observation of a local fitness landscape, individuals are sorted according to the fitness value from low to high. Then the roughness of $P$ is calculated using Algorithm 1 per $\kappa$ generations. Since it is not necessary to calculate the roughness at each generation, the parameter $\kappa$ introduced to control a generation interval.

Experiment results show that a good value of $\kappa$ is 30 . The detail of calculating roughness has been given in Algorithm 1.

Line 8 is the new Lévy mutation operator adapting to local fitness landscape. Its detail has been given by Algorithm 3 .

Lines 9-10 are $q$-tournament selection. First the fitness values of offspring are evaluated. The fitness values of the parent have been evaluated from previously. Then $q$-tournament selection is used to select $\mu$ children from parent and offspring populations as the next generation parent. The procedure is the same as that in the traditional EP (see Section 2).

Line 11 is the modified Nelder-Mead exploitation operator which is used to conduct further exploitation for improving solution accuracy. Its detail has been given in Algorithm 4 .

Different from other EP algorithms using the Lévy mutation [24], HEP has two new features that make it adapt to local fitness landscapes.

1. Roughness calculation: It analyzes the roughness of local fitness landscapes. The analysis is implemented per $\kappa$ generations. Experiment results show that a good value of $\kappa$ is 30 so it doesn't increase too much computation.
2. Lévy mutation with adaptive shape parameters: The shape parameter $\alpha$ in Lévy probability distribution is linked to the roughness of a local fitness landscape.

## 4 Experiments and Results

### 4.1 Benchmark Functions

In experiments, thirty nine single-objective benchmark functions are used for validating the effectiveness of proposed algorithm. These functions cover different types of multi-modal fitness landscapes. Table 1 shows the name and references of these functions. Their parameters, dimensions and variable bounds are the same as those of the references. Their detail can be found in the relevant references listed in Table 1 .

### 4.2 Parametric Analyses

In HEP, there are two parameters needed to tune. One is the generation interval for calculating toughness, $\kappa$; the other is the value of $\nu$ which is used to select $\nu$ top-ranked individuals in the $\nu$-local search method.

In order to determine the best value of $\kappa$, we test various values of $\kappa$ at $5,10,15,20,25,30,35,40,45,50$.

Table 1 Descriptions of Functions

| Function | Name | Dimension | Bounds | Global minimum | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Generalized Schwefels Problem 2.26 | 30 | $[-500,500]^{n}$ | 12569.5 | [39] |
| F2 | Generalized Rastrigins Function | 30 | $[-5.12,5.12]^{n}$ | 0 | 39] |
| F3 | Ackleys Function | 30 | $[-32,32]^{n}$ | 0 | 39] |
| F4 | Generalized Griewank Function | 30 | $[-600,600]^{n}$ | 0 | [39] |
| F5 | Generalized Penalized Functions | 30 | $[-50,50]^{n}$ | 0 | (39] |
| F6 | Generalized Penalized Functions2 | 30 | $[-50,50]^{n}$ | 0 | 39] |
| F7 | Shekels Foxholes Function | 2 | $[-65.53,65.53]^{n}$ | 1 | [39] |
| F8 | Kowaliks Function | 4 | $[-5,5]^{n}$ | 0.0003075 | 39] |
| F9 | Six-Hump Camel-Back Function | 2 | $[-5,5]^{n}$ | -1.0316285 | 39] |
| F10 | Branin Function | 2 | $[-5,10] \times[0,15]$ | 0.398 | [39] |
| F11 | Goldstein-Price Function | 2 | $[-2,2]^{n}$ | 3 | 39] |
| F12 | Hartmans Family1 | 3 | $[0,1]^{n}$ | -3.86 | 39] |
| F13 | Hartmans Family2 | 6 | $[0,1]^{n}$ | -3.32 | [39] |
| F14 | Shekels Family1 | 4 | [0, 10] ${ }^{n}$ | -10 | (39] |
| F15 | Shekels Family2 | 4 | [0, 10] ${ }^{n}$ | -10 | (39] |
| F16 | Shekels Family3 | 4 | $[0,10]^{n}$ | -10 | 39] |
| F17 | Sum of different power | 30 | $[-1,1]^{n}$ | 0 | 34] |
| F18 | Beale function | 10 | $[-5,10]^{n}$ | 0 | 34] |
| F19 | Alpine function | 10 | $[-10,10]^{n}$ | 0 | 34 |
| F20 | Inverted cosine wave function (Masters) | 10 | $[-5,5]^{n}$ | -n +1 | 34] |
| F21 | Hyper-Ellipsoid | 10 | $[-100,100]^{n}$ | 0 | 33] |
| F22 | Neumaier \#3 | 30 | $[-900,900]^{n}$ | -4930 | 33] |
| F23 | Salomon | 10 | $[-10,10]^{n}$ | 0 | 33] |
| F24 | LennardJones | 15 | $[-2,2]^{n}$ | - | 33] |
| F25 | Odd Square | 20 | $[-5 \pi, 5 \pi]^{n}$ | -1.14383 | 33 |
| F26 | Katsuura | 10 | $[-1000,1000]^{n}$ | 1 | [33] |
| F27 | Bohachevsky 1 Problem (BF1) | 2 | $[-50,50]^{n}$ | 0 | 1] |
| F28 | Camel Back 3 Three Hump Problem (CB3) | 2 | $[-5,5]^{n}$ | 0 | 1] |
| F29 | Cosine Mixture Problem (CM) | 10 | $[-100,100]^{n}$ | - | 1] |
| F30 | Easom Problem (EP) | 2 | $[-10,10]^{n}$ | -1 | 1] |
| F31 | Epistatic Michalewicz Problem (EM) | 10 | $[0, \pi]^{n}$ | -9.660152 | $1]$ |
| F32 | Exponential Problem (EXP) | 30 | $[-1,1]^{n}$ | -1 | 1] |
| F33 | Meyer and Roth Problem | 3 | $[-10,10]^{n}$ | 0.00004 | $1]$ |
| F34 | Modified Rosenbrock Problem (MRP) | 2 | $[-5,5]^{n}$ | 0 | $1]$ |
| F35 | Multi-Gaussian Problem (MGP) | 2 | $[-2,2]^{n}$ | 1.29695 | $1]$ |
| F36 | Paviani Problem (PP) | 10 | [2, 10] ${ }^{n}$ | -45.778 | 1 |
| F37 | Schaffer 2 Problem (SF2) | 2 | $[-10,10]^{n}$ | 0 | $1]$ |
| F38 | Shubert Problem (SBT) | 2 | $[-10,10]^{n}$ | -186.7309 | 1] |
| F39 | Sinusoidal Problem (SIN) | 10 | $[0,180]^{n}$ | -3.5 | 1] |

For all functions, we set $\nu=6$ in the modified NelderMead exploitation operator. Each test is repeated 50 times. The best and average fitness at different interval values are shown in Table 23 . From the results, we observe that for most functions, the best result is obtained at the interval $\kappa=30$. Therefore we set the interval of calculating roughness $\kappa=30$.

In order to determine the best value of $\nu$, we test various values of $\nu$ at $3,6,9,12,15$. Each test is repeated 50 times. The best and average fitness at different values of $\nu$ are shown in Table 4. From these results, we see that for most functions, the best result is obtained at $\nu=6$. Therefore, we set $\kappa=6$ in experiments.

### 4.3 Comparison Experiment 1

The first experiment compares the performance of HEP with other EP algorithms, which are

1. Classical EP (CEP),
2. Fast EP (FEP) 39,
3. EP with Adaptive Lévy Mutation (ALEP) [24]
4. Mixed EP (MEP) [5],
5. Reinforcement Learning EP (RLEP) 40,
6. Adaptive FEP (AFEP) [27]
7. HEP without the modified Nelder-Mead exploitation operator (HEP without NM).
The set of 25 benchmark functions in the CEC2005 special session on real-parameter optimization 38] are utilized in the experiment. The detail of these functions can be referred to [38] and is omitted here. This benchmark suit includes unimodal functions (F1-F5), basic

Table 2 Fitness using Different Intervals of Calculating Roughness Part 1

| Parameter |  | F1 | F2 | F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10 | F11 | F12 | F13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 |  | -1.11 | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 7.00E-10 | $1.07 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $3.57 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | me | $-1.05 \mathrm{E}+04$ | $1.79 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.07 \mathrm{E}-02$ | $2.20 \mathrm{E}-03$ | $9.98 \mathrm{E}-01$ | $5.81 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
| 10 | std | $5.64 \mathrm{E}+02$ | $3.58 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $4.15 \mathrm{E}-02$ | $4.39 \mathrm{E}-03$ | $0.00 \mathrm{E}+00$ | $1.28 \mathrm{E}-04$ | 5.82E-13 | $5.70 \mathrm{E}-14$ | $2.17 \mathrm{E}-12$ | $6.35 \mathrm{E}-10$ | $1.06 \mathrm{E}-09$ |
|  | best | $-1.08 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $6.27 \mathrm{E}-10$ | 7.03E-09 | $9.98 \mathrm{E}-01$ | $3.56 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.04 \mathrm{E}+04$ | $2.19 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.90 \mathrm{E}-10$ | $2.20 \mathrm{E}-03$ | $1.40 \mathrm{E}+00$ | $5.85 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.25 \mathrm{E}+00$ |
| 15 | std | $2.57 \mathrm{E}+02$ | $4.38 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.91 \mathrm{E}-10$ | $4.39 \mathrm{E}-03$ | $4.87 \mathrm{E}-01$ | $1.33 \mathrm{E}-04$ | $1.12 \mathrm{E}-13$ | $6.77 \mathrm{E}-14$ | $3.17 \mathrm{E}-11$ | $3.01 \mathrm{E}-10$ | $5.82 \mathrm{E}-02$ |
|  | best | $-1.10 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $6.83 \mathrm{E}-10$ | $9.05 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.08 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.03 \mathrm{E}+04$ | $1.23 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.03 \mathrm{E}-09$ | $4.39 \mathrm{E}-03$ | $1.20 \mathrm{E}+00$ | $5.20 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.27 \mathrm{E}+00$ |
| 20 | std | $5.63 \mathrm{E}+02$ | $1.42 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.92 \mathrm{E}-10$ | 5.38E-03 | $3.98 \mathrm{E}-01$ | $1.68 \mathrm{E}-04$ | $9.06 \mathrm{E}-13$ | $7.43 \mathrm{E}-14$ | $2.11 \mathrm{E}-11$ | $5.21 \mathrm{E}-09$ | $5.82 \mathrm{E}-02$ |
|  | best | $-1.10 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $7.54 \mathrm{E}-10$ | $1.07 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $5.30 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.01 \mathrm{E}+04$ | $3.39 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.08 \mathrm{E}-01$ | $2.20 \mathrm{E}-03$ | $2.19 \mathrm{E}+00$ | $6.22 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
| 25 | std | $5.07 \mathrm{E}+02$ | $6.77 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 4.16E-01 | $4.39 \mathrm{E}-03$ | $1.16 \mathrm{E}+00$ | $9.52 \mathrm{E}-05$ | $8.38 \mathrm{E}-13$ | $2.36 \mathrm{E}-13$ | $1.46 \mathrm{E}-11$ | $1.67 \mathrm{E}-09$ | $6.89 \mathrm{E}-10$ |
|  | best | $-1.06 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 5.72E-10 | $8.63 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.10 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mea | $-1.03 \mathrm{E}+04$ | $2.59 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.07 \mathrm{E}-02$ | $8.36 \mathrm{E}-03$ | $1.99 \mathrm{E}+00$ | $5.37 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
| 30 | std | $3.04 \mathrm{E}+02$ | $5.17 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $4.15 \mathrm{E}-02$ | $1.20 \mathrm{E}-02$ | $8.87 \mathrm{E}-01$ | $1.75 \mathrm{E}-04$ | $1.15 \mathrm{E}-12$ | $8.09 \mathrm{E}-14$ | $2.26 \mathrm{E}-11$ | $5.28 \mathrm{E}-11$ | $4.76 \mathrm{E}-02$ |
|  | best | $-1.11 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $5.34 \mathrm{E}-10$ | $9.24 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.09 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.10 \mathrm{E}+04$ | $2.58 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.08 \mathrm{E}-09$ | $1.10 \mathrm{E}-08$ | $9.99 \mathrm{E}-01$ | $5.09 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
| 35 | std | $4.09 \mathrm{E}+02$ | $5.92 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $3.62 \mathrm{E}-10$ | $1.68 \mathrm{E}-09$ | $3.98 \mathrm{E}-01$ | $1.21 \mathrm{E}-04$ | $2.96 \mathrm{E}-14$ | $1.80 \mathrm{E}-13$ | $4.72 \mathrm{E}-13$ | $1.11 \mathrm{E}-09$ | $4.75 \mathrm{E}-02$ |
|  | best | $-1.08 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 7.93E-10 | $5.40 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.83 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.04 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.07 \mathrm{E}-02$ | $1.37 \mathrm{E}-08$ | $1.98 \mathrm{E}+00$ | $5.23 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
| 40 | std | $3.29 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $4.15 \mathrm{E}-02$ | $4.89 \mathrm{E}-09$ | $1.97 \mathrm{E}+00$ | $1.14 \mathrm{E}-04$ | $1.38 \mathrm{E}-13$ | $5.84 \mathrm{E}-14$ | $3.94 \mathrm{E}-11$ | $2.97 \mathrm{E}-10$ | $4.76 \mathrm{E}-02$ |
|  | best | $-1.07 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.58 \mathrm{E}-10$ | $6.53 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.38 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.03 \mathrm{E}+04$ | $1.15 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 1.87E-09 | $2.06 \mathrm{E}-08$ | $1.40 \mathrm{E}+00$ | $5.88 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
| 45 | std | $2.97 \mathrm{E}+02$ | $1.48 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.95 \mathrm{E}-10$ | 1.22E-08 | $4.87 \mathrm{E}-01$ | $1.38 \mathrm{E}-04$ | $1.18 \mathrm{E}-12$ | $2.00 \mathrm{E}-14$ | $4.63 \mathrm{E}-12$ | $8.18 \mathrm{E}-10$ | $4.76 \mathrm{E}-02$ |
|  | best | $-1.07 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $8.77 \mathrm{E}-10$ | $5.75 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.36 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.01 \mathrm{E}+04$ | $2.79 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.53 \mathrm{E}-09$ | $4.39 \mathrm{E}-03$ | $9.98 \mathrm{E}-01$ | $6.94 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.25 \mathrm{E}+00$ |
| 50 | std | $4.37 \mathrm{E}+02$ | $5.57 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | 4.32E-10 | $5.38 \mathrm{E}-03$ | $0.00 \mathrm{E}+00$ | $2.98 \mathrm{E}-04$ | $1.00 \mathrm{E}-12$ | $1.76 \mathrm{E}-13$ | $5.87 \mathrm{E}-12$ | $1.75 \mathrm{E}-10$ | $5.82 \mathrm{E}-02$ |
|  | best | $-1.06 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $5.01 \mathrm{E}-10$ | $1.21 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $5.43 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mea | $-1.01 \mathrm{E}+04$ | $9.55 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.51 \mathrm{E}-10$ | $2.20 \mathrm{E}-03$ | $9.98 \mathrm{E}-01$ | $6.36 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
|  | std | $4.23 \mathrm{E}+02$ | $7.97 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $3.57 \mathrm{E}-10$ | $4.39 \mathrm{E}-03$ | $0.00 \mathrm{E}+00$ | $7.42 \mathrm{E}-05$ | $1.31 \mathrm{E}-13$ | $4.78 \mathrm{E}-14$ | $3.16 \mathrm{E}-11$ | $5.56 \mathrm{E}-10$ | $4.76 \mathrm{E}-02$ |
| parameter |  | F14 | F15 | F16 | F17 | F18 | F19 | F20 | F21 | F22 | F23 | F24 | F25 | F26 |
| 5 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.17 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.79 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -8.00E-02 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-9.07 \mathrm{E}+00$ | $-9.20 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $1.98 \mathrm{E}-05$ | $-6.75 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.59 \mathrm{E}+03$ | $1.20 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -4.51E-02 | $1.00 \mathrm{E}+00$ |
| 10 | std | $1.36 \mathrm{E}-07$ | $2.67 \mathrm{E}+00$ | $2.68 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.14 \mathrm{E}-14$ | $1.51 \mathrm{E}-05$ | $2.92 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.18 \mathrm{E}+02$ | $4.00 \mathrm{E}-02$ | $1.76 \mathrm{E}-07$ | $2.20 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.17 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.69 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $-9.10 \mathrm{E}+00$ | -2.86E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-8.71 \mathrm{E}+00$ | $-8.91 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $8.29 \mathrm{E}-06$ | $-6.82 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.62 \mathrm{E}+03$ | $7.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | $-1.43 \mathrm{E}-01$ | $1.00 \mathrm{E}+00$ |
| 15 | std | $1.13 \mathrm{E}-06$ | $2.18 \mathrm{E}+00$ | $3.24 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $4.67 \mathrm{E}-14$ | $6.17 \mathrm{E}-06$ | $2.20 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.02 \mathrm{E}+02$ | $3.99 \mathrm{E}-02$ | $3.61 \mathrm{E}-08$ | $9.20 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.17 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.69 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.10E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-7.17 \mathrm{E}+00$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $1.01 \mathrm{E}-05$ | $-6.71 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.58 \mathrm{E}+03$ | $1.20 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -3.36E-02 | $1.00 \mathrm{E}+00$ |
| 20 | std | $3.66 \mathrm{E}+00$ | $3.82 \mathrm{E}-08$ | $5.17 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $8.02 \mathrm{E}-14$ | $7.35 \mathrm{E}-06$ | $2.38 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $8.51 \mathrm{E}+01$ | $4.00 \mathrm{E}-02$ | $5.02 \mathrm{E}-08$ | $3.93 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.69 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.74 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.10E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-9.36 \mathrm{E}+00$ | $-8.88 \mathrm{E}+00$ | $-8.11 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $1.08 \mathrm{E}-05$ | $-6.54 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.65 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -3.51E-02 | $1.00 \mathrm{E}+00$ |
| 25 | std | $1.59 \mathrm{E}+00$ | $3.05 \mathrm{E}+00$ | $2.99 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $5.61 \mathrm{E}-14$ | $1.53 \mathrm{E}-05$ | $8.08 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $5.61 \mathrm{E}+01$ | $1.86 \mathrm{E}-17$ | $3.23 \mathrm{E}-08$ | $3.86 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  |  | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.43 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.60 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -8.00E-02 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $6.06 \mathrm{E}-06$ | $-6.82 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.51 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -4.35E-02 | $1.00 \mathrm{E}+00$ |
| 30 | std | $3.09 \mathrm{E}-07$ | $1.43 \mathrm{E}-07$ | $2.03 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $1.61 \mathrm{E}-14$ | 5.19E-06 | $3.37 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $6.38 \mathrm{E}+01$ | $1.64 \mathrm{E}-17$ | $1.11 \mathrm{E}-07$ | $3.25 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-8.48 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.74 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $-9.10 \mathrm{E}+00$ | -5.82E-02 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | 2.83E-36 | $-8.38 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.59 \mathrm{E}+03$ | $7.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -3.82E-02 | $1.00 \mathrm{E}+00$ |
| 35 | std | $2.02 \mathrm{E}+00$ | $2.91 \mathrm{E}-08$ | $2.20 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $8.67 \mathrm{E}-15$ | $3.48 \mathrm{E}-06$ | $6.83 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.10 \mathrm{E}+02$ | $3.99 \mathrm{E}-02$ | $3.01 \mathrm{E}-08$ | $1.93 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.17 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.63 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.10E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-8.13 \mathrm{E}+00$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $9.76 \mathrm{E}-06$ | $-6.80 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.58 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -2.72E-02 | $1.00 \mathrm{E}+00$ |
| 40 | std | $2.48 \mathrm{E}+00$ | $6.21 \mathrm{E}-08$ | $4.45 \mathrm{E}-08$ | $0.00 \mathrm{E}+00$ | $2.80 \mathrm{E}-14$ | $9.67 \mathrm{E}-06$ | $2.10 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $3.89 \mathrm{E}+01$ | $1.74 \mathrm{E}-05$ | $3.46 \mathrm{E}-03$ | $4.14 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-8.21 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.74 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.51E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-7.19 \mathrm{E}+00$ | $-9.07 \mathrm{E}+00$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $6.18 \mathrm{E}-06$ | $-7.38 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.49 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -5.69E-02 | $1.00 \mathrm{E}+00$ |
| 45 | std | $3.63 \mathrm{E}+00$ | $2.67 \mathrm{E}+00$ | $4.42 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $2.09 \mathrm{E}-14$ | $1.24 \mathrm{E}-05$ | $6.06 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.84 \mathrm{E}+02$ | $1.76 \mathrm{E}-17$ | $7.48 \mathrm{E}-08$ | $4.92 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.69 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.72 \mathrm{E}+03$ | $5.31 \mathrm{E}-17$ | $-9.10 \mathrm{E}+00$ | -1.51E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $2.40 \mathrm{E}-06$ | $-6.76 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.64 \mathrm{E}+03$ | $8.04 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -6.13E-02 | $1.00 \mathrm{E}+00$ |
| 50 | std | $9.90 \mathrm{E}-07$ | $1.12 \mathrm{E}-07$ | $2.44 \mathrm{E}-06$ | $0.00 \mathrm{E}+00$ | $8.42 \mathrm{E}-14$ | $2.94 \mathrm{E}-06$ | $4.94 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $6.52 \mathrm{E}+01$ | $4.02 \mathrm{E}-02$ | $6.41 \mathrm{E}-08$ | $5.88 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
|  | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.43 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.76 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.10E-01 | $1.00 \mathrm{E}+00$ |
|  | mean | $-8.12 \mathrm{E}+00$ | $-9.07 \mathrm{E}+00$ | $-9.32 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | 7.19E-06 | $-6.90 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.62 \mathrm{E}+03$ | $1.20 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | $-7.18 \mathrm{E}-02$ | $1.00 \mathrm{E}+00$ |
|  | std | $2.49 \mathrm{E}+00$ | $2.67 \mathrm{E}+00$ | $2.43 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.67 \mathrm{E}-14$ | $1.44 \mathrm{E}-05$ | $3.31 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $7.84 \mathrm{E}+01$ | $4.00 \mathrm{E}-02$ | 6.17E-08 | $2.63 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |

multimodal functions (F6-F12), expanded multimodal functions (F13-F14) and hybrid composition functions (F15-F25). All the functions are tested in 10 dimensions. Twenty-five independent runs of each algorithm on each problem are taken. Each run is continued up to 100,000 Function Evaluations (FES). The mean and the standard deviation (std) of the best-of-run errors are reported in Table 5. Note that the best-of-the-run error corresponds to absolute difference between the best-of-the-run value and the actual optimum of a particular objective function.

From the data given in Table5, we can make several observations and conclusions. First, for unimodal functions, HEP shows the best performance. HEP without exploitation is also very competitive. Secondly, for basic multi-modal benchmark functions, HEP shows a better performance than other comparative ones. Thirdly, as
for expanded multimodal functions, HEP exhibits better overall performance than most of these comparative EP variants except MEP and AFEP on function F13, and AFEP on function F14. Finally, with regard to the more complex hybrid composition functions, HEP generally performs worse than AFEP and FEP. However, HEP is superior to AFEP on functions F15, F22 and F23. And it outperforms FEP on functions F15, , F16, F17, F20 and F23. Furthermore, it equals to AFEP and FEP on function F24. In summary, HEP has the best over all performance compared with other seven competitors on all the 25 benchmark functions with 10 variables.

Table 3 Fitness using Different Intervals of Calculating Roughness Part 2

| parameter |  | F27 | F28 | F29 | F30 | F31 | F32 | F33 | F34 | F35 | F36 | F37 | F38 | F39 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.65 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | 1.90E-03 | $2.62 \mathrm{E}-14$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $6.24 \mathrm{E}-18$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.29 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.28 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.18 \mathrm{E}+00$ |
|  | std | $0.00 \mathrm{E}+00$ | $1.25 \mathrm{E}-17$ | $1.37 \mathrm{E}-02$ | $2.17 \mathrm{E}-13$ | $2.61 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.64 \mathrm{E}-07$ | $2.97 \mathrm{E}-03$ | $3.21 \mathrm{E}-02$ | $1.34 \mathrm{E}-09$ | $0.00 \mathrm{E}+00$ | $4.07 \mathrm{E}-11$ | $3.96 \mathrm{E}-01$ |
| 10 | best | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-54$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.99 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 7.16E-14 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $8.88 \mathrm{E}-18$ | $8.51 \mathrm{E}-22$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.97 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $2.09 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.28 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | std | $1.78 \mathrm{E}-17$ | $1.15 \mathrm{E}-21$ | $6.69 \mathrm{E}-03$ | $3.29 \mathrm{E}-13$ | $7.50 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $3.77 \mathrm{E}-04$ | $2.97 \mathrm{E}-03$ | $3.21 \mathrm{E}-02$ | $1.19 \mathrm{E}-09$ | $0.00 \mathrm{E}+00$ | $1.50 \mathrm{E}-09$ | $1.29 \mathrm{E}-09$ |
| 15 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.42 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 1.82E-12 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $6.91 \mathrm{E}-18$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.51 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $0.00 \mathrm{E}+00$ | $1.38 \mathrm{E}-17$ | $9.44 \mathrm{E}-03$ | $5.54 \mathrm{E}-14$ | $6.94 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.96 \mathrm{E}-08$ | $2.97 \mathrm{E}-03$ | $3.77 \mathrm{E}-03$ | $9.02 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $4.10 \mathrm{E}-10$ | $3.23 \mathrm{E}-01$ |
| 20 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.20 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.50 \mathrm{E}-14$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $5.99 \mathrm{E}-17$ | $3.21 \mathrm{E}-21$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.95 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | 1.90E-03 | $1.04 \mathrm{E}-05$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $9.92 \mathrm{E}-17$ | $5.46 \mathrm{E}-21$ | $4.49 \mathrm{E}-03$ | $5.64 \mathrm{E}-14$ | $7.40 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $3.51 \mathrm{E}-06$ | $2.09 \mathrm{E}-05$ | $1.80 \mathrm{E}-13$ | $9.40 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $1.29 \mathrm{E}-09$ | $3.23 \mathrm{E}-01$ |
| 25 | best | $0.00 \mathrm{E}+00$ | 2.92E-52 | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.77 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 7.13E-15 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $2.00 \mathrm{E}-23$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.66 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 7.53E-12 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | 1.63E-74 | $-1.87 \mathrm{E}+02$ | $-3.06 \mathrm{E}+00$ |
|  | std | $0.00 \mathrm{E}+00$ | $3.81 \mathrm{E}-23$ | $1.57 \mathrm{E}-02$ | $9.37 \mathrm{E}-14$ | $6.67 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $6.45 \mathrm{E}-08$ | $1.31 \mathrm{E}-11$ | $3.11 \mathrm{E}-03$ | $8.28 \mathrm{E}-10$ | $3.27 \mathrm{E}-74$ | $2.62 \mathrm{E}-09$ | $5.65 \mathrm{E}-01$ |
| 30 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.11 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.34 \mathrm{E}-16$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $4.48 \mathrm{E}-31$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.01 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $2.97 \mathrm{E}-08$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $1.47 \mathrm{E}-16$ | $8.95 \mathrm{E}-21$ | $3.90 \mathrm{E}-03$ | $1.99 \mathrm{E}-14$ | $6.78 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $4.16 \mathrm{E}-07$ | $3.63 \mathrm{E}-03$ | $2.16 \mathrm{E}-02$ | $1.42 \mathrm{E}-09$ | $0.00 \mathrm{E}+00$ | $1.26 \mathrm{E}-12$ | $3.23 \mathrm{E}-01$ |
| 35 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.47 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 4.93E-16 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $1.11 \mathrm{E}-17$ | $1.99 \mathrm{E}-19$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.15 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 4.85E-06 | $-1.28 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.18 \mathrm{E}+00$ |
|  | std | $2.22 \mathrm{E}-17$ | $3.97 \mathrm{E}-19$ | $9.69 \mathrm{E}-03$ | $8.80 \mathrm{E}-14$ | $4.20 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $2.57 \mathrm{E}-07$ | $9.69 \mathrm{E}-06$ | $3.21 \mathrm{E}-02$ | $9.09 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $2.18 \mathrm{E}-10$ | $3.96 \mathrm{E}-01$ |
| 40 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.31 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | 1.12E-14 | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $3.08 \mathrm{E}-21$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.93 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | std | $0.00 \mathrm{E}+00$ | $6.14 \mathrm{E}-21$ | $4.92 \mathrm{E}-03$ | $6.66 \mathrm{E}-14$ | $7.51 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | 2.72E-06 | $2.97 \mathrm{E}-03$ | $1.72 \mathrm{E}-13$ | $7.49 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $4.68 \mathrm{E}-08$ | $1.20 \mathrm{E}-09$ |
| 45 | best | $0.00 \mathrm{E}+00$ | $1.46 \mathrm{E}-24$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.75 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.61 \mathrm{E}-12$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $8.84 \mathrm{E}-20$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.16 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.86 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | std | $0.00 \mathrm{E}+00$ | $1.75 \mathrm{E}-19$ | $9.14 \mathrm{E}-03$ | $4.76 \mathrm{E}-14$ | 3.92E-01 | $0.00 \mathrm{E}+00$ | $1.79 \mathrm{E}-08$ | $2.97 \mathrm{E}-03$ | $7.32 \mathrm{E}-04$ | $9.68 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $2.36 \mathrm{E}+00$ | $1.65 \mathrm{E}-09$ |
| 50 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.64 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.05 \mathrm{E}-12$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $9.77 \mathrm{E}-17$ | $7.80 \mathrm{E}-20$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.15 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.18 \mathrm{E}+00$ |
|  | std | $1.69 \mathrm{E}-16$ | $1.56 \mathrm{E}-19$ | 8.67E-03 | $1.05 \mathrm{E}-13$ | $3.54 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $5.05 \mathrm{E}-07$ | $2.97 \mathrm{E}-03$ | $1.52 \mathrm{E}-13$ | $6.82 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $1.24 \mathrm{E}-10$ | $3.96 \mathrm{E}-01$ |

### 4.4 Comparison Experiment 2

This experiment compares HEP with other state-ofart algorithms plus HEP without the modified NelderMead exploitation operator, which are

1. Classical EP (CEP),
2. Fast EP (FEP) 39,
3. Lévy distributed function EP (LEP) 24],
4. Exponential distributed function EP (EEP) [29],
5. Reinforcement Learning EP (RLEP) 40,
6. Mixed EP (MEP) [5],
7. Shifted Classical EP (SCEP) [3],
8. Momentum Coefficient EP (MCEP) 4,
9. Covariance Matrix Adaptation Evolution Strategy (CMA-ES) 19,
10. Increasing Inertia Weighting PSO (IIW-PSO) [11,
11. Jumping Gene GA (JG-GA) 36,
12. Fuzzy Routing Method for Evolutionary Programming (FREP) [2].

In order to make a fair comparison, all parameters of the above algorithms are set to the same as introduced in Table 6

The algorithms are tested on 39 benchmark functions. Each test is repeated 50 times. The average results are shown in Table 7. All algorithms are run until a pre-specified number of generations is reached. The number of generations is shown in the last column of Table 7. This table compares the accuracy of the algorithms in obtaining the global minimum. The proposed method performs better (or at least equal to other methods) in more than $75 \%$ of the benchmark functions. The distances between the optimal points
found by HEP and other algorithms show that the performance of the proposed method is notable.

In recent years, the use of non-parametric statistical tests becomes an important methodology for comparing a group of evolutionary algorithms [18, 12]. In this paper, the Friedman test is employed to estimate the differences among the 14 algorithms. Table 7 demonstrates that HEP is significantly different from other algorithms because of $p<0.01$ except FREP, which is similar to HEP because of $p>0.05$.

### 4.5 Comparison Experiment 3

The performance of HEP is evaluated according to the rules of the CEC2017 Special Session and Competition on Single Objective Real-Parameter Numerical Optimization, bound constrained case [8]. The test suite which consists of 30 minimization test functions is divided into four categories viz., unimodal functions (F1-F3), multimodal functions (F4-F10), hybrid functions (F11-F20) and composition functions (F21-F30). 51 independent runs of the algorithm were executed for all 30 functions in 10 dimensions. Each run was terminated after a maximum of 100000 fitness evaluations of the objective function.

The third experiment compares the performance of HEP with other algorithms, which are

1. CMA-ES with increasing population size (IPOP-CMA-ES) [7,
2. Teaching Learning Based Optimization with Focused Learning (TLBO-FL) [23,
3. Classical EP (CEP),

Table 4 Fitness using Different $\nu$ Values

| parameter |  | F1 | F2 | F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10 | F11 | F12 | F13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | best | $-1.08 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $3.85 \mathrm{E}-10$ | $1.11 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $6.39 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.04 \mathrm{E}+04$ | $1.07 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.07 \mathrm{E}-02$ | $4.39 \mathrm{E}-03$ | $2.38 \mathrm{E}+00$ | $6.94 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | std | $2.77 \mathrm{E}+02$ | $6.11 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $4.15 \mathrm{E}-02$ | $5.38 \mathrm{E}-03$ | $1.93 \mathrm{E}+00$ | $4.77 \mathrm{E}-05$ | $1.31 \mathrm{E}-13$ | $2.67 \mathrm{E}-13$ | $7.12 \mathrm{E}-12$ | $5.43 \mathrm{E}-10$ | $1.43 \mathrm{E}-09$ |
| 6 | best | $-1.11 \mathrm{E}+04$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $5.34 \mathrm{E}-10$ | $9.24 \mathrm{E}-09$ | $9.98 \mathrm{E}-01$ | $3.09 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.10 \mathrm{E}+04$ | $2.58 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $1.08 \mathrm{E}-09$ | $1.10 \mathrm{E}-08$ | $9.99 \mathrm{E}-01$ | $5.09 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | std | $4.09 \mathrm{E}+02$ | $5.92 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $3.62 \mathrm{E}-10$ | $1.68 \mathrm{E}-09$ | $3.98 \mathrm{E}-01$ | $1.21 \mathrm{E}-04$ | $2.96 \mathrm{E}-14$ | $1.80 \mathrm{E}-13$ | $4.72 \mathrm{E}-13$ | $1.11 \mathrm{E}-09$ | $4.75 \mathrm{E}-02$ |
| 9 | best | $-1.15 \mathrm{E}+04$ | $1.09 \mathrm{E}+01$ | $3.59 \mathrm{E}-04$ | $7.40 \mathrm{E}-03$ | $1.95 \mathrm{E}-09$ | $2.59 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $3.23 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.10 \mathrm{E}+04$ | $1.35 \mathrm{E}+01$ | $4.12 \mathrm{E}-04$ | $6.56 \mathrm{E}-02$ | $8.29 \mathrm{E}-02$ | $4.39 \mathrm{E}-03$ | $1.79 \mathrm{E}+00$ | $6.01 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
|  | std | $3.81 \mathrm{E}+02$ | $3.75 \mathrm{E}+00$ | $4.81 \mathrm{E}-05$ | $6.30 \mathrm{E}-02$ | $4.15 \mathrm{E}-02$ | $5.38 \mathrm{E}-03$ | $1.15 \mathrm{E}+00$ | $1.51 \mathrm{E}-04$ | $1.03 \mathrm{E}-12$ | $9.33 \mathrm{E}-13$ | $6.28 \mathrm{E}-11$ | $1.37 \mathrm{E}-09$ | $4.76 \mathrm{E}-02$ |
| 12 | best | $-1.14 \mathrm{E}+04$ | $4.98 \mathrm{E}+00$ | $2.84 \mathrm{E}-04$ | $2.70 \mathrm{E}-02$ | $1.53 \mathrm{E}-09$ | $1.28 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $3.61 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.09 \mathrm{E}+04$ | $1.36 \mathrm{E}+01$ | $3.67 \mathrm{E}-04$ | $2.00 \mathrm{E}-01$ | $1.45 \mathrm{E}-01$ | $2.20 \mathrm{E}-03$ | $2.18 \mathrm{E}+00$ | $5.29 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.30 \mathrm{E}+00$ |
|  | std | $3.44 \mathrm{E}+02$ | $6.25 \mathrm{E}+00$ | $7.19 \mathrm{E}-05$ | $2.11 \mathrm{E}-01$ | $2.42 \mathrm{E}-01$ | $4.39 \mathrm{E}-03$ | $1.91 \mathrm{E}+00$ | $1.15 \mathrm{E}-04$ | $1.52 \mathrm{E}-12$ | $5.71 \mathrm{E}-13$ | $1.07 \mathrm{E}-10$ | 6.13E-09 | $4.76 \mathrm{E}-02$ |
| 15 | best | $-1.14 \mathrm{E}+04$ | $7.96 \mathrm{E}+00$ | $3.44 \mathrm{E}-04$ | $1.12 \mathrm{E}-08$ | $1.33 \mathrm{E}-09$ | $2.56 \mathrm{E}-08$ | $9.98 \mathrm{E}-01$ | $4.89 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.32 \mathrm{E}+00$ |
|  | mean | $-1.08 \mathrm{E}+04$ | $1.11 \mathrm{E}+01$ | $3.97 \mathrm{E}-04$ | $3.62 \mathrm{E}-02$ | $2.29 \mathrm{E}-09$ | $2.20 \mathrm{E}-03$ | $1.40 \mathrm{E}+00$ | $6.22 \mathrm{E}-04$ | $-1.03 \mathrm{E}+00$ | $3.98 \mathrm{E}-01$ | $3.00 \mathrm{E}+00$ | $-3.86 \mathrm{E}+00$ | $-3.27 \mathrm{E}+00$ |
|  | std | $4.22 \mathrm{E}+02$ | $4.05 \mathrm{E}+00$ | $4.24 \mathrm{E}-05$ | $2.69 \mathrm{E}-02$ | $7.40 \mathrm{E}-10$ | $4.39 \mathrm{E}-03$ | $4.87 \mathrm{E}-01$ | $9.19 \mathrm{E}-05$ | $6.67 \mathrm{E}-13$ | $1.49 \mathrm{E}-13$ | $2.69 \mathrm{E}-10$ | $4.07 \mathrm{E}-10$ | $5.82 \mathrm{E}-02$ |
| parameter |  | F14 | F15 | F16 | F17 | F18 | F19 | F20 | F21 | F22 | F23 | F24 | F25 | F26 |
| 3 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-7.43 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.81 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -3.08E-02 | $1.00 \mathrm{E}+00$ |
|  | mean | $-9.14 \mathrm{E}+00$ | $-8.88 \mathrm{E}+00$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $1.86 \mathrm{E}-05$ | $-6.80 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.62 \mathrm{E}+03$ | $9.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -1.08E-02 | $1.00 \mathrm{E}+00$ |
|  | std | $2.02 \mathrm{E}+00$ | $3.05 \mathrm{E}+00$ | $4.17 \mathrm{E}-08$ | $0.00 \mathrm{E}+00$ | 7.30E-14 | $2.14 \mathrm{E}-05$ | $3.14 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.10 \mathrm{E}+02$ | 2.71E-17 | $3.63 \mathrm{E}-08$ | $1.32 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
| 6 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | $-8.48 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.74 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $-9.10 \mathrm{E}+00$ | -5.82E-02 | $1.00 \mathrm{E}+00$ |
|  | mean | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $9.41 \mathrm{E}-05$ | $2.83 \mathrm{E}-36$ | $-8.38 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.59 \mathrm{E}+03$ | $7.99 \mathrm{E}-02$ | $-9.10 \mathrm{E}+00$ | -3.82E-02 | $1.00 \mathrm{E}+00$ |
|  | std | $2.02 \mathrm{E}+00$ | $2.91 \mathrm{E}-08$ | $2.20 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $8.67 \mathrm{E}-15$ | $3.48 \mathrm{E}-06$ | $6.83 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $1.10 \mathrm{E}+02$ | $3.99 \mathrm{E}-02$ | $3.01 \mathrm{E}-08$ | $1.93 \mathrm{E}-02$ | $0.00 \mathrm{E}+00$ |
| 9 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $3.84 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $3.86 \mathrm{E}-05$ | $-6.90 \mathrm{E}+00$ | $3.71 \mathrm{E}-08$ | $-1.63 \mathrm{E}+03$ | $2.00 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -4.80E-08 | $1.00 \mathrm{E}+00$ |
|  | mean | $-7.67 \mathrm{E}+00$ | $-1.04 \mathrm{E}+01$ | $-8.27 \mathrm{E}+00$ | $6.09 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $9.75 \mathrm{E}-05$ | $-6.74 \mathrm{E}+00$ | $4.85 \mathrm{E}-08$ | $1.34 \mathrm{E}+04$ | $3.00 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -9.65E-09 | $1.00 \mathrm{E}+00$ |
|  | std | $3.12 \mathrm{E}+00$ | $5.35 \mathrm{E}-06$ | $2.85 \mathrm{E}+00$ | $1.71 \mathrm{E}-12$ | $8.92 \mathrm{E}-14$ | $5.17 \mathrm{E}-05$ | $1.25 \mathrm{E}-01$ | $1.11 \mathrm{E}-08$ | $1.01 \mathrm{E}+04$ | $1.10 \mathrm{E}-01$ | $1.73 \mathrm{E}-07$ | $1.92 \mathrm{E}-08$ | $0.00 \mathrm{E}+00$ |
| 12 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $1.44 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $1.97 \mathrm{E}-05$ | $-7.69 \mathrm{E}+00$ | $1.98 \mathrm{E}-08$ | $-3.68 \mathrm{E}+02$ | $2.00 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -8.44E-07 | $1.00 \mathrm{E}+00$ |
|  | mean | $-7.15 \mathrm{E}+00$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $8.46 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $3.35 \mathrm{E}-05$ | $-6.90 \mathrm{E}+00$ | $3.14 \mathrm{E}-08$ | $1.51 \mathrm{E}+04$ | $3.00 \mathrm{E}-01$ | $-8.93 \mathrm{E}+00$ | -1.69E-07 | $1.00 \mathrm{E}+00$ |
|  | std | $3.67 \mathrm{E}+00$ | $3.65 \mathrm{E}-06$ | $4.28 \mathrm{E}-06$ | $7.33 \mathrm{E}-12$ | $1.66 \mathrm{E}-13$ | $1.14 \mathrm{E}-05$ | $4.06 \mathrm{E}-01$ | $1.18 \mathrm{E}-08$ | $1.21 \mathrm{E}+04$ | $6.32 \mathrm{E}-02$ | $3.51 \mathrm{E}-01$ | $3.38 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ |
| 15 | best | $-1.02 \mathrm{E}+01$ | $-1.04 \mathrm{E}+01$ | $-1.05 \mathrm{E}+01$ | $2.68 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $8.32 \mathrm{E}-06$ | $-6.90 \mathrm{E}+00$ | $4.02 \mathrm{E}-08$ | $-4.05 \mathrm{E}+03$ | $3.00 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -3.57E-04 | $1.00 \mathrm{E}+00$ |
|  | mean | $-7.64 \mathrm{E}+00$ | $-9.35 \mathrm{E}+00$ | $-1.05 \mathrm{E}+01$ | $9.83 \mathrm{E}-12$ | $9.41 \mathrm{E}-05$ | $4.53 \mathrm{E}-05$ | $-6.52 \mathrm{E}+00$ | $4.60 \mathrm{E}-08$ | $6.57 \mathrm{E}+03$ | $3.40 \mathrm{E}-01$ | $-9.10 \mathrm{E}+00$ | -7.14E-05 | $1.00 \mathrm{E}+00$ |
|  | std | $3.17 \mathrm{E}+00$ | $2.11 \mathrm{E}+00$ | $1.54 \mathrm{E}-04$ | $4.30 \mathrm{E}-12$ | $3.20 \mathrm{E}-14$ | $3.43 \mathrm{E}-05$ | $3.92 \mathrm{E}-01$ | $8.33 \mathrm{E}-09$ | $7.54 \mathrm{E}+03$ | $8.00 \mathrm{E}-02$ | $4.97 \mathrm{E}-08$ | $1.43 \mathrm{E}-04$ | $0.00 \mathrm{E}+00$ |
| parameter |  | F27 | F28 | F29 | F30 | F31 | F32 | F33 | F34 | F35 | F36 | F37 | F38 | F39 |
| 3 | best | $0.00 \mathrm{E}+00$ | $1.76 \mathrm{E}-25$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.03 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.65 \mathrm{E}-13$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $1.96 \mathrm{E}-13$ | $1.78 \mathrm{E}-19$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.43 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $2.97 \mathrm{E}-03$ | $-1.28 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $3.93 \mathrm{E}-13$ | $2.24 \mathrm{E}-19$ | $3.78 \mathrm{E}-03$ | $8.22 \mathrm{E}-14$ | $4.38 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $5.32 \mathrm{E}-08$ | $3.64 \mathrm{E}-03$ | $3.21 \mathrm{E}-02$ | $8.96 \mathrm{E}-10$ | $0.00 \mathrm{E}+00$ | $8.09 \mathrm{E}-10$ | $3.23 \mathrm{E}-01$ |
| 6 | best | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.11 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.34 \mathrm{E}-16$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $0.00 \mathrm{E}+00$ | $4.48 \mathrm{E}-31$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-9.01 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $2.97 \mathrm{E}-08$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $0.00 \mathrm{E}+00$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $1.47 \mathrm{E}-16$ | $8.95 \mathrm{E}-21$ | $3.90 \mathrm{E}-03$ | $1.99 \mathrm{E}-14$ | $6.78 \mathrm{E}-01$ | $0.00 \mathrm{E}+00$ | $4.16 \mathrm{E}-07$ | $3.63 \mathrm{E}-03$ | $2.16 \mathrm{E}-02$ | $1.42 \mathrm{E}-09$ | $0.00 \mathrm{E}+00$ | $1.26 \mathrm{E}-12$ | $3.23 \mathrm{E}-01$ |
| 9 | best | $1.36 \mathrm{E}-12$ | $2.40 \mathrm{E}-14$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.83 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $4.79 \mathrm{E}-12$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $4.66 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $2.78 \mathrm{E}-11$ | 4.12E-13 | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.22 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $4.45 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $5.61 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | std | $1.99 \mathrm{E}-11$ | $3.05 \mathrm{E}-13$ | $8.81 \mathrm{E}-03$ | $3.10 \mathrm{E}-13$ | $5.48 \mathrm{E}-01$ | $7.96 \mathrm{E}-07$ | $5.08 \mathrm{E}-08$ | $3.63 \mathrm{E}-03$ | $2.31 \mathrm{E}-03$ | $9.52 \mathrm{E}-10$ | $7.97 \mathrm{E}-05$ | $2.85 \mathrm{E}-10$ | $2.00 \mathrm{E}-09$ |
| 12 | best | $5.33 \mathrm{E}-12$ | $8.70 \mathrm{E}-14$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.38 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $3.28 \mathrm{E}-12$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $3.68 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $1.54 \mathrm{E}-11$ | $8.13 \mathrm{E}-13$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.63 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $2.97 \mathrm{E}-03$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $5.41 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $9.19 \mathrm{E}-12$ | $4.45 \mathrm{E}-13$ | $3.42 \mathrm{E}-03$ | $3.22 \mathrm{E}-13$ | $7.36 \mathrm{E}-01$ | $1.17 \mathrm{E}-05$ | $2.99 \mathrm{E}-07$ | $3.64 \mathrm{E}-03$ | $3.79 \mathrm{E}-12$ | $1.57 \mathrm{E}-09$ | $1.31 \mathrm{E}-04$ | $9.82 \mathrm{E}-10$ | $3.23 \mathrm{E}-01$ |
| 15 | best | $3.28 \mathrm{E}-13$ | $1.25 \mathrm{E}-13$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-8.27 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $2.21 \mathrm{E}-12$ | $-1.30 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $4.63 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.50 \mathrm{E}+00$ |
|  | mean | $7.32 \mathrm{E}-12$ | $5.47 \mathrm{E}-13$ | $-1.00 \mathrm{E}+05$ | $-1.00 \mathrm{E}+00$ | $-7.87 \mathrm{E}+00$ | $-1.00 \mathrm{E}+00$ | $1.90 \mathrm{E}-03$ | $1.48 \mathrm{E}-03$ | $-1.29 \mathrm{E}+00$ | $-4.58 \mathrm{E}+01$ | $6.45 \mathrm{E}-04$ | $-1.87 \mathrm{E}+02$ | $-3.34 \mathrm{E}+00$ |
|  | std | $7.41 \mathrm{E}-12$ | $4.92 \mathrm{E}-13$ | $6.55 \mathrm{E}-03$ | $4.58 \mathrm{E}-13$ | $4.31 \mathrm{E}-01$ | $4.73 \mathrm{E}-07$ | $8.34 \mathrm{E}-08$ | $2.97 \mathrm{E}-03$ | $2.03 \mathrm{E}-02$ | $8.41 \mathrm{E}-10$ | $9.91 \mathrm{E}-05$ | 1.41E-09 | $3.23 \mathrm{E}-01$ |

4. Fast EP (FEP) 39,
5. EP with Adaptive Lévy Mutation (ALEP) [24],
6. HEP without the modified Nelder-Mead exploitation operator (HEP without NM).
The mean and the standard deviation (std) of the best-of-run errors are given in Table 8. From the data we can see, for unimodal functions, HEP shows the best performance. HEP without exploitation also shows a better performance. Furthermore, for multimodal benchmark functions, HEP shows a better overall performance than other comparative ones. However, with regard to hybrid functions, HEP exhibits a better performance than most of other comparative ones except ALEP. Nevertheless, as for composition functions, HEP generally performs better than other competitors.

Generally, HEP shows a good performance on most of the test functions particularly on unimodal functions. However, for other functions, the performance of HEP is poor. The main reason leading to this issue is probably that the modified Nelder-Mead method works well on most of the functions, but the method is hard to find the global optimum via updating three points each time on other functions, especially when the three points belong to different peaks.

## 5 Conclusions

The performance of EP is related to both mutation operators and fitness landscapes. In order to make EP more efficient, its mutation operator should adapt to fitness landscapes. The paper presents a novel hybrid EP algorithm with adaptive Lévy mutation (HEP). In HEP, the shape parameter $\alpha$ of Lévy probability distribution adapts to the roughness of a local fitness landscape. Since a fitness landscape can be observed only via a population of finite sample points, its roughness is measured by the number of optima (both local and global) in a population.

Furthermore, HEP follows an essential design principle in memetic algorithms: local search can be added into evolutionary algorithms for improving their exploitation ability. Thus a modified Nelder-Mead method is added into HEP.

The proposed algorithm is tested on the benchmark suit in the CEC2005 and CEC2017 real-parameter optimization and a set of 39 benchmark functions. The experimental results demonstrates that the proposed algorithm has a better overall performance in terms of the solution accuracy than other evolutionary algorithms.

Table 5 Computational result of benchmark functions in CEC2005 with 10 variables

| Algorithms |  | F1 | F2 | F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CEP | mean | 2.74E-03(7) | 1.92E-06(3) | $3.83 \mathrm{E}+07(8)$ | $6.83 \mathrm{E}-01(5)$ | 3.83E-01(6) | $4.79 \mathrm{E}+01(7)$ | 2.83E-02(1) | $2.05 \mathrm{E}+01$ (7) | $1.06 \mathrm{E}+01(8)$ | $2.19 \mathrm{E}+00$ (1) |
|  | std | $5.74 \mathrm{E}-03$ | $1.03 \mathrm{E}-06$ | $1.18 \mathrm{E}+03$ | $3.01 \mathrm{E}-01$ | $2.83 \mathrm{E}-02$ | $3.73 \mathrm{E}+01$ | $3.83 \mathrm{E}-02$ | $1.83 \mathrm{E}-01$ | $1.24 \mathrm{E}+00$ | $1.18 \mathrm{E}+00$ |
| FEP | mean | $5.78 \mathrm{E}-04(6)$ | $5.01 \mathrm{E}-04(6)$ | $7.27 \mathrm{E}+06(7)$ | $2.66 \mathrm{E}+01(7)$ | $3.07 \mathrm{E}-01(5)$ | $2.8281+01(6)$ | 1.64E-01(3) | $2.04 \mathrm{E}+01$ (6) | $5.26 \mathrm{E}+00(7)$ | $1.88 \mathrm{E}+01(5)$ |
|  | std | $2.83 \mathrm{E}-04$ | $2.76 \mathrm{E}-04$ | $3.88 \mathrm{E}+06$ | $1.66 \mathrm{E}+00$ | $8.64 \mathrm{E}-02$ | $2.77 \mathrm{E}+00$ | $4.73 \mathrm{E}-01$ | $2.62 \mathrm{E}-01$ | $2.83 \mathrm{E}+00$ | $2.62 \mathrm{E}+00$ |
| ALEP | mean | $8.34 \mathrm{E}-01(8)$ | $3.78 \mathrm{E}-04(5)$ | $2.88 \mathrm{E}+06$ (6) | $1.79 \mathrm{E}+00$ (6) | $1.63 \mathrm{E}-01(4)$ | 1.83E+01(4) | 7.64E-01(5) | $2.04 \mathrm{E}+01$ (5) | $2.13 \mathrm{E}+00(3)$ | 1.91E+01(6) |
|  | std | $4.83 \mathrm{E}-02$ | $2.77 \mathrm{E}-03$ | $1.63 \mathrm{E}+04$ | $2.88 \mathrm{E}+00$ | $9.36 \mathrm{E}-02$ | $3.77 \mathrm{E}+00$ | $2.66 \mathrm{E}-01$ | $3.12 \mathrm{E}-01$ | $3.73 \mathrm{E}+00$ | $6.77 \mathrm{E}+00$ |
| MEP | mean | 8.22E-08(3) | 2.12E-02(7) | $3.58 \mathrm{E}+05(3)$ | $4.45 \mathrm{E}+01(8)$ | $9.27 \mathrm{E}+02(8)$ | 3.40E+03(8) | $1.27 \mathrm{E}+03(6.5)$ | $2.02 \mathrm{E}+01$ (3) | $1.35 \mathrm{E}-05(1)$ | $3.55 \mathrm{E}+01(8)$ |
|  | std | $4.83 \mathrm{E}-08$ | $8.72 \mathrm{E}-02$ | $3.67 \mathrm{E}+05$ | $3.93 \mathrm{E}+01$ | $1.42 \mathrm{E}+03$ | $1.08 \mathrm{E}+03$ | 0 | $1.04 \mathrm{E}-01$ | $1.09 \mathrm{E}-05$ | $1.26 \mathrm{E}+01$ |
| RLEP | mean | $1.93 \mathrm{E}-04(5)$ | $1.89 \mathrm{E}-01$ (8) | $6.87 \mathrm{E}+05(4)$ | $3.76 \mathrm{E}-01(4)$ | $2.6012+01$ (7) | $2.67 \mathrm{E}+01(5)$ | $4.66 \mathrm{E}-01(4)$ | $2.05 \mathrm{E}+01$ (8) | $2.87 \mathrm{E}+00(4)$ | $1.45 \mathrm{E}+01(4)$ |
|  | std | $2.88 \mathrm{E}-05$ | $2.09 \mathrm{E}-02$ | $2.62 \mathrm{E}+05$ | $1.65 \mathrm{E}-01$ | $8.73 \mathrm{E}-01$ | $8.64 \mathrm{E}+00$ | $2.73 \mathrm{E}-01$ | $2.73 \mathrm{E}-01$ | $2.56 \mathrm{E}-01$ | $1.05 \mathrm{E}-01$ |
| AFEP | mean | $3.36 \mathrm{E}-06(4)$ | 1.92E-06(4) | $8.29 \mathrm{E}+05(5)$ | $2.83 \mathrm{E}-06(3)$ | $8.28 \mathrm{E}-03(3)$ | $7.64 \mathrm{E}+00(3)$ | 3.88E-02(2) | 2.03E+01(4) | $9.95 \mathrm{E}-01(2)$ | $1.07 \mathrm{E}+01(3)$ |
|  | std | $2.45 \mathrm{E}-07$ | $3.93 \mathrm{E}-06$ | $2.93 \mathrm{E}+05$ | $3.93 \mathrm{E}-06$ | $1.55 \mathrm{E}-03$ | $2.72 \mathrm{E}+00$ | $1.73 \mathrm{E}-02$ | $1.63 \mathrm{E}-01$ | $1.72 \mathrm{E}-01$ | $1.77 \mathrm{E}-01$ |
| HEP | mean | $8.87 \mathrm{E}-13(1)$ | 1.19E-12(1) | $1.68 \mathrm{E}+03(1)$ | $9.66 \mathrm{E}-13(1)$ | 1.78E-04(1) | 7.97E-01(1) | $1.27 \mathrm{E}+03(8)$ | $2.01 \mathrm{E}+01(1)$ | $3.98 \mathrm{E}+00(5.5)$ | 1.01E+01(2) |
|  | std | $2.32 \mathrm{E}-13$ | $6.50 \mathrm{E}-13$ | $8.34 \mathrm{E}+02$ | $4.45 \mathrm{E}-13$ | $3.83 \mathrm{E}-05$ | $1.59 \mathrm{E}+00$ | $1.00 \mathrm{E}-01$ | $3.39 \mathrm{E}-02$ | $2.14 \mathrm{E}+00$ | $1.71 \mathrm{E}+00$ |
| HEP without NM | mean | $1.58 \mathrm{E}-12(2)$ | $2.24 \mathrm{E}-12(2)$ | $3.92 \mathrm{E}+03(2)$ | $3.00 \mathrm{E}-12(2)$ | $2.06 \mathrm{E}-04(2)$ | $1.59 \mathrm{E}+00(2)$ | $1.27 \mathrm{E}+03(6.5)$ | 2.01E+01(2) | $3.98 \mathrm{E}+00(5.5)$ | $2.17 \mathrm{E}+01(7)$ |
|  | std | $3.66 \mathrm{E}-13$ | $5.04 \mathrm{E}-13$ | $2.81 \mathrm{E}+03$ | $8.76 \mathrm{E}-13$ | $3.31 \mathrm{E}-05$ | $1.95 \mathrm{E}+00$ | $6.56 \mathrm{E}-06$ | $2.02 \mathrm{E}-02$ | $1.41 \mathrm{E}+00$ | $4.68 \mathrm{E}+00$ |
| Algorithms |  | F11 | F12 | F13 | F14 | F15 | F16 | F17 | F18 | F19 | F20 |
| CEP | mean | $9.25 \mathrm{E}+00(6)$ | $2.85 \mathrm{E}+01(2)$ | $8.36 \mathrm{E}-01(6)$ | $3.84 \mathrm{E}+00(7)$ | $4.79 \mathrm{E}+02$ (8) | $1.83 \mathrm{E}+02(7)$ | $1.52 \mathrm{E}+02(8)$ | $4.12 \mathrm{E}+02(5)$ | $3.74 \mathrm{E}+02(4)$ | $9.64 \mathrm{E}+02(8)$ |
|  | std | $2.64 \mathrm{E}+00$ | $2.61 \mathrm{E}+01$ | $2.66 \mathrm{E}-01$ | $2.56 \mathrm{E}-01$ | $2.7621+01$ | $2.55 \mathrm{E}+01$ | $3.07 \mathrm{E}+01$ | $7.77 \mathrm{E}+01$ | $2.01 \mathrm{E}+01$ | $7.63 \mathrm{E}+01$ |
| FEP | mean | $7.74 \mathrm{E}+00(5)$ | 8.97E+01(3) | $1.14 \mathrm{E}+00(7)$ | $3.86 \mathrm{E}+00(8)$ | $4.22 \mathrm{E}+02(5)$ | $1.24 \mathrm{E}+02(3)$ | $1.13 \mathrm{E}+02(4)$ | $4.06 \mathrm{E}+02(4)$ | $3.54 \mathrm{E}+02(3)$ | $8.00 \mathrm{E}+02(4)$ |
|  | std | $2.84 \mathrm{E}+00$ | $2.63 \mathrm{E}+00$ | $2.82 \mathrm{E}-01$ | $1.61 \mathrm{E}-01$ | $2.61 \mathrm{E}+01$ | $3.73 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | $8.82 \mathrm{E}+01$ | $3.71 \mathrm{E}+01$ | $1.73 \mathrm{E}+00$ |
| ALEP | mean | $2.17 \mathrm{E}+01(7)$ | $4.73 \mathrm{E}+02(6)$ | $6.89 \mathrm{E}-01(4)$ | $3.77 \mathrm{E}+00(6)$ | $4.75 \mathrm{E}+02(7)$ | $2.04 \mathrm{E}+02(8)$ | $1.47 \mathrm{E}+02(7)$ | $4.00 \mathrm{E}+02(3)$ | $3.44 \mathrm{E}+02(2)$ | $8.01 \mathrm{E}+02(5)$ |
|  | std | $1.53 \mathrm{E}+01$ | $1.73 \mathrm{E}+02$ | $2.85 \mathrm{E}-20$ | $1.53 \mathrm{E}-01$ | $1.65 \mathrm{E}+00$ | $8.54 \mathrm{E}+01$ | $1.66 \mathrm{E}+01$ | 2.7271-01 | $1.65 \mathrm{E}+10$ | $3.57 \mathrm{E}+12$ |
| MEP | mean | $3.55 \mathrm{E}+01(8)$ | $3.85 \mathrm{E}+02(5)$ | 3.19E-01(1) | $3.72 \mathrm{E}+00(5)$ | $1.20 \mathrm{E}+02(1)$ | $1.71 \mathrm{E}+02(6)$ | $1.43 \mathrm{E}+02(5)$ | $8.79 \mathrm{E}+02(7)$ | $8.83 \mathrm{E}+02(7)$ | $8.87 \mathrm{E}+02(6)$ |
|  | std | $1.26 \mathrm{E}+01$ | $5.86 \mathrm{E}+02$ | $7.81 \mathrm{E}-02$ | $3.68 \mathrm{E}-01$ | $1.96 \mathrm{E}+02$ | $2.97 \mathrm{E}+02$ | $2.31 \mathrm{E}+01$ | $2.17 \mathrm{E}+02$ | $2.20 \mathrm{E}+02$ | $1.82 \mathrm{E}+02$ |
| RLEP | mean | $4.86 \mathrm{E}+00(4)$ | $7.25 \mathrm{E}+02(7)$ | $1.88 \mathrm{E}+00(8)$ | $3.42 \mathrm{E}+00(3)$ | $4.08 \mathrm{E}+02(4)$ | $1.60 \mathrm{E}+02(5)$ | 1.12E+01(1) | $3.61 \mathrm{E}+02(2)$ | $4.62 \mathrm{E}+02(5)$ | $5.00 \mathrm{E}+02(2)$ |
|  | std | $2.1728 \mathrm{E}-01$ | $3.62 \mathrm{E}+02$ | $3.67 \mathrm{E}-01$ | $1.44 \mathrm{E}-01$ | $8.73 \mathrm{E}+01$ | $2.79 \mathrm{E}+01$ | $7.50 \mathrm{E}+00$ | $1.54 \mathrm{E}+01$ | $1.57 \mathrm{E}+01$ | $1.09 \mathrm{E}+02$ |
| AFEP | mean | $4.78 \mathrm{E}+00(3)$ | $5.83 \mathrm{E}+03(8)$ | $4.62 \mathrm{E}-01(2)$ | $2.51 \mathrm{E}+00(1)$ | $4.54 \mathrm{E}+02(6)$ | $1.08 \mathrm{E}+02(1)$ | $1.13 \mathrm{E}+01(2)$ | $3.53 \mathrm{E}+02(1)$ | 3.10E+02(1) | 3.72E+02(1) |
|  | std | $2.73 \mathrm{E}+00$ | $2.90 \mathrm{E}+03$ | $2.82 \mathrm{E}-01$ | $5.26 \mathrm{E}-01$ | $2.70 \mathrm{E}+01$ | $1.13 \mathrm{E}+01$ | $8.66 \mathrm{E}+00$ | $2.54 \mathrm{E}-01$ | $7.67 \mathrm{E}+00$ | $1.72 \mathrm{E}+01$ |
| HEP | mean | $3.92 \mathrm{E}+00(1)$ | $1.88 \mathrm{E}+01(1)$ | $6.67 \mathrm{E}-01(3)$ | $3.22 \mathrm{E}+00(2)$ | $3.04 \mathrm{E}+02(2)$ | $1.18 \mathrm{E}+02(2)$ | $1.04 \mathrm{E}+02(3)$ | $8.86 \mathrm{E}+02(8)$ | $8.32 \mathrm{E}+02(6)$ | $7.76 \mathrm{E}+02(3)$ |
|  | std | $7.01 \mathrm{E}-01$ | $6.19 \mathrm{E}+01$ | $1.56 \mathrm{E}-01$ | $2.86 \mathrm{E}-01$ | $1.66 \mathrm{E}+02$ | $7.19 \mathrm{E}+00$ | $3.44 \mathrm{E}+00$ | $1.07 \mathrm{E}+02$ | $6.49 \mathrm{E}+01$ | $1.37 \mathrm{E}+02$ |
| HEP without NM | mean | $4.36 \mathrm{E}+00(2)$ | $1.47 \mathrm{E}+02(4)$ | 7.18E-01(5) | $3.43 \mathrm{E}+00(4)$ | $3.74 \mathrm{E}+02(3)$ | $1.25 \mathrm{E}+02(4)$ | $1.46 \mathrm{E}+02(6)$ | $8.29 \mathrm{E}+02(6)$ | $9.20 \mathrm{E}+02(8)$ | $9.11 \mathrm{E}+02(7)$ |
|  | std | $8.34 \mathrm{E}-01$ | $2.83 \mathrm{E}+02$ | $2.23 \mathrm{E}-01$ | $4.79 \mathrm{E}-01$ | $1.22 \mathrm{E}+02$ | $2.00 \mathrm{E}+01$ | $1.43 \mathrm{E}+01$ | $5.77 \mathrm{E}+01$ | $1.00 \mathrm{E}+02$ | $9.27 \mathrm{E}+01$ |
| Algorithms |  | F21 | F22 | F23 | F24 | F25 | Avg.rank | Friedman test | Post-hoc(p) |  |  |
| CEP | mean | 5.46E+02(6) | 1.09E+03(8) | $5.77 \mathrm{E}+02(2)$ | $2.00 \mathrm{E}+02(3)$ | $9.44 \mathrm{E}+02(6)$ | 5.56 | $\chi^{2}=31.69$ | $5.946 \mathrm{E}-04$ |  |  |
|  | std | $3.63 \mathrm{E}+01$ | $2.83 \mathrm{E}+01$ | $1.63 \mathrm{E}+02$ | 0 | $2.08 \mathrm{E}+02$ |  |  |  |  |  |
| FEP | mean | $5.00 \mathrm{E}+02(1)$ | 7.41E+02(1) | $5.87 \mathrm{E}+02(3)$ | $2.00 \mathrm{E}+02(3)$ | $3.47 \mathrm{E}+02(4)$ | 4.64 | $\mathrm{p}=4.64 \mathrm{E}-05$ | 0.025 |  |  |
|  | std | $2.78 \mathrm{E}-04$ | $2.78 \mathrm{E}-01$ | $2.72 \mathrm{E}-04$ | 0 | $3.53 \mathrm{E}+02$ |  |  |  |  |  |
| ALEP | mean | $5.08 \mathrm{E}+02(2)$ | $8.62 \mathrm{E}+02(6)$ | $6.64 \mathrm{E}+02(5)$ | $2.02 \mathrm{E}+02(6)$ | $3.29 \mathrm{E}+02(3)$ | 5.16 |  | $3.524 \mathrm{E}-03$ |  |  |
|  | std | $6.57 \mathrm{E}+01$ | $2.77 \mathrm{E}+02$ | $2.63 \mathrm{E}+02$ | $1.58 \mathrm{E}-02$ | $5.09 \mathrm{E}+01$ |  |  |  |  |  |
| MEP | mean | $9.24 \mathrm{E}+02(8)$ | $8.52 \mathrm{E}+02(5)$ | $8.94 \mathrm{E}+02(8)$ | $2.90 \mathrm{E}+02(8)$ | $\mathbf{2 . 4 0 E + 0 2 ( 1 . 5 ) ~}$ | 5.48 |  | $8.659 \mathrm{E}-04$ |  |  |
|  | std | $3.23 \mathrm{E}+02$ | $8.61 \mathrm{E}+01$ | $3.07 \mathrm{E}+02$ | $2.07 \mathrm{E}+02$ | $1.04 \mathrm{E}+02$ |  |  |  |  |  |
| RLEP | mean | $5.36 \mathrm{E}+02(4)$ | $8.78 \mathrm{E}+02(7)$ | $6.67 \mathrm{E}+02(6)$ | $2.02 \mathrm{E}+02(7)$ | $3.73 \mathrm{E}+02(5)$ | 4.92 |  | $9.092 \mathrm{E}-03$ |  |  |
|  | std | $2.53 \mathrm{E}+01$ | $1.73 \mathrm{E}+02$ | $2.71 \mathrm{E}+02$ | $3.63 \mathrm{E}-02$ | $2.72 \mathrm{E}+01$ |  |  |  |  |  |
| AFEP | mean | $5.34 \mathrm{E}+02(3)$ | $7.88 \mathrm{E}+02(4)$ | $5.87 \mathrm{E}+02(4)$ | $2.00 \mathrm{E}+02(3)$ | $\mathbf{2 . 4 0 E + 0 2 ( 1 . 5 ) ~}$ | 2.98 |  | 0.707 |  |  |
|  | std | $1.77 \mathrm{E}+01$ | $4.09 \mathrm{E}+01$ | $1.66 \mathrm{E}+01$ | 0 | $4.26 \mathrm{E}+01$ |  |  |  |  |  |
| HEP | mean | $5.40 \mathrm{E}+02(5)$ | $7.73 \mathrm{E}+02(3)$ | 5.59E+02(1) | $2.00 \mathrm{E}+02(3)$ | $1.77 \mathrm{E}+03(7)$ | 2.9 |  | - |  |  |
|  | std | $1.10 \mathrm{E}+02$ | $2.19 \mathrm{E}+01$ | $3.07 \mathrm{E}+02$ | $1.44 \mathrm{E}-10$ | $3.70 \mathrm{E}+00$ |  |  |  |  |  |
| HEP without NM | mean | $6.33 \mathrm{E}+02(7)$ | 7.62E+02(2) | $8.62 \mathrm{E}+02(7)$ | $2.00 \mathrm{E}+02(3)$ | $1.79 \mathrm{E}+03(8)$ | 4.36 |  | 0.059 |  |  |
|  | std | $2.61 \mathrm{E}+02$ | $8.01 \mathrm{E}+00$ | $2.63 \mathrm{E}+02$ | $1.79 \mathrm{E}-10$ | $1.43 \mathrm{E}+01$ |  |  |  |  |  |

Table 6 Parameter setting in 13 Algorithms

| General | Population size | 100 | Number of repetition <br> Tournament size q | 10 |
| :---: | :--- | :---: | :--- | :---: |

In HEP, roughness is taken as the characteristic of local fitness landscapes. It is worth investigating other characteristics of fitness landscapes in the future work.
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Table 7 Experimental Comparison of the Average Fitness among 14 Algorithms

| mection | CEP | FEP | LEPP | EEP | RLEPP | MEP | RCEP | MCEP | cm | Hiw－ | GA．JG | FREP | HEP | NM | frat |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{\text {F1 }}$ |  | ${ }_{\text {－}}^{\text {－} 12483(1)}$ | （12351（2） | － 1102026 （6） | ${ }^{118}$ | ${ }^{-111886(4)}$ | －9410（7） | －62 | －2572（4） | －917（8） | －7800（1） | －8884（10） | －1103．3664（5） | －6331．4883（12） | 3000 |
| F |  |  |  |  |  |  |  |  |  |  |  |  |  | （1212－14（3） | 3000 |
| ${ }_{\text {F6 }}^{\text {F6 }}$ | （11） | （e） | ${ }_{\text {cole }}$ | ${ }_{886.38(14)}$ | （149） | ${ }_{\substack{15.9(12) \\ 0.015}}^{1(0)}$ |  | ${ }_{\text {a }}^{0.066}$ | － |  |  |  | Nobe | ${ }_{1}^{1.3675}$ | 旡3000 |
| ${ }_{\text {F8 }}^{\text {F }}$ | 0．006（i）． | ${ }_{0}^{10.01(12.5)}$ |  |  | 0．0066（9） | （0．004（（t．5） | ${ }_{0}^{10.0038(6) .5)}$ | ${ }_{0}^{0.0043}$ | 20， |  | $0.006(10.5)$ | ${ }_{0} 0.04$ | （09e．oti） | 1998 | 200 |
| ${ }_{\text {F11 }}^{\text {F10 }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | coile |
| F1 |  |  |  |  |  |  |  | ${ }_{\substack{-3.382(6) \\-323.5)}}$ |  |  |  | ${ }_{-3,368}^{-3.80}$ | ， | ${ }_{-3.321}^{-3.8621}$ | ${ }^{100}$ |
| ${ }_{\text {P15 }}$ |  |  |  | （12） | （8） |  |  |  |  |  |  |  |  | 边 | ${ }_{100}^{100}$ |
| ${ }_{\text {Fris }}^{\text {F18 }}$ |  | ） | 0．0．33（1） |  |  | （1） | ${ }^{2.50052(2)(8)}$ | ${ }_{1}^{1,00}$ |  |  | （12） | （100 | O， | （1．8s．5．54） | （inco |
| ${ }_{\text {Fr29 }}$ |  |  | 5．00－16 |  |  | 270 |  |  |  |  |  |  | 为 3 3－36（1） |  | $\underset{\substack{1000 \\ 1000}}{100}$ |
| ${ }_{\text {r } 222}$ |  |  |  | $9.61 \mathrm{E}-06(9)$ $127880(13)$ | （ens |  |  | ${ }_{\text {－}}^{\text {4，}}$ | ${ }_{-9,9}$ |  |  | （105 | 90， | 4 | （1000 |
| ${ }_{\substack{\mathrm{F} 24 \\ \mathrm{~F}_{22} \\ \hline}}$ | （5， |  |  | 13） |  | － $5.288(9.5)$ |  |  |  | ，280， | ${ }_{\text {－}}^{\text {－}}$ |  | ， |  | $\substack{1000 \\ \text { 2000 }}$ |
|  |  | （0．032（13） |  | （1） |  |  | ${ }_{2}^{230}$ |  |  | （enersil） | 3， 0.08 |  | （e2s） |  | 100 |
| ${ }_{\substack{\mathrm{F} 22 \\ \mathrm{~F}_{3} \mathrm{O}}}$ | ${ }^{-1.00 E+06(1.5)}$ |  |  |  |  |  |  |  |  |  |  |  |  |  | $\substack{1000 \\ 100}$ |
| ${ }_{\text {F32 }}^{\text {F3，}}$ | （7．） |  |  |  |  | － |  |  |  |  |  |  |  |  | ${ }_{\substack{1000 \\ \text { 1000 }}}^{\text {100 }}$ |
|  |  | ${ }_{2.5}^{0.5}$ |  |  |  |  |  |  |  |  |  | 3．5） |  |  | （100 |
|  |  |  |  |  |  | 1010 | 边 |  |  | 边 |  | －4，7 | －4．7．7858（1．5） |  | （ion |
| ${ }_{\text {Fr39 }}^{\text {F39 }}$ | ${ }^{-188(10)}$ | ${ }^{-188(0)}$ |  | （18060 | $\underbrace{\substack{186(0) \\-3.5(5.5)}}_{\text {－}}$ |  | ${ }^{-0.3(4)}$ | ${ }_{-28.27(1)}^{18}$ |  | ${ }_{-2 \text {－2850．6（1）}}^{-1(1)}$ |  | ${ }_{-3.5050 .7(5)}^{-180}$ | （ex | $186.7309(1.5)$ $-3.5(5.5)$ | ${ }_{\text {coil }}^{100}$ |
|  |  |  | 7.615 | ${ }_{8}^{8.83}$ | ${ }^{2} .14$ | 2．60 | ${ }^{7} .47$ | ${ }^{\text {P．}}$ ． 38 | 8.29 | ${ }^{0.51}$ | 10.65 | 1.70 |  | 3.678 |  |
| Posthoc（p） | ${ }_{2,52050,07}$ | 边 | 2．482－．00 | 2032E．09 | 2.567 F .05 | 9．988－12 | 5．097E．06 | 1．121E．08 | 5．736E．08 | ${ }_{1}^{1.938 .11}$ | ${ }_{2.438 .15}$ | 0.09 |  | 0.995 |  |

Table 8 Computational result of benchmark functions in CEC2017 with 10 variables

| Function |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IPOP-CMA-ES | Mean | $2.50 \mathrm{E}+08$ | $8.16 \mathrm{E}+09$ | $9.05 \mathrm{E}+03$ | $1.44 \mathrm{E}-08$ | $6.46 \mathrm{E}+01$ | $5.08 \mathrm{E}+01$ | $3.14 \mathrm{E}+02$ | $5.97 \mathrm{E}+01$ | $1.30 \mathrm{E}+03$ | $1.37 \mathrm{E}+03$ | $7.64 \mathrm{E}+01$ | $1.13 \mathrm{E}+07$ |
|  | Std | $5.68 \mathrm{E}+08$ | $4.38 \mathrm{E}+10$ | $2.11 \mathrm{E}+04$ | $5.571 \mathrm{E}-09$ | $2.38 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $7.23 \mathrm{E}+01$ | $2.00 \mathrm{E}+01$ | $5.77 \mathrm{E}+02$ | $3.68 \mathrm{E}+02$ | $5.84 \mathrm{E}+01$ | $2.13 \mathrm{E}+07$ |
|  | Rank | 7 | 7 | 7 | 5 | 6 | 7 | 6 | 7 | 7 | 7 | 7 | 7 |
| TLBO-FL | Mean | $2.00 \mathrm{E}+03$ | $2.00 \mathrm{E}-02$ | $1.10 \mathrm{E}-04$ | $3.00 \mathrm{E}+00$ | $8.80 \mathrm{E}+00$ | $8.40 \mathrm{E}-08$ | $2.80 \mathrm{E}+01$ | $1.20 \mathrm{E}+01$ | $8.90 \mathrm{E}-03$ | $9.50 \mathrm{E}+02$ | $4.10 \mathrm{E}+00$ | $6.60 \mathrm{E}+04$ |
|  | Std | $2.50 \mathrm{E}+03$ | $1.40 \mathrm{E}-01$ | 7.80E-04 | $1.20 \mathrm{E}+00$ | $5.60 \mathrm{E}+00$ | $4.40 \mathrm{E}-07$ | $4.00 \mathrm{E}+00$ | $4.40 \mathrm{E}+00$ | $6.40 \mathrm{E}-02$ | $2.10 \mathrm{E}+02$ | $1.50 \mathrm{E}+00$ | $5.50 \mathrm{E}+04$ |
|  | Rank | 3 | 6 | 6 | 7 | 7 | 1 | 3 | 1 | 1 | 6 | 1 | 6 |
| CEP | Mean | $2.97 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $2.73 \mathrm{E}-10$ | $1.36 \mathrm{E}-09$ | $3.28 \mathrm{E}+01$ | $3.52 \mathrm{E}+00$ | $3.72 \mathrm{E}+01$ | $2.61 \mathrm{E}+01$ | $1.84 \mathrm{E}+02$ | $7.61 \mathrm{E}+02$ | $1.52 \mathrm{E}+01$ | $1.04 \mathrm{E}+04$ |
|  | Std | $2.96 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $3.49 \mathrm{E}-11$ | $1.55 \mathrm{E}-09$ | $9.16 \mathrm{E}+00$ | $2.13 \mathrm{E}+00$ | $1.33 \mathrm{E}+01$ | $1.36 \mathrm{E}+01$ | $2.32 \mathrm{E}+02$ | $2.26 \mathrm{E}+02$ | $1.19 \mathrm{E}+01$ | $1.36 \mathrm{E}+04$ |
|  | Rank | 5 | 3 | 2 | 2 | 5 | 6 | 7 | 6 | 6 | 5 | 5 | 3 |
| FEP | Mean | $2.12 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $7.60 \mathrm{E}-10$ | $1.13 \mathrm{E}-08$ | $2.05 \mathrm{E}+01$ | $1.40 \mathrm{E}-05$ | $2.74 \mathrm{E}+01$ | $1.87 \mathrm{E}+01$ | $2.73 \mathrm{E}+00$ | $5.98 \mathrm{E}+02$ | $1.34 \mathrm{E}+01$ | $1.94 \mathrm{E}+04$ |
|  | Std | $2.17 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $2.11 \mathrm{E}-10$ | $2.64 \mathrm{E}-09$ | $5.75 \mathrm{E}+00$ | $7.99 \mathrm{E}-07$ | $7.22 \mathrm{E}+00$ | $5.61 \mathrm{E}+00$ | $3.55 \mathrm{E}+00$ | $3.30 \mathrm{E}+02$ | $6.72 \mathrm{E}+00$ | $9.32 \mathrm{E}+03$ |
|  | Rank | 4 | 3 | 5 | 6 | 2 | 4 | 2 | 3 | 5 | 4 | 4 | 5 |
| ALEP | Mean | $3.29 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $2.86 \mathrm{E}-10$ | $1.18 \mathrm{E}-10$ | $2.31 \mathrm{E}+01$ | $9.24 \mathrm{E}-06$ | $2.92 \mathrm{E}+01$ | $2.05 \mathrm{E}+01$ | $1.09 \mathrm{E}-01$ | $5.80 \mathrm{E}+02$ | $7.90 \mathrm{E}+00$ | $9.73 \mathrm{E}+03$ |
|  | Std | $2.47 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $2.28 \mathrm{E}-11$ | $2.22 \mathrm{E}-11$ | $4.64 \mathrm{E}+00$ | $1.16 \mathrm{E}-06$ | $7.10 \mathrm{E}+00$ | $4.43 \mathrm{E}+00$ | $1.76 \mathrm{E}-01$ | $9.45 \mathrm{E}+01$ | $9.39 \mathrm{E}+00$ | $1.03 \mathrm{E}+04$ |
|  | Rank | 6 | 3 | 3 | 1 | 3 | 3 | 4 | 4 | 2 | 3 | 2 | 2 |
| HEP | Mean | $1.23 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $2.32 \mathrm{E}-10$ | $4.52 \mathrm{E}-09$ | $1.55 \mathrm{E}+01$ | $8.93 \mathrm{E}-06$ | $2.72 \mathrm{E}+01$ | $1.83 \mathrm{E}+01$ | $1.01 \mathrm{E}+01$ | $5.48 \mathrm{E}+02$ | $1.29 \mathrm{E}+01$ | $4.87 \mathrm{E}+03$ |
|  | Std | $1.79 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $6.55 \mathrm{E}-11$ | $8.24 \mathrm{E}-10$ | $1.19 \mathrm{E}+01$ | 3.37E-06 | $1.21 \mathrm{E}+01$ | $6.68 \mathrm{E}+00$ | $1.26 \mathrm{E}+01$ | $6.05 \mathrm{E}+01$ | $4.73 \mathrm{E}+00$ | $6.43 \mathrm{E}+03$ |
|  | Rank | 1 | 3 | 1 | 3 | 1 | 2 | 1 | 2 | 3 | 1 | 3 | 1 |
| HEP without NM | Mean | $1.78 \mathrm{E}+03$ | $0.00 \mathrm{E}+00$ | $3.77 \mathrm{E}-10$ | $5.51 \mathrm{E}-09$ | $2.59 \mathrm{E}+01$ | $1.20 \mathrm{E}+00$ | $3.12 \mathrm{E}+01$ | $2.07 \mathrm{E}+01$ | $2.70 \mathrm{E}+01$ | $5.55 \mathrm{E}+02$ | $2.26 \mathrm{E}+01$ | $1.56 \mathrm{E}+04$ |
|  | Std | $9.10 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ | $6.52 \mathrm{E}-11$ | $9.92 \mathrm{E}-10$ | $1.01 \mathrm{E}+01$ | $1.87 \mathrm{E}+00$ | $4.36 \mathrm{E}+00$ | $6.27 \mathrm{E}+00$ | $2.62 \mathrm{E}+01$ | $1.45 \mathrm{E}+02$ | $1.08 \mathrm{E}+01$ | $1.23 \mathrm{E}+04$ |
|  | Rank | 2 | 3 | 4 | 4 | 4 | 5 | 5 | 5 | 4 | 2 | 6 | 4 |
| Function |  | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| IPOP-CMA-ES | Mean | $2.35 \mathrm{E}+04$ | $4.64 \mathrm{E}+03$ | $4.12 \mathrm{E}+04$ | $5.03 \mathrm{E}+02$ | $2.49 \mathrm{E}+02$ | $1.26 \mathrm{E}+06$ | $1.33 \mathrm{E}+05$ | $2.35 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $1.21 \mathrm{E}+02$ | $4.20 \mathrm{E}+02$ | $4.22 \mathrm{E}+02$ |
|  | Std | $2.65 \mathrm{E}+04$ | $5.51 \mathrm{E}+03$ | $7.38 \mathrm{E}+04$ | $1.82 \mathrm{E}+02$ | $1.47 \mathrm{E}+02$ | $4.12 \mathrm{E}+06$ | $7.66 \mathrm{E}+05$ | $1.00 \mathrm{E}+02$ | $6.02 \mathrm{E}+01$ | $1.48 \mathrm{E}+02$ | $5.50 \mathrm{E}+01$ | $1.14 \mathrm{E}+02$ |
|  | Rank | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 7 |
| TLBO-FL | Mean | $2.40 \mathrm{E}+03$ | $6.70 \mathrm{E}+01$ | $1.30 \mathrm{E}+02$ | $8.90 \mathrm{E}+00$ | $3.80 \mathrm{E}+01$ | $6.20 \mathrm{E}+03$ | $6.10 \mathrm{E}+01$ | $1.50 \mathrm{E}+01$ | 1.40E+02 | $9.30 \mathrm{E}+01$ | $3.10 \mathrm{E}+02$ | $3.10 \mathrm{E}+02$ |
|  | Std | $2.20 \mathrm{E}+03$ | $1.80 \mathrm{E}+01$ | $4.30 \mathrm{E}+01$ | $2.20 \mathrm{E}+01$ | $7.80 \mathrm{E}+00$ | $5.60 \mathrm{E}+03$ | $3.20 \mathrm{E}+01$ | $9.40 \mathrm{E}+00$ | $5.20 \mathrm{E}+01$ | $2.30 \mathrm{E}+01$ | $3.80 \mathrm{E}+00$ | $6.90 \mathrm{E}+01$ |
|  | Rank | 6 | 3 | 6 | 1 | 5 | 6 | 3 | 1 | 4 | 2 | 1 | 1 |
| CEP | Mean | $1.87 \mathrm{E}+03$ | $4.83 \mathrm{E}+02$ | $5.89 \mathrm{E}+01$ | $1.63 \mathrm{E}+02$ | $6.57 \mathrm{E}+01$ | $2.15 \mathrm{E}+03$ | $1.19 \mathrm{E}+02$ | $7.16 \mathrm{E}+01$ | $1.26 \mathrm{E}+02$ | $1.06 \mathrm{E}+02$ | $3.46 \mathrm{E}+02$ | $3.62 \mathrm{E}+02$ |
|  | Std | $8.65 \mathrm{E}+02$ | $2.93 \mathrm{E}+02$ | $4.64 \mathrm{E}+01$ | $1.01 \mathrm{E}+02$ | $4.90 \mathrm{E}+01$ | $3.59 \mathrm{E}+03$ | $1.79 \mathrm{E}+02$ | $5.04 \mathrm{E}+01$ | $5.02 \mathrm{E}+01$ | $7.19 \mathrm{E}+00$ | $2.26 \mathrm{E}+01$ | $7.57 \mathrm{E}+00$ |
|  | Rank | 5 | 6 | 5 | 6 | 6 | 3 | 4 | 6 | 3 | 6 | 6 | 5 |
| FEP | Mean | $3.87 \mathrm{E}+01$ | $5.30 \mathrm{E}+01$ | $3.63 \mathrm{E}+01$ | $1.01 \mathrm{E}+02$ | $2.16 \mathrm{E}+01$ | $3.40 \mathrm{E}+03$ | $5.82 \mathrm{E}+02$ | $2.13 \mathrm{E}+01$ | $1.45 \mathrm{E}+02$ | $1.03 \mathrm{E}+02$ | $3.23 \mathrm{E}+02$ | $3.18 \mathrm{E}+02$ |
|  | Std | $3.27 \mathrm{E}+01$ | $4.15 \mathrm{E}+01$ | $3.74 \mathrm{E}+01$ | $9.21 \mathrm{E}+01$ | $1.10 \mathrm{E}+01$ | $3.36 \mathrm{E}+03$ | $5.52 \mathrm{E}+02$ | $2.29 \mathrm{E}+00$ | $5.54 \mathrm{E}+01$ | $1.38 \mathrm{E}+00$ | $6.86 \mathrm{E}+00$ | $5.81 \mathrm{E}+01$ |
|  | Rank | 2 | 2 | 4 | 4 | 2 | 5 | 5 | 2 | 5 | 4 | 4 | 2 |
| ALEP | Mean | $1.23 \mathrm{E}+01$ | $7.48 \mathrm{E}+01$ | $6.37 \mathrm{E}+00$ | $9.55 \mathrm{E}+01$ | $2.93 \mathrm{E}+01$ | $4.99 \mathrm{E}+01$ | $4.32 \mathrm{E}+00$ | $2.26 \mathrm{E}+01$ | $1.25 \mathrm{E}+02$ | $7.31 \mathrm{E}+01$ | $3.29 \mathrm{E}+02$ | $4.00 \mathrm{E}+02$ |
|  | Std | $4.06 \mathrm{E}+00$ | $7.14 \mathrm{E}+01$ | $3.66 \mathrm{E}+00$ | $4.74 \mathrm{E}+01$ | $7.72 \mathrm{E}+00$ | $3.03 \mathrm{E}+01$ | $3.06 \mathrm{E}+00$ | $1.12 \mathrm{E}+01$ | $1.26 \mathrm{E}+00$ | $3.56 \mathrm{E}+01$ | $8.27 \mathrm{E}+00$ | $1.22 \mathrm{E}+02$ |
|  | Rank | 1 | 4 | 1 | 3 | 4 | 1 | 1 | 3 | 2 | 1 | 5 | 6 |
| HEP | Mean | $3.84 \mathrm{E}+02$ | $3.93 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $1.24 \mathrm{E}+02$ | $2.07 \mathrm{E}+01$ | $8.01 \mathrm{E}+02$ | $7.11 \mathrm{E}+02$ | $3.18 \mathrm{E}+01$ | $1.24 \mathrm{E}+02$ | $1.02 \mathrm{E}+02$ | $3.18 \mathrm{E}+02$ | $3.41 \mathrm{E}+02$ |
|  | Std | $3.03 \mathrm{E}+02$ | $1.63 \mathrm{E}+01$ | $7.13 \mathrm{E}+00$ | $7.59 \mathrm{E}+01$ | $1.60 \mathrm{E}+01$ | $7.39 \mathrm{E}+02$ | $7.90 \mathrm{E}+02$ | $8.50 \mathrm{E}+00$ | $6.12 \mathrm{E}+01$ | $1.30 \mathrm{E}+00$ | $8.85 \mathrm{E}+00$ | $1.10 \mathrm{E}+01$ |
|  | Rank | 4 | 1 | 2 | 5 | 1 | 2 | 6 | 4 | 1 | 3 | 2 | 3 |
| HEP without NM | Mean | $1.44 \mathrm{E}+02$ | $2.09 \mathrm{E}+02$ | $2.27 \mathrm{E}+01$ | $8.68 \mathrm{E}+01$ | $2.26 \mathrm{E}+01$ | $2.91 \mathrm{E}+03$ | $5.48 \mathrm{E}+01$ | $3.73 \mathrm{E}+01$ | $2.01 \mathrm{E}+02$ | $1.04 \mathrm{E}+02$ | $3.19 \mathrm{E}+02$ | $3.53 \mathrm{E}+02$ |
|  | Std | $7.40 \mathrm{E}+01$ | $2.21 \mathrm{E}+02$ | $1.61 \mathrm{E}+01$ | $7.20 \mathrm{E}+01$ | $2.53 \mathrm{E}+01$ | $2.98 \mathrm{E}+03$ | $5.36 \mathrm{E}+01$ | $2.00 \mathrm{E}+01$ | $5.06 \mathrm{E}+01$ | $2.51 \mathrm{E}+00$ | $3.42 \mathrm{E}+00$ | $1.25 \mathrm{E}+02$ |
|  | Rank | 3 | 5 | 3 | 2 | 3 | 4 | 2 | 5 | 6 | 5 | 3 | 4 |
| Function |  | 25 | 26 | 27 | 28 | 29 | 30 | R | R2 | Z | P | $K A^{2}$ | p |
| IPOP-CMA-ES | Mean | $4.21 \mathrm{E}+02$ | $6.14 \mathrm{E}+02$ | $4.49 \mathrm{E}+02$ | $4.77 \mathrm{E}+02$ | $5.45 \mathrm{E}+02$ | $1.61 \mathrm{E}+07$ |  |  |  |  |  |  |
|  | Std | $5.10 \mathrm{E}+01$ | $5.74 \mathrm{E}+02$ | $5.00 \mathrm{E}+01$ | $1.57 \mathrm{E}+02$ | $1.81 \mathrm{E}+02$ | $2.27 \mathrm{E}+07$ |  |  |  |  |  |  |
|  | Rank | 3 | 7 | 7 | 7 | 7 | 7 | 6.733 | 45.338 | 7.709 | $1.266 \mathrm{E}-14$ | 80.486 | $2.836 \mathrm{E}-15$ |
| TLBO-FL | Mean | $4.30 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $3.90 \mathrm{E}+02$ | $4.50 \mathrm{E}+02$ | $2.70 \mathrm{E}+02$ | $2.80 \mathrm{E}+05$ |  |  |  |  |  |  |
|  | Std | $2.20 \mathrm{E}+01$ | $4.60 \mathrm{E}+01$ | $3.30 \mathrm{E}+00$ | $1.60 \mathrm{E}+02$ | $1.40 \mathrm{E}+01$ | $4.90 \mathrm{E}+05$ |  |  |  |  |  |  |
|  | Rank | 6 | 2 | 1 | 6 | 2 | 6 | 3.667 | 13.444 | 2.211 | 0.027 |  |  |
| CEP | Mean | $4.39 \mathrm{E}+02$ | $3.29 \mathrm{E}+02$ | $4.04 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $3.34 \mathrm{E}+02$ | $2.07 \mathrm{E}+03$ |  |  |  |  |  |  |
|  | Std | $1.95 \mathrm{E}+01$ | $1.81 \mathrm{E}+02$ | $3.15 \mathrm{E}+00$ | $3.37 \mathrm{E}-06$ | $5.41 \mathrm{E}+01$ | $1.56 \mathrm{E}+03$ |  |  |  |  |  |  |
|  | Rank | 7 | 6 | 6 | 1 | 6 | 5 | 4.9 | 24.01 | 4.422 | $9.763 \mathrm{E}-06$ |  |  |
| FEP | Mean | $4.28 \mathrm{E}+02$ | $2.49 \mathrm{E}+02$ | $3.99 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | $2.79 \mathrm{E}+02$ | $1.15 \mathrm{E}+03$ |  |  |  |  |  |  |
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