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The quantum-classical transition in the Caldeira-Leggett model is investigated in the framework
of the functional renormalization group method. It is shown that a divergent quadratic term arises
in the action due to the heat bath in the model. By removing the divergence with a frequency
cutoff we considered the critical behavior of the model. The critical exponents belonging to the
susceptibility and the correlation length are determined and their independence of the frequency
cutoff and the renormalization scheme is shown.

I. INTRODUCTION

The Caldeira-Leggett (CL) model is a simple semi-empirical model to treat a quantum mechanical anharmonic oscil-
lator which is linearly coupled to a heat bath consisting of a set of noninteracting or independent harmonic oscillators.
The model enables us to investigate dissipation phenomena in the framework of quantum mechanics [1–3]. Although
the model is relatively simple, it enables us to reproduce several properties of realistic dissipative systems without
running into difficulties that can appear in the usual way of quantization. Furthermore, the interaction-independent
construction of the model opens up the possibility of application to a wide range of physical systems exhibiting dis-
sipative phenomena [15]. The heat bath can be considered as the environment of the physical system, which now
corresponds to the anharmonic oscillator. As is known the environment plays a crucial role in the appearance of the
decoherence phenomenon, the manner by which a quantum system turns effectively into a classical one. Its coupling to
the environment makes the physical system an open quantum system in which quantum dissipation and entanglement
may occur, so that the CL model may provide a good framework to discuss such phenomena, too.

The microscopic interaction between the oscillator and the heat bath is quadratic in the frequency therefore it
can be integrated out, giving an additional nonlocal term into the action. The resulting effective theory can be
investigated by several techniques. Here we apply the functional renormalization group (RG) method which enables
one to eliminate the degrees of freedom systematically [4–11]. The method starts from a high-energy ultraviolet (UV)
microscopic action, and gives its evolution into the infrared (IR) region. Thus the method can treat how the physical
system changes throughout several orders of magnitude of the energy scale into the low energy regime. Furthermore,
the RG method is very powerful in treating phase transitions, therefore we expect that this method can give a proper
description for the quantum decoherence in the CL model [12–14].

The description of the dissipative systems is highly nontrivial [15]. Certain versions of the CL model is applicable to
describe the dissipation of spin-boson model, where one has a two-level system [16, 17]. Another important application
of treating dissipative systems with the CL model is the examination of the Josephson junction [18]. The traditional
RG method is suitable to treat equilibrium processes, and one needs to improve or at least modify it in order to
consider the dynamics of the dissipative phenomena with nonequilibrium RG technique. There are several possible
ways to cure this problem, e.g. to use real time RG method [19], numerical RG [20], time dependent density matrix RG
[21], or further ideas and techniques [22–24]. The RG method can be used to consider the nonequilibrium description
of the Kondo model [25]. The Schwinger-Keldysh or closed time path (CTP) formalism of the RG method can be
used to describe the gravitational and cosmological problems [26]. The CTP technique can give a proper formalism
to handle the dissipative phenomena and the dynamics of open systems [27], where the physical system interacts with
its environment. In the framework of the RG method using the CTP formalism, the environment can be identified
by the modes which are removed during the RG blocking step [28], uncovering the entanglement between the system-
and the environmental modes.

The quantum mechanical one-dimensional anharmonic oscillator can be considered as the d = 1 dimensional version
of the O(1) model in quantum field theory. Generally the O(N) model has a Wilson-Fisher (WF) fixed point which
separates two phases, the symmetric and the spontaneously broken (or simply broken) ones. Away from the 4-
dimensional case the local potential approximation (LPA) needs to be improved by higher order terms in the gradient
expansion [29–32]. More precise results can be obtained without expanding the potential in Taylor series [33]. In the
case of d = 1 the model has a single phase, since there is no spontaneous symmetry breaking due to the quantum
tunneling effect [34–39]. The RG treatment runs into difficulty when the initial double-well potential meets a weak
anharmonic coupling. The numerical solution of the Schrödinger equation for the anharmonic oscillator shows up a
convex effective potential, independently of the strength of the anharmonic coupling. In the case of the RG method
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we should use higher orders of the gradient expansion in order to get acceptable results, nevertheless there always
remains a region of the parameter space where the effective potential is concave, independently of the renormalization
scheme [37, 38].

However, in the CL model the heat bath makes the oscillator to an open quantum system, where the spontaneous
breakdown can take place. The heat bath can dissipate the quantum fluctuations, which would suppress the quantum
tunneling, therefore the model can have a concave effective potential. This makes the RG method more effective in the
CL model. It seems that the low dimension requires the inclusion of higher order gradient terms into the investigation,
the heat bath turns however the CL model into an infinite dimensional field theoretical model practically, where the
LPA can be used and gives qualitatively reliable results. We note that the calculations by the instanton method also
confirm the existence of this phase in the CL model [13].

The dissipation of the quantum fluctuations has already been investigated in the literature [12]. Since the heat bath
is quadratic in the field variable it can be integrated out analytically, which gives a new term into the action, however
the frequency integral for the modes, the spectral function, in the heat bath leads to a UV divergence. It is common
to identify its local part which can be eliminated by redefining the mass parameter of the anharmonic oscillator. We
note that similar problem takes place in the case of using the Callan-Symanzik RG scheme, where the regulator does
not eliminate the UV divergencies [40]. The RG treatment of the CL model usually mixes the functional and the
additivie renormalization [12]. Concretely the local quadratic term should be eliminated by an additive counterm in
order to get finite results. Our goal is to improve this idea exchanging the additive renormalization by a simple cutoff
in the frequency integration in order to remove the UV divergences. Although we do not remove the divergent term
artificially, the cutoff can regularize the problematic quadratic term. Additionally the cutoff can be accomodated
easily to the spirit of the renormalization. The reason is twofold, on one hand the separation of the frequency scales is
well defined, and, on the other hand, the frequency cutoff enables us to investigate regularization scheme dependence,
which is crucial in every RG calculations. We use either a simple cutoff in the form of a unitstep function, or a
Lorentzian function, both containing a frequency cutoff of the spectrum of the heat bath. According to physical
arguments this frequency cutoff is small and far from the UV cutoff of the renormalization.

Our goal is to determine some critical exponents of the CL model by using various types of the frequency cutoff in
the spectral function as well as various renormalization methods and investigate their dependence on the frequency
cutoff and the renormalization scheme. We invented two functional RG methods: the Wegner-Houghton equation
for the blocked action with the gliding sharp cutoff k [41] and the Wetterich equation which is based on the scale
dependence of the effective action [4, 5]. In the latter case the Litim regulator [42] is used since it provides us an
analytic evolution equation. We compare the results that were obtained by either the WH or the Wetterich formalisms,
respectively.

In Sect. II we briefly present the Caldeira-Leggett model. We shortly introduce the Wegner-Houghton and the
Wetterich renormalization group equations in Sect. III. The results are summarized in Sect. IV and the conclusions
drawn up in Sect. V.

II. CONSTRUCTION OF THE CALDEIRA-LEGGETT MODEL

The CL model is built up as follows. The physical system is a simple quantum mechanical anharmonic oscillator
and its environment is simulated by an infinite system of harmonic oscillators which constitutes the heat bath, in
Minkowski spacetime the action is

S =

∫

(

1

2
Mq̇2 − V (q) +

∑

n

1

2
mnq̇

2
n −

∑

n

1

2
mnω

2
nq

2
n + q

∑

n

Cnqn

)

. (1)

Here q with no subscript stands for the field variable of the anharmonic oscillator, V (q) is the corresponding potential,
M is its mass. The environmental modes are denoted by qn (with mass mn and frequencies ωn) and the coupling
between the system and the environment is governed by the coupling Cn. The spectral function

J(ω) =
∑

n

C2
n

4mnωn

2πδ(ω − ωn) (2)

is introduced in order to describe the frequency dependence of the individual oscillators in the heat bath. Instead of
the discrete spectrum we introduce a continuous one describing the Ohmic dissipation via

JΩ(ω) = ηω, (3)
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which has a linear form in the frequency. It leads to the systems’s equation of motion

Mq̈ = −V ′(q)− ηq̇, (4)

where the usual classical dissipation term can be identified, with the positive damping constant η. We note that in
this case there is no cutoff in the spectrum, therefore one should introduce a proper counterterm into the equation of
motion in Eq. (4) [12]. Instead, we introduce a frequency cutoff into the spectral function J(ω). We choose

Ju(ω) = ηωθ(Λu − ω), (5)

where a unitstep function plays the role of the cutoff. We also choose another form of the cutoff according to

Jl(ω) = ηω
Λ2
l

Λ2
l + ω2

. (6)

Here the Lorentzian function has a local maximum, although it covers the whole frequency interval. The unitstep-
and the Lorentzian type distributions can be identified by the Debye- and Drude type distributions in the phonon
spectrum, respectively. Naturally the simple classical dissipation form as was got in Eq. (4) changes. Following [12]
we investigate the quantized model in Euclidean spacetime. The heat bath contributes to the action with the term

∆S = −
1

2

∑

n

∫

q̄(ω)
C2

n

mn(ω2 + ω2
n)

q̄(−ω)dω =
1

2

∫

q̄(ω)Σ(ω)q̄(−ω)dω, (7)

where q̄ is the Fourier transform of the system coordinate q.
In Eq. (7) the self-energy

Σ(ω) = −
1

2π

∫ ∞

0

dω′J(ω′)
4ω′

ω2 + ω′2
(8)

has also been introduced. We should perform the integration over the frequency by using different forms of the spectral
functions. Since we shall use the RG technique we exchange its frequency variable ω into the renormalization scale k.
For the unitstep cutoff we obtain that

Σu(k) = −
2η

π

(

Λu − k arctan

(

Λu

k

))

. (9)

For the Lorentzian function the self-energy becomes

Σl(k) = −
ηΛ2

l

Λl + k
. (10)

The value of η controls the strength of the interaction between the anharmonic oscillator and the heat bath. For weak
interactions we expect that there is no broken phase in the model. We do not know in advance whether the critical
value of ηc, where the broken phase appears is small or large, therefore we cannot treat the problem perturbatively
in η. We do not consider η as a scale-dependent coupling, instead we consider it as a simple constant. In the RG
treatment the evolution of the couplings will depend on η.

III. FUNCTIONAL RENORMALIZATION GROUP EQUATIONS

A. Wegner-Houghton equation

We use functional RG methods in order to determine the critical exponents of the CL model. In this section
we give a short review of the WH equation. It is based on the evolution of the blocked action. We take the loop
expansion of the functional integral and then we perform a general blocking step which integrates out the modes that
are characterized by the scale k to k − ∆k. Starting from the Euclidean Wilsonian action Sk[q] the blocking step
results in the following form

e−Sk−∆k[q] = e−Sk[q+q′ ]− 1
2Tr ln

δ2Sk[q+q′ ]

δqδq , (11)
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where the field variable q′ stands for the saddle point. The initial condition is imposed at the cutoff k = Λ. The trace
takes into account the modes within the momentum shell p ∈ [k, k −∆k]

Tr ln
δ2Sk[q + q′]

δqδq
=

∫

k−∆k<|p|<k

ln
δ2Sk[q + q′]

δq−pδqp
. (12)

We assume that there is a trivial saddle point field configuration q′ = 0. In the local potential approximation (LPA)
the action of the model consists of the kinetic term and the local potential Vk in the form of

Sk[q] =
1

2

∫

x

Mq̇2 +

∫

x

Vk(q) +
1

2

∫

x

Σkq
2. (13)

In accordance with the LPA we have set M = 1. Fortunately the integration of the modes for the momentum shell
can usually be performed analytically. This may give a great advantage in numerical computation, since usually the
loop integral appearing in the Wetterich equation cannot be integrated out analytically except in the case of some
special regulators. After performing the momentum-shell integral we arrive at the WH equation

V̇k = −
k

2π
ln
(

k2 + V ′′
k +Σk

)

, (14)

where the dot is a short notation of k∂k, furthermore V ′′
k = ∂2

qVk. In the LPA ansatz

Vk =
1

2
m2

kq
2 +

1

4!
gkq

4 +

N
∑

n=3

g2n(k)

(2n)!
q2n (15)

for the potential we take into account further couplings beyond the quartic term (up to N = 6) in order to achieve a
proper convergence in the evolution of the couplings m2

k and gk.

B. Wetterich equation

Wetterich’s approach describes the evolution of the effective average action Γ [4, 5]. The RG equation in Euclidean
spacetime is

Γ̇k =
1

2
Tr

Ṙk

Rk + Γ′′
k

, (16)

where the trace Tr signals the integration over all momenta, and the prime denotes differentiation w.r.t the field
variable. The IR regulator function Rk stands for removing the UV and IR divergences if necessary. Let us note that
the WH equation can be obtained from Eq. (16) by a proper choice of the regulator [7]. In this sense the Wetterich
equation provides a more general framework of functional renormalization. In the LPA using the ansatz

Γk[q] =

∫
(

1

2
q̇2 + Vk(q) +

1

2
Σkq

2

)

, (17)

one finds the evolution equation

V̇k =

∫

p

Ṙk

p2 + V ′′
k +Σk +Rk

. (18)

for the potential. It is worth using the Litim regulator [42]

Rk = (k2 − p2)θ(k2 − p2), (19)

enabling one to perform the momentum integration analytically in certain cases.
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IV. RESULTS

A. Wegner-Houghton renormalization scheme

By using the ansatz Eq. (15) for the potential, we derive a system of differential equations for the couplings, which
should be solved numerically. For the initial conditions, the couplings beyond the quartic one were set to zero. The
flow equations for the couplings contain the self-energy Σk which has been chosen in various forms. First we use the
one which corresponds to the spectral function that describes the ohmic dissipation without frequency cutoff, i.e.

Σk = ηk, (20)

including the necessary counterterm. We take various fixed values for η so that the flow of the couplings should depend
on it. The coupling η has the dimension of the mass. If the model has a single symmetric phase, then it implies that
independently of the initial conditions the inverse propagator remains positive during the evolution. Generally the
inverse propagator is

G−1
k = k2 +M2

k, (21)

where the dressed mass M2
k contains the mass coupling m2

k and the frequency cutoff dependent contribution from
the self energy, i.e. M2

k = m2
k + Σk. In the deep IR regime the dressed mass should tend to positive values in the

symmetric phase. Naturally, when the initial mass is negative and the quartic coupling is small, then one might face
the problem that appeared in the RG analysis of the anharmonic oscillator [36]. For small values of η it is expected
that we have a symmetric phase. There is a critical value ηc of η, where the broken phase appears. We can identify
the broken phase from the fact that the inverse propagator becomes zero.

The susceptibility χ is defined by

χ = Gk→0 =
1

M2
0

. (22)

In order to determine the scaling properties of χ, we should calculate the mass in the IR limit. In the vicinity of the
transition point the mass approaches smaller and smaller positive values, and the susceptibility starts to diverge. The
exponent γ is defined as the degree of divergence, i.e.

χ ∼ |η − ηc|
−γ , (23)

where ηc separates the phases. Above ηc the model has a broken phase. If the coupling between the oscillator and the
heat bath is strong enough, then quantum tunneling cannot appear. The strong coupling enables the environment to
dissipate the quantum fluctuations, and the RG analysis describes a quantum-classical transition, where the quantum
tunneling effects do not occur, and a simple discrete Z2 symmetry breaking takes place. Let us notice that the critical
point is approached from the side of the symmetric regime. The plot in Fig. 1 shows how χ diverges as η approaches
ηc from below. The exponent and the critical value ηc can be obtained simultaneously. We use the trick where one
should fine tune the value of ηc on the log-log plot of the ηc − η, χ plane till one obtains a straight line there. We can
get more accurate exponent if we go closer to the critical value. We can see in Fig. 1, that the deviation from ηc is
less than 10−4. We considered the slope in the log-log scale, and read off the value of the exponent γ and obtained
the value γ = 1. This result deviates from the one obtained in [12], because on one hand we came closer to ηc, than
in the literature, furthermore our technique of identifying the exponent differs from the one that is used in [12]. We
argued above that our approach can give more precise exponents.

Also the exponent of the correlation length has been determined numerically. Usually the correlation length ξ is
identified as the reciprocal of the scale k = kc where the evolution stops in the broken phase [43, 44]. It is obvious
that the critical behavior is now detected when the transition point is approached from the side of the broken phase,
as is usual. There the correlation length is finite and starts to diverge as η → ηc according to

ξ ∼ |η − ηc|
−ν . (24)

In the log-log plot of ξ as the function of η− ηc we can see the critical behavior similar to the one shown in Fig. 1. In
that way the value ν = 1 have been obtained.

Let us now turn to the cases when we choose spectral functions containing a cutoff in the frequency spectrum of
the heat bath. We calculated the same exponents as in the previous case. The exponents depend on the frequency
cutoff. The self-energy coming from the spectral function incorporating the unitstep cutoff function is basically a
restricted version of the ohmic dissipation. The exponent γ of the susceptibility is plotted in Fig. 2 vs. a broad range
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FIG. 1: The scaling of the susceptibility χ in Eq. (23) is shown near the critical value ηc in the presence of the ohmic dissipation
in Eq. (20). In log-log scale the slope of the curve gives the value γ = 1 of the critical exponent.
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FIG. 2: The value of the critical exponent γ as the function of the frequency cutoff is shown. The subscript x stands for u and
l. The triangles (circles) show the values of the exponents for the unitstep (Lorentzian) cutoff, respectively. We set the initial
conditions as m2(Λ) = −1, g(Λ) = 1, Λ = 104.

of the cutoff Λu. When Λu is small we have γ = 1 for the exponent, so the IR limit of Λu can give back the result
obtained in the ohmic dissipation. In the UV limit of Λu the exponent tends to another value, namely γ ≈ 0.57. We
showed numerically that Λx and ηc are strongly correlated, they exhibit a power law relation according to ηc ∼ Λ−1

x .
The region where the frequency cutoff is comparable to the scale of ηc coincides with the transition region, where the
value of the exponent γ in Fig. 2 changes rapidly. In the UV limit the renormalization and the frequency cutoffs are
not separated well, therefore this limit has no physical relevance, and the IR regime of the frequency cutoff can be
considered as the physical region. Fortunately there is a broad interval across several orders of magnitude, where the
value of the exponent is γ = 1, and independent of Λu. As Fig. 2 shows, we obtain the same results when we use the
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Lorentzian cutoff. We can conclude that the exponent γ can be calculated independently of both the value of the
frequency cutoff and the manner the spectrum of the heat bath is cut off, and numerics yield the unique value γ = 1.
We note that we can get the model investigated in [12] in the Λu,l → ∞ limit, however without the corresponding
counterterm, which is used there in order to remove the divergent mass term. Our treatment does not use additive
renormalization, therefore it fits better to the philosophy of the functional renormalization.

Let us now turn to the calculation of the critical exponent of the correlation length. As we approach the IR limit,
two types of evolution may arise. When the initial conditions give flows belonging to the symmetric phase, then we can
reach the limit k → 0. Those flows which correspond to the broken phase run into singularities. In the broken phase
the dressed mass is negative, therefore the inverse propagator can be zero. The propagator and its powers appear
in the β functions of the couplings, thus the flows can diverge. Theoretically the RG flow cannot have singularities,
however the truncation of the model in the gradient expansion (we use LPA) and the truncated Taylor expansion of
the potential can cause singularities. It manifests itself in the fact that there occurs a critical scale kc, where the
evolution stops [11, 44, 45]. The stopping scale kc represents a characteristic momentum in the theory, since there
a bulk amount of zero-energy excitations appears. These modes build up a condensate, therefore it is plausible to
assume, that the scale kc characterizes the reciprocal of the size of the condensate itself. We identify the correlation
length as the reciprocal of the stopping scale, i.e. ξ ∼ 1/kc.

We calculated the stopping scale for different values of the frequency cutoff and determined the critical exponent
ν. The results are plotted in Fig. 3. It can be seen that the unitstep- and the Lorentzian cutoffs give the same results.
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ν

Λx

FIG. 3: We present the value of the critical exponent ν for different values of the frequency cutoff. The subscript x stands for
u and l. The triangles (circles) show the values of the exponents for the unitstep (Lorentzian) cutoff, respectively. We set the
initial conditions as m2(Λ) = −1, g(Λ) = 1, Λ = 104.

In the IR limit the critical exponent tends to ν = 1. There are several orders in the magnitude of Λu, where the
exponent keeps its constant value. Similarly to the values of γ we have an intermediate region around Λu ≈ ηc, where
there is a strong cutoff dependence. In the UV limit we have ν ≈ 0.3, but the IR limiting value is physically relevant,
again.

We can conclude that by using the WH equation the critical exponents γ and ν can be calculated consistently.
Their values do not depend either on the value of the frequency cutoff or the type of the cutoff function.

B. Litim regulator

In order to check the scheme independence of the exponents we derived the evolution equations in the framework
of the Wetterich equation. We start from the general LPA evolution equation of the potential in Eq. (18) and we use
the Litim regulator in Eq. (19). For the self-energy we first choose the ohmic dissipation in Eq. (3). Fortunately the
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loop integral in the Wetterich equation can be performed analytically and we find

V̇k =
k2

ηπ
ln

(

1 +
ηk

k2 + V ′′
k

)

. (25)

In the η → 0 limit we can recover the usual form of the Wetterich RG equation with the Litim regulator. We
concentrated on the calculation of the exponent γ. We obtained that γ = 1 similarly to the WH scheme results. Then
we determined the value of γ for the self-energy containing the Lorentzian like spectral function corresponding to
Eq. (10). We derived the evolution equation

V̇k =
k2

π(k2 + V ′′
k )2

(

k3 + 2ηΛ2
l arctanh

(

k(k2 + V ′′
k )

k3 + 2k2Λl − 2ηΛ2
l + (k + 2Λl)V ′′

)

+ kV ′′
k

)

. (26)

The dependence of the critical exponent γ on the frequency cutoff can be seen in Fig. 4. In the IR limit of Λl we
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FIG. 4: The value of the critical exponent γ is plotted for the Litim regulator. We set the initial conditions as m2(Λ) = −1,
g(Λ) = 1, Λ = 104.

obtained the stable value γ = 1 in good agreement with the WH scheme results. It implies that these two qualitatively
different regularization schemes give similar results. This confirms that our results are scheme independent. Beyond
the transition region we obtain γ ≈ 1.2 in the UV limit, which deviates from the previous results. We note that the
UV value is not universal and this signals that frequency-cutoffs Λl > Λ are not physical, as discussed above. The
determination of the exponent ν runs into numerical difficulties since one should consider the calculation in the broken
phase. Nevertheless the correct IR value for the exponent affirms that γ = 1 indepently on the RG scheme and the
spectral function.

V. CONCLUSIONS

We investigated the Caldeira-Leggett model in the framework of various functional renormalization group methods.
Critical exponents have been studied near the quantum-classical phase transition, where the heat bath dissipates the
quantum effects.

The critical exponent γ of the susceptibility has been determined for various types of the spectral function describing
the frequency dependence of the modes in the heat bath with and without a frequency cutoff. Furthermore we derived
the evolution equation for the local potential in the framework of the Wegner-Houghton RG scheme as well as in
that of Wetterich’s effective average action method. In the latter case we succeeded in deriving a closed form of
the evolution equation by using the Litim regulator. The universal value γ = 1 has been obtained in every case
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independently of the RG scheme, of either neglecting or accounting for the frequency cutoff of the spectrum of the
environment, and of the manner the latter is taken into account.

We also determined the value of the exponent ν belonging to the correlation length. We used the Wegner-Houghton
equation and we got the value ν = 1 independently of the various choices of the spectral function.

Our investigation showed that the proper treatment of the spectral function with a physical frequency-cutoff seem-
ingly introduces the dependence of the critical exponents on that frequency-cutoff, but it turns out that the numerically
determined critical exponents γ and ν become independent of the cutoff of the spectrum of the heat bath when the
latter is much lower than the cutoff Λ of the bare theory. Then the values of γ and ν are universal.
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