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Abstract: The operation of technical systems is a stochgstocess based upon the equipment,
equipment operation and maintenance, equipmentapatipn and repairs, and also the personnel
carrying out repairs, as well as the regulations éperations. From the mathematical point of view,
the operation of technical systems and equipmeatdiscrete state space stochastic process without
after-effects, so it can be approximated with a Réarchain. After setting up the transition
probability matrix, matrix-algebraic tools can beead for investigating these processes with systems
approach analysis. This paper is aimed to demotestitze possibilities of the use of Markov matrix in
case of stationary maintenance processes. In tyepa well-algorithmizable method developed by
the author for mathematical modeling of stationatgchastic maintenance process is presented. The
presented modeling method can be used for thesamses of availability, reliability and maintenance
cost of a technical system.
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Kivonat: Technikai rendszerek Uzemeltetése egy a beren#ezésazok Uzemeltetését, karbantartasat,
elokészitését és javitdsukat végszemélyekre és berendezésekre, illetve annak ité&aya szolgalo
utasitasokra épul sztochasztikus folyamat. Matematikai szempontbdhnikai rendszerek és berendezések
Uzemeltetése egy diszkrét allapattentéhatasmentes sztochasztikus folyamat, igy axkdv-lanccal lehet
matematikailag leirni. Az atmeneti valosidagi matrix feléllitAsa utan, matrix-algebrai esz&k segitségével
tudjuk a vizsgélt folyamatot rendszerszemiélategkozelitéssel elemezni. A tanulmény célja bemusa
stacionarius karbantartas folyamatok Markov-méatfethasznalasanak torténelemzési lehéségeit. A cikk a
Szer# Altal kidolgozott, jol algoritmizalhatd stacionesztochasztikus modellmegoldasi eljarast mutat, mely
segitségével prognosztizadlhaté a gyartoberendezéseigbizhatésdga, rendelkezésre allasa, valamint
karbantartasi koltségei.

Kulcsszavak: Uzemeltetés:; Markov-lanc; Sztochasztikus modellezés
1 INTRODUCTION

In case of a production line operation, equipmergjsairing time could be decreased, but it would
increase the repair cost. The task the author tomerwas to forecast the changes in system
availability and total repair cost if new repairiteghnology were installed.

The aims were to solve the task above and, intiaddito develop a well-algorithmizable
mathematical modeling method for this and similebems. The solution and this paper have been
inspired mainly by book of Roh&cs and Simon [12].

The operation of a manufacturing system is a ststoh process based upon the equipment, its
maintenance, its preparation, and also the persaamg/ing out repair, and the regulations for the
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whole process. This process can be considerednaatlzematically continuous time, discrete state
space Markov-process that can be approximated\bgriov-chain.

There are several books and papers that presetitebry of Markov and Semi-Markov processes
and their application to model and investigate apenal systems of technical equipment. The
mathematical basis of Markov-processes is discusstte following: Bharucha-Reid [2], Helstrom,
[6], Karlin and Taylor [8], Korn end Korn, [9].

The paper of Jalali Naini et al. [7] studies a memance policy for a system composed of two
components, which are subject to continuous detgiam and consequential stochastic failure.
Deterioration of these components is inspectedogmally and the degrees of deterioration are
monitored. The components can be maintained usitigreht maintenance actions with different
costs. For using stochastic regenerative propeudfeshe system, a stochastic model has been
developed in order to analyze the deteriorationcgge and a novel approach is presented. It
simultaneously determines the time between twoessgi¢e inspection periods and the appropriate
maintenance action for each component based oobserved degrees of deterioration. The proposed
approach considers different criteria like systefiability and long-run expected cost of the system

Shahanaghi et al. emphasized that reliabilitynie of the most important issues in the assessment
of industrial equipment or products. Their papecused on a continuous deterioration of two-unit
series equipment whose failure can not be meadqwyélde cost criterion. For these types of systems
avoiding failure during the actual operation of thgstem is extremely important. Shahanaghi
determined inspection periods and maintenanceypwolia way that failure probability is limited to a
pre-specified value and then optimum policy angb@tsion period are applied to minimize long-run
cost per time unif13].

The paper of El-Dancese deals with a systerm-wfdependent repairable units that can be
described by a homogeneous, continuous-time, desstate Markov process [5]. Transition
probability matrix of the system in the form of adified Kronecker sum of transition-rate matricés o
its units was investigated in the paper.

Orcesi and Cremona proposed a new methodologdyein paper [10] to help the bridge owner in
scheduling its bridge maintenance strategies ast¢hk of the transportation network. The origtyali
of shown approach is in determining performancécatdrs through the use of Markov chains which,
on the other hand, makes it possible to determinevant-tree decision at each inspection time.

The aim of Zhao et al.’s paper [16] is to discilmsproblem of modeling and optimizing condition-
based maintenangaolicies for a deteriorating system in the preseoteovariates. The expected
average of maintenance cost per time unit is cafedl by the authors, and the optimal
inspection/replacement policies are derived from different maintenance unit costs. The different
policies proposed by the authors were comparedhantimits of each one are pointed out.

Dijoux presents a new reliability model for complepairable systems, which combines a bathtub
shaped ageing and imperfect maintenance. A basfiaped initial intensity function allows taking
into account the burn-in period, the useful lifedamearing out of the systems. Repair effect is
expressed by the reduction of system virtual adéclwdepends on the ageing of the system. The
main characteristics of the model are derived. Most important is that the maintenance efficiency
allows an extension of the system’s useful lifeation. A statistical analysis of the model and an
application to real failure data are presenteddby [

Smith discusses and evaluates preventive maintenaractices. It is discussed in his book [14]
how the reliability-centered maintenance method qmavide for an extremely cost-effective
manufacturing.

By Zheng and Liu Markov chains are stochastic @sses that can be parameterized by empirically
estimating transition probabilities between disergtites in the observed systems. The main property
of the Markov chain is that, given the presentestéiture states are independent of the past states
[15].

A new methodology for failure rate evaluation witifluencing factors was proposed by Brissaud
et al. [3]. This proposed methodology combines antjtative part to integrate available data, with a
qualitative analysis to compensate for a potefda of feedback knowledge.

Bertolini et al. defined that the management dfifa analysis has a strategic importance within an
oil refinery from the organizational, engineerimglaaconomic points of view [1].

38



Debreceni Miszaki K6zlemények 2013/1 (HU ISSN 2060-6869)

The theoretical bases of aircraft maintenance gemant can be studied in the book of Rohacs
and Simon [12]. Pokoradi describes stochastic nioglehethods to investigate aircraft operations
system with Markov matrix [11].

This paper is aimed to show the possibilitieshef ise of Markov matrix in the case of stationary
maintenance processes. A well-algorithmizable nuktfar mathematical modeling of stationary
stochastic industrial process will be presentedis Thodeling method can be used to estimate
maintenance cost and the time of availability @f ithvestigated manufacturing equipment.

The structure of this paper is as follows: Sectlooontains the applied literatures and the main
goals of investigation. Section 2 presents the haqkrocesses. Section 3 contains the maintenance
processes and their stationary modeling. Sectishofvs a case study for maintenance management
decision. A summation, conclusion and the extensfdhe topic in the future will be given in Sectio
5.

2. MARKOV PROCESSES

A stochastic procesgt) whose development in the future is influenced byditvelopment in the past
only through its development in the present, thaaistochastic process without after- effectsaled
Markov-process.

The mathematically described random proce@} is called a Markov-one if the equation of
conditional probabilities

P7(t,.) = X,7(t) = XK 7(t,) = X, )= P{7(t,.0) = X, (t,) = X,) (1)

proves to be true with the probability 1 for edgch ... <t, < tp.y andXy ;X ... ;X ;X1 real
number [8].

If processn(t) during the study period can have Anvalue at any moment, it is called a
continuous-time process. #f(t) can only have some value at certain moments, ibeeps is called a
discrete-time one. A random process is consideveldet a discrete state space one, if the possible
values of variance(t) constitute a finite set or a count non-finite set.

A Markov-process can be characterized unambigyduslsupplying the transition probabilities,
and the distributions of leaving different statiéglistribution of leaving different states is nuit the
exponential character, such a stochastic procesdlesl a Semi-Markov one [2].

Finite or count non-finite stochastic processkat ts, the discrete state space ones with no-after
effects, are called Markov-chain [2]. In this cabe, value established in the equation (1) is date
transition probability:

nt)=X,) . 2)

F?j“'”"l = P(ll(tn+l) = xn+1

The transition probability expresses tipét,.1) = X; , supposing thaty(t,) = X;.
F?j”’”ﬂ marking above also shows that the transition gritibais not only the function of the i-th

beginning state and of theh next state, but also the functiontptime. In order to have a simpler
marking, the following formula is used:

Pn,n+l =P (tn) =P (t) . (3)

i j j
HavingN number of state$; transition probabilities can be arranged in matfFixe
Pua (t) =[P, (D] (4)

matrix is called the Markov-matrix (or the transitiprobability matrix) of the process.
Using the Markov-matrix, the change in time of grebability of staying in different states can be
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determined by

p(t+At) =P (t)p(t) | (5)

whereP' is the transposed matrix Bf
If the one-step transition probabilities are nihetdependent, we call the Markov-process
stationary. In this case we can state that

P’j — F{jn,nﬂ , (6)

or
P =1 P“ ] (7)

as it does not depend on the valu&,cindP; means that the value gft) is probably transiting from
Xi to X during the ¢, ; tn+1) or 4t time interval.

For the sake of further analyses, it is advisdbieus to consider the case where afteitime
period the value of(t) will be the beginning one again. So the deternmonabf varieties in the main
diagonal of the matrix is carried out as follows:

R=1-3R , ®)

(As the total space means that the object of operanters into a new state or it remains in the
beginning state.)
In case of stationary processes, using the piyppérnit matrixE, you can set up the equation

p(t+At) =Pp(t) =Ep(t), ()
which can be transformed into the following formula

[PT-Elp=0, (10)
where0Q is the zero vector.
3 MAINTENANCE PROCESSES
The operational process of engineering systemsctwisi the complex of events that happen to the
system from its manufacturing to its discardingpisandom in time and in frequency succession of

so-called states of operation. This process cateleribed with the so called operational chairt tha
is, a Markov-chain from the mathematical point i&w (see Fig. 1).

Fig.1 Operational Chain (Example)
1 — Applicability of Equipment2 — Type A Failure’s Repair;
3 — Type B Failure’s Repair.

When analyzing operational processes with theesystapproach, the actual succession of the
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single states of the equipment is no concern o$.daris rather complicated to describe the whole
operational process with an operational chain.rtiento achieve a clearer pictutes advisable to
describe the operational process as a directedhgrap

Within the graph operation states are represdmyetthe nodes of the graph, and transitions from
one state to another are represented by the direzdges of the graph (for example, Fig. 3).
Analyzing the operational chain or the operatiogralph, we assume that states are clearly defined,
and transitions occur during zero time.

The staying of the object of the operation inaént states can also be characterized by thervecto
of mean cost&, and vector of mean work expenditurasof the staying in states of the operation.
Knowing the characteristics above we are able terdene expected values of the total operational
costKy and work expenditur¥y.

For characterization of transitions from one stateanother, we use their probability transition
(failure or repair) rates. The limiting value

n,n+l

B = lim —— (11)

thr —Tn tn+1 - tn

is called transition probability (in this study:- failure andu - repair) density.
Naturally, these transition probability densitjgscan be arranged in matrB& analogously to
equation (7)
Buw =[6] (12)
then equation (10) can be modified as:
[B" -E]p=0. (13)
Introducing the matrix
[B"-E]=M , (14)
the equation (13) can be modified as:
Mp =0 . (15)

During the solution of the system of equations) (iftere is a problem, that the numerical
algorithms provide (or can provide) the= 0 trivial solution. It is obvious that the concerfi o
investigation is to achieve a solution differertnir the trivial one. Because the aim of the authas w
to develop a well-algorithmizable method for thislgem, the system of equations witlunknowns
(15) is transformed into a system of equations Witll unknowns by equation

PZ:iR:1 (16)

i=1

of probability of total event space. Thus the systé equations has changed to
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The solution of the system of linear equationgé&ched by any numerical algorithm will result in a
solution of the system of equations (15) differieom the trivial one.
At this point a question emerges: when can an tpes process be approximated as a stationary
one?

The bathtub curves (see Fig. 2) are often us@desent the failure rate in the function of timaeT
curve has three stages [4]:

l. The first stage shows decreasing failure tateyn as the early-life failures, where the system
is adapting to the new situation.

. The second stage is characterized by conistenard, where the system performs its functions in
optimal conditions. The initial intensity is constaluring this stage.

[ll.  During the third stage, also called the wear-oasghof the system, the intensity is increasing.

Jailure
rate

A 11 111

time

Fig. 2. Bathtub Curve

During the second stage, the bathtub curve showstant failure rate, therefore at this stage the
operational-maintenance process can be approxinagtedstationary one. We must admit that a few
authors — for example, Smith in reference [14] —vehariticized the bathtub curve. But their age-
reliability patterns contain linear, basically ctd failure rate stages; in this case the faiamd
maintenance processes can be modeled as non-iraoses. Our investigation will model and study
only these stationary operational stages.

4 CASE STUDY

During the operation of investigated manufacturgguipment four main types of failures can be
experienced. Thesdype A; B; D andE) failures occur more then 94 % of equipment ouga@Ehe
other ones will be modeled Aype C failures.) WherType B failures where repaired, the servicemen
detect frequently thatype A failure will occur shortly, theMype A failure repair is carried out as
well. During the repair oType D andType E failures a similar situation can occur. Maybe hede
cases the other failure should be repaired tooleTabshows the main failure and repair data of
investigated production line equipment (where MTiBEans Mean Time Between Failures and MTR
means Mean Time to Repair).

Modifying the repairing technology, MRT dfype A failure will be decreased from 7.08 hours
approximately to 5.5 hours, and Mean Work Expemditwill decrease from 14.16 to ab. 11 man
hours. At the same time the repairing cosiigbe A failure is increased from 150.2 to around 190
Euros. The task undertaken by the autives to forecast the total repair cost, work expemeiand
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the potential gains of the application of the neshthology.

Fig. 3 Graph of the Investigated Maintenance Process
1 — Equipment is Applicable2 — Type A Failure’s Repair;
3 — Type B Failure’s Repaird — Type C Failures’ Repair;
5 —TypeD Failure’s Repair6 — Type E Failure’s Repair

Failures A-type | B-type | C-type | D-type | E-type
MTBF 1316.3| 892.8| 13394 14108  1396l4
7 [hour]
Failure rate 7.6010'| 1.12 10*| 7.47 10*| 7.91 10¢| 7.61 10
A [hour~]
MTR 7.08 9.63 2.14 8.21 7.62
[hour]
Repair rate 0141 | 0104| 0467 01279 013}
u [hour-]
Mean
Repairing 1502 | 1154 98.7 210.8]  352./
Cost [€]

Mean Work Expenditure 14.16 | 14.45 5.35 24.63 17,5
[man-hour]
Aj _ _
thour’] 0.427 0.613| 0.524

Table 1 Main Data of Statistical Analysis

The statistical analysis of data has showed Hwafdilure and repair rates are independent on the
operating time of the investigated equipment. Tam adnalysis suggests that the process is stationar
and its Markov model can be described by matrixaéqo (15), matrixM is the following:

m, M, M; M, Ms Mg
my, M, my 0 0 0
M =| M O m; 0O O O | (18)
m, 0 0 m, O O
m, 0 0 0 my mg
M 0 0 0 my my]
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where elements of the matrix are determined bydabl

To get a non-trivial solution of the system of ations (15), the method presented in Section 3 was
used.

Knowing the cost of different repairs, the expdotelue of the total repairing cost is:

S, kP
K, :TZ;‘IVT—TR : (19)

and the expected value of the work expenditure is:

6
M, :sz_Pi , (20)
i MTR
where:
T — investigated time-interval;

MTR — Mean Time ta-th Repair
ki — mean cost of theth repair;
m — mean work expenditure of tih repair.

m1=_(AA+AB+/1C+AD+/1E) My, = U
M3 =g My, = e
M5 = Hp My = Ue
M, = A, My, = ~Ha
M3 = Aga my, = 4g
mgs = _(/'IB +/]BA) m,; = Ac
My, =~He m, =4,
my; = _(:LID +/1DE) My = Aep
My, = A Mys = Aoe
Mg = _(:LIE +/]ED)

Table 2 Coefficients of Matri¥

The non-vanishing solution of equation (17) byadat Table 1 is following probabilities of the
staying in states:

P, =0.973994 ; P, =0.011453 ;
Ps; = 0.002054 ; P,=0.001556 ;
Ps = 0.005101 ; Ps = 0.005844 .

The expected total repairing cost of the presaaihtanance system for 10000 hours is:
51996.0 Euros,
and expected work expenditure is:
4252.43 man hours

For forecasting of the total repair cost of theviechnology the above calculation is completed by
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the following modification:
MTRs = 5.5 hours; kg =190 € and m, = 11 man hours

Its results — probabilities of the staying in state are

P, =0.976496 ; P, =0.008920 ;
Ps; = 0.002059 ; P,=0.001560 ;
Ps=0.005114 ; Pe = 0.005859 .

The expected total cost of modified maintenanceéegyss:
51830.7 Euros,
and expected work expenditure is:
3618.65 man hours
From the results mentioned above, the followingotasions can be drawn (see Fig. 4):

- the probability of staying iffype A failure’s repair state will decrease measurabfy1533 %o);
- the probabilities of staying in other failures’ agpstate will increase slightly (by 0.004 ~ 0.015
%o);

These conclusions should be taken into accounhglihe organization of the new maintenance
system management:

— 10000 hours-related expected total repair cost lvélireduced by 165.3 Euros (relatively: 3.178
%o);

— 10000 hours-related expected work expenditurelwiltiecreased by 633.78 man hours (relatively:
14.9 %), the follow-up work of the repairing teaancbecome more flexible (it is important to
mention that the given repair can be delayed frethyidue to other tasks of the servicemen)

— the availability of the equipment will be increadag 5.5 %o, which generates more profit by the
improvement of the reliability and the productividi/the production line.

0,012
P

0,010

[ Original B Modified

0,008

0,006

0,004

0,002

0,000

A B | D E
Fig. 4. Comparing Probabilities of Staying in Reftates

These positive economic consequences should bparenh with the installation cost of the new
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repairing technology. It contains charges of nepanmeng equipment and cost of subsidiary failures
and problems occurred during the adaptation toméwe maintenance situation. (see Stage 1 of Bathtub
Curve — Figure 2). These questions go beyond sefstidy.

5. CONCLUSIONS

The paper showed a well-algorithmizable method ldgesl by the author for mathematical modeling
and investigation of stationary stochastic indasfprocesses. The presented modeling method can be
used to estimate the applicability of equipment,intemance cost and work expenditures of
manufacturing systems.

The general conclusion of this paper is that théa@tary Markov model of operational processes can
be used to investigate maintenance systems andgaes

During prospective scientific research related s tfield of mathematics and the science of
engineering management, the author would like telde

— other models to investigate the maintenance presasfsengineering systems;
— methods to analyze the parametrical uncertainfitseomodel presented above.
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