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Abstract

A singularly perturbed problem involving two singular perturbation parame-
ters is discretized using the classical upwinded finite difference scheme on an
appropriate piecewise-uniform Shishkin mesh. Scaled discrete derivatives (with
scaling only used within the layers) are shown to be parameter uniformly con-
vergent to the scaled first derivatives of the continuous solution.
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1. Introduction

A characteristic feature of singularly perturbed problems is the appearance
of steep gradients in the solution. In order to generate pointwise accurate
parameter-uniform [3] numerical approximations to the solution in the layer
regions, where the steep gradients occur, it is useful to identify the correct scale
of the gradients. In the case of singular perturbation problems involving one
perturbation parameter, this scale is normally some inverse power of the sin-
gular perturbation parameter. In the case of singular perturbation problems
involving two perturbation parameters, the scale of the gradients appearing in
the layer regions can depend on one or both singular perturbation parameters.
Outside the layer regions, the gradients are of order one. In this paper, we gen-
erate pointwise accurate numerical approximations to both the solution and the
scaled first derivative of the solution. The first derivative of the solution is un-
bounded within the layers and so we estimate the accuracy of an appropriately
scaled first derivative within the layered regions.

In the case of singularly perturbed boundary value problems of the form

−εu′′ + a(x)u′(x) + b(x)u = f(x), x ∈ (0, 1); a(x), b(x), ε > 0;
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which contain a single perturbation parameter 0 < ε ≤ 1, parameter-uniform
pointwise error bounds [3] on numerical approximations to the scaled first deriva-
tive εu′ have been established [1, 2, 3]. In these publications, a scaling factor of ε
is applied (to the error in estimating u′) throughout the domain [0, 1]. Kopteva
and Stynes [8] established a first order error bound for approximations to the
first derivative of the solution, where the scaling was only applied within the
computational layer region, where xi ≤ Cε lnN . Shishkin [15, 16] examined a
more sophisticated metric, which involved the scaling factor smoothly changing
from a scale of ε for x ≤ ε to no scaling outside the analytical layer region, where
x ≥ Cε ln(1/ε). However, Shishkin [16] also established that a numerical method
combining an upwind finite difference scheme with a piecewise-uniform layer-
adapted mesh is not a parameter-uniform numerical method in this new metric.
In this paper, we will establish parameter-uniform bounds on approximations
to the scaled first derivative of the solution of the two parameter singularly
perturbed boundary value problem

−εu′′ + µa(x)u′(x) + b(x)u = f(x), x ∈ (0, 1); a(x), b(x), ε > 0, µ ≥ 0;

where we simply scale (by appropriate factors) within the analytical layer regions
only. Our method of proof is based on the analysis in [5, 6, 7], which dealt
with singularly perturbed parabolic and elliptic problems containing a single
perturbation parameter.

In [4] a second order parameter-uniform scheme was constructed for the two
parameter problem. Using the same scaling (as in the current paper) such a
scheme automatically has first order (ignoring logarithmic factors) convergence
for the scaled first derivatives. However, the finite difference operator involved in
the scheme from [4] is rather complicated. Here, we deal with the simple upwind
finite difference operator, which is only a first order scheme for the solution.
Nevertheless, we will prove that this simple numerical method generates first
order (up to logarithmic factors) approximations to the scaled first derivatives.
The key ingredient within the numerical method is the design of a suitable
piecewise-uniform Shishkin mesh.

Note that in [9, 10, 17], the transition parameters for the Shishkin mesh,
involve the maximum and minimum values (taken over the range of the inde-
pendent variable x ∈ [0, 1]) of the roots of the quadratic function −ελ2(x) +
µa(x)λ(x) + b(x), which is non-trivial in the case of variable coefficients. Below
the appropriate scaled weighting factors to be used in estimating the derivatives
and in the choice of the transition parameters for the mesh are explicitly stated
in terms of the two singular perturbation parameters ε and µ. Note also that
the decomposition of the continuous solution derived in §2 is different to the
decomposition used in [9, 10, 17].

Most of the recent literature on two-parameter singularly perturbed prob-
lems (e.g., see [4, 9, 10, 12] and the references therein) deals with parameter-
uniform C0-convergence. In this paper, we focus on parameter-uniform conver-
gence in a weighted C1 norm. In [14] the authors consider numerical approxi-
mations to the scaled first derivative of the solution of the singularly perturbed
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two parameter problem. The method of proof is based on the argument given
in [3] for the special case of µ = 1. However, many of the main results (e.g. [14,
Lemma 5]) are stated without proof and certain crucial steps in the supplied
proofs do not hold up to scrutiny (e.g. see the bound (16) in [14, Lemma 10]
and note that in the left layer region [14, Lemma 7] simply yields that the error
is bounded by CN−1). In this paper, we use a different method of proof from
[3] and all the relevant details for the proofs are supplied.

In the broad context of singularly perturbed problems, there are two main
classes of problems (reaction-diffusion and convection-diffusion) studied in the
literature. One attraction of considering the two-parameter-problem is that this
problem class encompasses both of these classes. Nevertheless, in the proofs of
the main results given below, we see that this classification into two types of
problem classes persists. The numerical analysis presented below re-enforces the
distinction between singularly perturbed problems of reaction-diffusion type and
those of convection-diffusion type.

In this paper, we measure the accuracy of the numerical approximations in
an appropriately weighted C1 norm (see the definition given in (10)). Note that
not all norms are suitable for singularly perturbed problems. For example, the
standard weighted energy norm

‖u‖2E := ε‖u′‖20 + ‖u‖20; ‖v‖20 :=

∫ 1

0

v2(x) dx,

measures the size of the left and right layer functions wL, wR (defined below in
(5c, 5d)) as small, when both parameters ε, µ are small; since

max{‖wL‖2E , ‖wR‖2E} ≤ C max{
√
ε, µ}.

However, both of these layer functions are O(1) in the standard L∞ norm.
The paper is structured as follows. In §2, parameter-explicit a priori bounds

on the derivatives of the continuous solution are established. These bounds
motivate the scaling used in the definition of the scaled C1-norm, which is the
norm used to measure the error in the numerical approximations. The numerical
method is constructed in §3. Section 4 is the core section, where the nodal error
analysis is given. The global error analysis is conducted in §5 and numerical
results for a sample problem are given in §6. Some of the proofs are deferred to
the Appendices and additional technical details are available in [13].
Notation: Throughout the paper, C denotes a generic constant that is inde-
pendent of the singular perturbation parameters ε, µ and the number of mesh
elements N . We adopt the following notation for the semi-norms of the solution:

|z|D,k :=
∥∥∥dkz
dxk

∥∥∥
D

= ‖z(k)‖D, ‖z‖D := sup
x∈D
|z(x)|, D = (a, b) ⊂ [0, 1];

and the subscript D is omitted if D ≡ [0, 1]. The following notation appears
throughout the paper:

θ := max{1, αµ
2

γε
}, ρL := max{1, 1

2

√
γα

θε
} and ρR := max{1,

√
θγα

ε
},
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where α and γ are positive free parameters which are strictly bounded above
by (1c). The analytical layer widths (defined in (9)) are denoted by τL, τR and
the computational layer widths (defined in (11b)) are denoted by σL, σR.

2. Continuous problem

Find u ∈ C5(Ω) ∩ C0(Ω̄) such that

Lε,µu := −εu′′ + µa(x)u′ + b(x)u = f(x), x ∈ Ω := (0, 1), (1a)

u(0) = 0, u(1) = 0, (1b)

a(x) > α > 0, min
x∈[0,1]

( b(x)

a(x)

)
> γ > 0, x ∈ Ω. (1c)

The functions a, b and f are assumed to be sufficiently smooth on Ω and the
perturbation parameters satisfy 0 < ε ≤ 1, 0 ≤ µ ≤ 1. Since the problem (1)
is linear, there is no loss in generality in assuming zero boundary conditions.
Our interest lies in the case where ε, µ are both small parameters. Given the
constraint (1c), there is no loss in generality in assuming that

b± 2µmax{a′} > 0; (2)

as the case where µ ≥ µ0 > 0, and µ0 is a fixed positive constant, has been
dealt with in earlier publications [7].

As in [12] the problem naturally splits into the two separate cases of:

0 ≤ αµ2

γε
≤ 1 and

αµ2

γε
≥ 1.

We refer to the first case as the reaction-dominated case and the second case as
the convection-dominated case. We associate the following parameter

max{1, α
γε
} ≥ θ := max{1, αµ

2

γε
} ≥ 1; (3)

with this division of the parameter space Pε,µ := {(ε, µ) : 0 < ε ≤ 1, 0 ≤ µ ≤
1}. Our first result establishes preliminary parameter-explicit bounds on the
continuous solution and it’s derivatives.

Lemma 1. Assume a, b, f ∈ C3(Ω), then the solution u of problem (1) satisfies

‖u‖ ≤ 1

γα
‖f‖; (4a)

√
εθ|u|1 ≤ C(1 + θ)‖u‖+ C‖f‖; (4b)

and, for all k such that 2 ≤ k ≤ 5;

εk/2|u|k ≤ Cθ(k/2−1)(1 + θ)‖u‖+ C

k−2∑
j=0

εj/2θ(k−j−2)/2|f |j . (4c)

4



Proof. We follow the argument in [11, Lemma 2.2]. By the maximum principle
‖u‖ ≤ C. Given any x ∈ (0, 1), we construct an open neighbourhood Nx :=
(p, p+ r) such that x ∈ Nx ⊂ (0, 1). By the Mean Value Theorem, there exists
a y ∈ Nx such that

|u′(y)| = |u(p+ r)− u(p)

r
| ≤ 2‖u‖

r
.

Note that

u′(x) = u′(y) +

∫ x

t=y

u′′ dt = u′(y) +
1

ε

∫ x

t=y

µau′ + bu− f dt

= u′(y) +
µ

ε
((au)(x)− (au)(y))− 1

ε

∫ x

t=y

µa′u− bu+ f dt.

Thus

|u′(x)| ≤ C(
1

r
+
µ

ε
+
r

ε
)‖u‖+

r

ε
‖f‖.

By taking the radius r of the neighbourhood Nx to be

r =

√
εγ

2θα
;

we obtain the desired bound on |u|1. Use the differential equation (1a) to obtain
the bound on |u|2 and by differentiating both sides of the differential equation
we obtain bounds on all the higher derivatives. See [13] for details.

In order to obtain parameter-uniform error estimates on the numerical ap-
proximations, constructed in later sections, we decompose the solution into reg-
ular and singular components. The regular component is constructed so that
the first three derivatives of this component are bounded independently of the
parameters ε, µ. The solution of (1) is decomposed into the following sum

u(x) = v(x) +
(
(u− v)(0)

)
wL(x) +

(
(u− v − wL)(1)

)
wR(x); (5a)

where wL and wR satisfy homogeneous differential equations and

Lε,µv = f, (v(0) and v(1) chosen appropriately), (5b)

Lε,µwR = 0, wR(0) = 0, wR(1) = 1, (5c)

Lε,µwL = 0, wL(0) = 1 (5d)

if µ2 ≤ γε

α
,wL(1) = 0 else wL(1) is chosen appropriately.

We introduce the following notation for the reduced differential operators L0, Lµ,

L0z := bz and Lµz := µaz′ + bz.

In the next Theorem, we refine the bounds on the continuous solution u
given in Lemma 1. These sharper bounds identify both the location and the
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scale of the layers, which are used in the construction of the piecewise-uniform
Shishkin mesh [3]. In addition, these bounds identify the appropriate scaling
to use when estimating the error in approximating the first derivatives of the
continuous solution u. For example, from these bounds we see that

|u′(x)| ≤ C, for 2

√
εθ
√
γα

ln
1√
εθ
≤ x ≤ 1−

√
ε

γαθ
ln

√
θ

ε
.

Theorem 1. Assume that a ∈ C7(Ω), b, f ∈ C9(Ω). Boundary conditions
v(0), v(1) for the regular component v can be chosen so that the derivatives of
the regular component (defined in (5b)) satisfy the bounds

(i) |v|k ≤ C(1 +
(√ε

θ

)3−k
), for 0 ≤ k ≤ 5. (6)

When the solution u of problem (1) is decomposed as in (5a), the singular com-
ponents wL and wR (defined in (5c, 5d)) satisfy the following bounds

(ii) |wL(x)| ≤ Ce−
√
γα

2
√
εθ
x
, |wR(x)| ≤ Ce−

√
γαθ√
ε

(1−x)
; (7a)

(iii)
∣∣∣dkwR
dxk

(x)
∣∣∣ ≤ C(√θ

ε

)k
e
−
√
γαθ√
ε

(1−x)
, 1 ≤ k ≤ 5; (7b)

(iv)
∣∣∣dkwL
dxk

(x)
∣∣∣ ≤ C( 1√

εθ

)k
(1 + θk−3)e

−
√
γα

2
√
εθ
x
, 1 ≤ k ≤ 5. (7c)

Proof. The argument follows [4, §3] closely. See Appendix A for details.

Based on the bounds (7b) and (7c), we identify the decay rates in each of
the layer regions by

ρL := max{1, 1

2

√
γα

θε
} and ρR := max{1,

√
θγα

ε
} (8)

and the associated layer widths (for the continuous solution) to be

1

ρL
ln ρL and

1

ρR
ln ρR.

Note that in the reaction-dominated case (where θ = 1) the layer widths are
O(
√
ε) at both ends and in the convection-dominated case (where θ > 1) the

layer widths are O(µ) on the left and O(εµ−1) on the right.
Throughout the paper we shall assume that the parameters ε and µ are such

that ρL > 1 and ρR > 1. When ρL = 1 then θε ≥ C, which combined with
the bounds in (7c) indicate that there is no layer on the left (or on the right if
ρR = 1). This case can be analysed using classical arguments.

Note that

|w′L(x)| ≤ C, x ≥ 1

ρL
ln ρL and |w′R(x)| ≤ C, x ≤ 1− 1

ρR
ln ρR.
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In order to establish the main parameter-uniform error bound, we define the
following (slightly wider) analytical layer widths to be

τL := min
{1

4
,

2

ρL
ln ρL

}
, τR := min

{1

4
,

2

ρR
ln ρR

}
(9)

and we choose to measure the accuracy of our numerical approximations in the
following weighted C1 norm

‖v‖1,χ := ‖χv′‖+ ‖v‖, where χ(x) :=


√
εθ, if x ≤ τL,

1, if τL < x < 1− τR,√
ε
θ , if x ≥ 1− τR.

(10)

3. Discrete Problem

A piecewise-uniform Shishkin mesh [3] is constructed as follows. The domain
is subdivided into three subintervals:

[0, σL] ∪ [σL, 1− σR] ∪ [1− σR, 1]; (11a)

where the transition parameters between the subintervals are taken to be

σL := min

{
1

4
,

2

ρL
lnN

}
, σR := min

{
1

4
,

4

ρR
lnN

}
. (11b)

Throughout most of the analysis in this paper we shall deal with the case where

σR ≤ σL < 1/4. (12)

On each of the two end subintervals a uniform mesh with N
4 mesh-intervals is

placed. The remainder of the mesh points are placed in the inner coarse mesh
region. Throughout the paper, the mesh steps are denoted by

hi := xi − xi−1, 2h̄i := xi+1 − xi−1

and hL, H, hR denote the mesh width in the left fine mesh, the central coarse
mesh and the right fine mesh, respectively. The subsequent layer-adapted piece-
wise uniform mesh will be denoted by ωNε,µ. By this choice of transition param-
eters, we see that for k = 1, 2,

hkL

∣∣∣dkwL
dxk

(x)
∣∣∣ ≤ C(N−1 lnN)k, x < σL;

hkR

∣∣∣dkwR
dxk

(x)
∣∣∣ ≤ C(N−1 lnN)k, x > 1− σR.

The discrete problem is of the form:

LNU(xi) :=
(
−εδ2 + µaD− + b

)
U(xi) = f(xi), xi ∈ ωNε,µ; (13a)

U(0) = u(0), U(1) = u(1); (13b)
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where D− denotes the backward difference operator and δ2 is the standard
replacement to the second derivative on a non-uniform mesh. 1 Note that this
finite difference operator LN satisfies a discrete minimum principle: If Z is a
mesh function such that Z(0) ≥ 0, Z(1) ≥ 0 and LNZ(xi) ≥ 0, xi ∈ ωNε,µ, then

Z(xi) ≥ 0, xi ∈ ω̄Nε,µ.
Analogous to the continuous solution, the discrete solution can be decom-

posed into the sum U = V +WL+WR, where the components are the solutions
of the problems

(LNV )(xi) = f(xi), V (0) = v(0), V (1) = v(1); (14a)

(LNWL)(xi) = 0, WL(0) = wL(0), WL(1) = wL(1); (14b)

(LNWR)(xi) = 0, WR(0) = wR(0) = 0, WR(1) = wR(1). (14c)

In the next result, we establish bounds on the discrete layer components, which
are the discrete counterparts to the bounds (7a) established on the continuous
layer components. Note the different decay rates in (15a, 15b), which arise from
the fact that the discrete second derivatives of the barrier functions ΨL,ΨR are
positive and have the different scales εδ2ΨL = O(1) and εδ2ΨR = O(θ).

Theorem 2. Assume (12). We have the following bounds on WL and WR

|WL(xj)| ≤ C

j∏
i=1

(1 + ρLhi)
−1 =: ΨL(xj), ΨL(0) := C; (15a)

|WR(xj)| ≤ C

N∏
i=j+1

(1 + 0.5ρRhi)
−1 =: ΨR(xj), ΨR(1) := C. (15b)

Proof. (i) We begin with the left boundary layer function WL. Recall that
wL(1) 6= 0, when θ 6= 1. In this special case, observe that

ρL =
γ

2µ
, if θ 6= 1.

From this and the inequality e−x ≤ (1 + x)−1, x > 0, one can deduce that

ΨL(1) ≥ Ce−
γ
2µ , when θ 6= 1. Hence for all θ, ΨL(1) ≥ |wL(1)| and ΨL(0) ≥

|wL(0)|. Next we consider the interior mesh points.
Consider Φ±L (xj) := ΨL(xj) ± WL(xj), where ΨL(xj) is defined in (15a).

Using the properties ΨL(xj) > 0,

D−ΨL(xj) = −ρLΨL(xj) < 0, and δ2ΨL(xj) = ρ2
LΨL(xj+1)

hj+1

h̄j
> 0,

1The finite difference operators D+, D−, δ2 are, respectively, defined by

D+Z(xi) :=
Z(xi+1)− Z(xi)

hi+1
; D−Z(xi) := D+Z(xi−1); δ2Z(xi) :=

D+Z(xi)−D−Z(xi)

h̄i
.
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we obtain

LNΦ±L (xj) ≥

ΨL(xj+1)
(

2ερL
2
(

1− hj+1

2h̄j

)
+ (b− 2ερL

2 − µaρL + (b− µaρL)ρLhj+1

)
.

Note that (b− µaρL) = a( ba − µρL) ≥ aγ0.5 and

b− 2ερL
2 − µaρL = a

( b
a
− γα

2θa
− µ

2

√
γα

θε

)
≥ aγ

(
1− 1

2θ
− 1

2

√
αµ2

γθε

)
≥ 0.

Now using the discrete minimum principle we obtain the required bound (15a).
(ii) The same argument is applied to bound WR. Using

D+ΨR(xj) = 0.5ρRΨR(xj) and δ2ΨR(xj) =
ρR

2

4(1 + 0.5ρRhj)
ΨR(xj)

hj
h̄j
,

we obtain (noting aµ− ερR ≥ 0) the inequality

LNΨR(xj) ≥ ΨR(xj−1)

(
− 0.5ερR

2 + (b+ 0.5µaρR)(1 + 0.5ρRhj)

)
≥ 0.

Use the discrete minimum principle to obtain the required bound (15b).

From these bounds we deduce that, for all xi ≤ 1− σR,

|WR(xi)| ≤ |WR(1− σR)| ≤ CN−2; (16a)

and, at the left end, for all xi ≥ σL

|WL(xi)| ≤ |WL(σL)| ≤ CN−2. (16b)

Hence, outside their corresponding layer regions, the discrete layer functions
WL,WR are small, from a computational perspective.

4. Nodal error analysis

We denote the nodal error and associated truncation error, respectively, by

e(xi) := U(xi)− u(xi), and T (xi) := LNe(xi).

When bounding the local truncation error, we utilize the following standard
bounds at all mesh points, excluding the transition points: For all xi 6= σL, 1−σR

|LN (U − u)(xi))| ≤

Chi

(
εmax{‖u(3)‖[xi−1,xi+1], hi‖u(4)‖[xi−1,xi+1]}+ µ‖u(2)‖[xi−1,xi]

)
, (17)

and at all mesh points

|LN (U − u)(xi))| ≤ Cε(hi + hi+1)‖u(3)‖[xi−1,xi+1] + Cµhi‖u(2)‖[xi−1,xi]. (18)
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We define the discrete error flux to be

Ui := D−e(xi), if 0 < xi ≤ 1.

On a piecewise-uniform mesh the finite difference operators δ2 and D− do not
commute on a non-uniform mesh. Based on this observation, we define a new
finite difference operator δ̂2 by

δ̂2Zi :=
1

~i
(hi+1

hi
D+ − ~i

~i−1
D−
)
Zi, (19)

which has the property that

δ̂2D−Zi ≡ D−δ2Zi

on an arbitrary mesh. Note that the second order operator is δ̂2 on the left
and δ2 on the right of this identity. Hence, this identity is not a statement of
commutativity. Note the following identity (Discrete derivatives of a product of
two mesh functions)

D−(PiQi) ≡ PiD−Qi +Qi−1D
−Pi. (20)

Using these identities and D−(LNe(xi)) = D−T (xi), we see that for all mesh
points within the region (h1, 1), the discrete flux Ui satisfies

L̂NU(xi) = D−T (xi)− e(xi−1)D−b(xi), xi ∈ (h1, 1); (21)

where for the internal mesh points

L̂NZ(xi) := (−εδ̂2 + µa(xi−1)D− + (b+ µD−a)(xi)I)Z(xi), (22)

and for the end points L̂NZ(xi) := Z(xi) for xi = h1, 1.
Based on classical bounds on the truncation error, at any mesh point,

|D−(u′ −D−u)(xi)| ≤ C(1 +
hi−1

hi
)‖u(2)‖[xi−2,xi], (23a)

|D−(u′′ − δ2u)(xi)| ≤ C(1 +
hi−1 + hi+1

hi
)‖u(3)‖[xi−2,xi+1]. (23b)

In addition, if hi−1 = hi, then

|D−(u′ −D−u)(xi)| ≤ Chi‖u(3)‖[xi−2,xi], (23c)

and if hi−1 = hi = hi+1, then

|D−(u′′ − δ2u)(xi)| ≤ C max{hi‖u(4)‖[xi−1,xi+1], h
2
i ‖u(5)‖[xi−2,xi+1]}. (23d)

Based on the assumption (2) the discrete operator L̂N (22) satisfies a discrete
comparison principle. To bound the error in the discrete flux Ui, we employ a
standard stability and consistency argument using the operator L̂N (and not
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the operator LN ). To this end we bound D−(LN (e(xi))) and the error fluxes
at the endpoints of the interval (h1, 1). The main complication in the analysis
is the construction of suitable discrete barrier functions.

Now we deduce bounds on the regular V := D−(V − v) and the singular
components WL := D−(WL − wL),WR := D−(WR − wR) of the discrete error
flux U . We begin with the singular component WL, as in this case the analysis
is a little easier. We will need an appropriate bound on the boundary error flux
|D+(WL−wL)(0)|. We achieve this by sharping the standard nodal error bound
|(WL−wL)(xi)| ≤ CN−1 lnN , within the layer region on the left, to reflect the
fact that (WL − wl)(0) = 0.

Lemma 2. Assume (12). For sufficiently large N ,

√
εθ|D+(WL − wL)(0)| ≤ CN−1(lnN), (24)

where WL is the solution of (14b) and wL is the solution of (5d).

Proof. (i) In the convection-diffusion case of θ > 1, we introduce the following
linear discrete barrier function

B(xi) := C
xi
µ
‖LN (WL − wL)‖(0,σL) + CN−2,

so that LNB ≥ C‖LN (WL − wL)‖. Note that this barrier function cannot
be used in the reaction-diffusion case when θ = 1, as it involves the multiple
µ−1. Here ‖LN (WL−wL)‖(0,σL) is the truncation error associated with the left
singular component wL. In the boundary layer region (0, σL), using (7c) and
the standard truncation error bounds (17) we have that

‖LN (WL − wL)‖(0,σL) ≤ C(
1

θ
+

µ√
εθ

)N−1 lnN.

In addition, by (7a) and (16b) we can deduce that (WL − wL)(0) = 0 and
|(WL −wL)(σL)| ≤ CN−2. From the discrete minimum principle, we have that

|(WL−wL)(xi)| ≤ B(xi) ≤ Cxi(
1

µθ
+

1√
εθ

)N−1 lnN+CN−2, for xi ∈ [0, σL],

and, in particular,

|(WL − wL)(hL)| ≤ ChL(
1

µθ
+

1√
εθ

)N−1 lnN + CN−2.

Therefore, when θ > 1,

√
εθ|D+(WL − wL)(0)| ≤ C

√
εθ(

1

θµ
+

1√
εθ

)N−1 lnN + CN−1

≤ CN−1(lnN).

11



(ii) In the reaction-diffusion case, where θ = 1, we utilize the bound (16b)
to allow us confine the truncation error estimate (17) to the fine uniform mesh.
For all mesh points xi ∈ (0, σL), this yields

|LN (WL − wL)(xi)| ≤ C
(
N−1 lnN +

µ√
ε

)
(N−1 lnN).

Consider the following discrete barrier function

C

(
N−1 lnN

β
+

xi√
ε

)
(N−1 lnN) + CN−2

and using the discrete minimum principle we get that

|(WL − wL)(hL)| ≤ C
(

(N−1 lnN)2

β
+ (N−1 lnN)

hL√
ε

)
+ CN−2.

Now we have, for the case when θ = 1,

√
ε|D+(WL − wL)(0)| ≤ C

√
ε

hL

(
(N−1 lnN)2

β
+ (N−1 lnN)

hL√
ε

)
+ CN−1

≤ CN−1 lnN.

Hence we have completed the proof for both θ > 1 and θ = 1.

Note that by examining the bounds in the above Lemma, we have the nodal
error bound

|(WL − wL)(xi)| ≤ CN−1(lnN)2. (25)

Theorem 3. Assume (12). We have the bounds

√
εθ|D−(WL − wL)(xi)| ≤ CN−1 lnN, if 0 < xi ≤ σL,
|D−(WL − wL)(xi)| ≤ CN−1, if σL < xi ≤ 1− σR,√
ε

θ
|D−(WL − wL)(xi)| ≤ CN−1, if 1− σR < xi ≤ 1;

where WL is the solution of (14b) and wL is the solution of (5d).

Proof. Using the bounds (7a) and (16b), respectively, on wL and WL we see
that outside the left layer region

|(WL − wL)(xi)| ≤ CN−2, xi ≥ σL.

Combining this bound with the fact that hR = C
√

ε
θN
−1 lnN we deduce that

|D−(WL − wL)(xi)| ≤ CN−1 if σL < xi ≤ 1− σR,√
ε

θ
|D−(WL − wL)(xi)| ≤ CN−1 if xi > 1− σR.

12



It remains to establish the bound in the left layer region, where the derivatives
of the left boundary layer function wL are significant. From (7a) we have that

|wL(σL − hL)| ≤ Ce
√
γαhL
2
√
εθ e

−√γασL
2
√
εθ ≤ CN−2;

and using Theorem 2, with ρL :=
√

γα
4θε it follows that

|WL(σL − hL)| ≤ C(1 + ρLhL)(1 + ρLhL)−
N
4 ≤ CN−2. (26)

Repeat the earlier argument to get that

√
εθ|D−(WL − wL)(σL)| ≤ C

√
θε

hL
N−2 ≤ CN−1.

Using the truncation error bounds (23) in the region (0, σL) we have

|L̂ND−(WL − wL)(xi)| ≤
C√
εθ
N−1 lnN.

Complete the proof using the discrete constant barrier function N−1 lnN√
εθ

, Lemma

2, the lower bound b > γα and the end-point bound of

√
εθ|D−(WL − wL)(σL)| ≤ CN−1.

The analysis is more elaborate in the case of the right layer component. We
first need an appropriate bound on the outgoing error flux |D−(WR − wR)(1)|.
We again achieve this by sharping the standard nodal error bound |(WR −
wR)(xi)| ≤ CN−1 lnN , within the layer region on the right, to reflect the fact
that (WR − wR)(1) = 0.

Lemma 3. Assume (12). For sufficiently large N ,√
ε

θ
|D−(WR − wR)(1)| ≤ CN−1(lnN)2, (27)

where WR is the solution of (14c) and wR is the solution of (5c).

Proof. Consider the discrete function ψ(xi) defined by

−εδ2ψ +
√
εθAD−ψ = 0, xi ∈ (1− σR, 1),

ψ(1− σR) = 1, ψ(1) = 0; A ≥ ‖a‖
√
γ

α
.

Observe that

ψ(xi) =
1− (1 + ρ)i−N

1− (1 + ρ)−N/4
, where ρ :=

√
θ

ε
AhR.

13



Note also that

D−ψ(xi) < 0 and (1 + ρ)−N/4 ≤ (1 +
4 lnN

N
)−N/4 ≤ CN−1.

Hence ψ(xi) ≤ C(1 − (1 + ρ)i−N ) for N sufficiently large. Now we define a
barrier function to deduce appropriate bounds for WN . First, we note that

LN (xi − 1 + σRψ(xi)) ≥ µa(xi) + σR(µa(xi)−
√
εθA)D−ψ(xi) ≥ µα.

(i) When θ > 1, define the following discrete barrier function

B(xi) := Cµ−1‖LN (WR − wR)‖(1−σR)

(
xi − 1 + σRψ(xi)

)
+ CN−2, (28)

where LN (WR − wR) is the truncation error associated with the singular com-
ponent wR. In the boundary layer region

‖LN (WR − wR)‖(1−σR,1) ≤ C(θ + µ

√
θ

ε
)N−1 lnN.

Using the discrete maximum principle we then have that, for xi ∈ [1− σR, 1]

|(WR − wR)(xi)| ≤ B(xi) ≤ C(
θ

µ
+

√
θ

ε
)N−1 lnN

(
xi − 1 + σRψ(xi)

)
+ CN−2

and

|(WR − wR)(1− hR)| ≤ ChR(
θ

µ
+

√
θ

ε
)N−1(lnN)2 + CN−2.

Therefore, when θ > 1,√
ε

θ
|WN | ≤ C

√
ε√
θ

(
θ

µ
+

√
θ

ε
)N−1(lnN)2 + CN−1 ≤ CN−1(lnN)2.

(ii) In the other case, where θ = 1, we can use the truncation error bound
(17) in the boundary layer region (1− σR, 1),

|LN (WR − wR)(xi)| ≤ C(N−1 lnN +
µ√
ε

)N−1 lnN.

Using the discrete maximum principle we can deduce that

|(WR − wR)(xi)| ≤ C
(N−1 lnN)2

β
+
(
xi − 1 + σRψ(xi)

)N−1 lnN√
ε

,

which yields the required result for the case of θ = 1.

In passing, we note that the nodal error bound

|(WR − wR)(xi)| ≤ CN−1(lnN)2, (29)

follows from the bounds established in the above Lemma

14



Theorem 4. Assume (12). We have the bounds

√
εθ|D−(WR − wR)(xi)| ≤ CN−1, if xi ≤ σL,
|D−(WR − wR)(xi)| ≤ CN−1, if σL < xi ≤ 1− σR,√
ε

θ
|D−(WR − wR)(xi)| ≤ CN−1(lnN)2, if xi > 1− σR;

where WR is the solution of (14c) and wR is the solution of (5c).

Proof. Using the bounds (7a) and (16a) on wR and WR, we see that outside the
layer region (1− σR, 1) we have

|(WR − wR)(xi)| ≤ CN−2, 0 ≤ xi ≤ 1− σR.

Using this bound along with the mesh step hL = C
√
εθN−1 lnN , we deduce

that
√
εθ|D−(WR − wR)(xi)| ≤ CN−1, if xi ≤ σL,
|D−(WR − wR)(xi)| ≤ CN−1, if σL < xi ≤ 1− σR.

When xi = 1− σR + hR, 1− σR + 2hR we also have

|wR(xi)| ≤ Ce
2
√
γαθhR√
ε e

−
√
γαθσR√
ε ≤ CN−4

and using Theorem 2, with ρR :=
√

θγα
ε we have

|WR(xi)| ≤ C(1 + 0.5ρRhR)2(1 + 0.5ρRhR)−
N
4 ≤ CN−2. (30)

We therefore have established that√
ε

θ
|WR| ≤ CN−1, xi = 1− σR + hR, 1− σR + 2hR.

In the region (1 − σR + hR, 1), using the truncation error bounds (23) and
the exponential bounds in Theorem 1 we see that

L̂N,MWR ≤ C

√
ε

θ
N−1 lnN

ε√ε

θ

(√
θ

ε

)5

+ µ

(√
θ

ε

)3
 e−

√
γαθ
ε (1−x)

+ CN−1 lnN

≤ C

√
θ

ε
N−1 lnN

(
θ +

√
µ2θ

ε

)
e−
√

γαθ
ε (1−xi+1) + CN−1 lnN.

In the case of θ = 1, this truncation error bound simplifies to

|L̂NWR| ≤ C
N−1 lnN√

ε
, if θ = 1,
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and the result follows using a constant discrete barrier function.
When θ > 1, the truncation error bound is of the form

|L̂NWR(xi)| ≤ C

√
θ

ε
N−1 lnNθe−

√
γαθ
ε (1−xi+1) + CN−1 lnN.

Consider the discrete barrier function√
θ

ε
N−1 lnN(1 + (1 + hR

√
γαθ

ε
)i+1−N )

and use the strict inequality a(x) > α and (1 + t)−1 ≥ e−t to get the required
result.

We next examine the error associated with the regular component.

Lemma 4. For the discrete regular component V and the continuous regular
component v we have the bound

|D+(V − v)(0)| ≤ CN−1,

√
ε

θ
|D−(V − v)(1)| ≤ CN−1.

Proof. The proof is given in Appendix B.

Within the proof of Lemma 4, one can see that we have established the nodal
error bound ‖V −v‖ ≤ CN−1xi+CN

−2. Using the corresponding earlier bounds
on the nodal error on the layer components, we now have the parameter-uniform
nodal error bound

‖U − u‖ΩN ≤ CN−1(lnN)2. (31)

In the next theorem, the definition of δ̃2 comes into play into the numerical
analysis for the first time, as the consistency bound is derived over the entire
(non-uniform) mesh. The use of the operator δ̃2 results in isolated jumps in the
truncation error at the four mesh points σL, σL +H, 1− σR + hR, 1− σR.

Theorem 5. Assume (12). We have

|D−(V − v)(xi)| ≤ CN−1, if xi ≤ σL,
|D−(V − v)(xi)| ≤ CN−1(lnN)2, if 1− σL < xi ≤ 1− σR,√
ε

θ
|D−(V − v)(xi)| ≤ CN−1(lnN)2, if xi > 1− σR.

Proof. The proof is given in Appendix C.

Given the bounds in Theorems 3, 4 and 5, it only remains to remove the
scaling factors in certain parts of the layer regions, in the particular case where
the analytical layer width is thinner than the computational layer width. That
is, if τL ≤ σL (or τR ≤ σR) then we need to remove the scaling factor

√
εθ (or√

ε
θ ) from the bounds within the region τL < xi < σL (or 1−σR < xi < 1−τR).
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Theorem 6. Assume (12). We have the scaled nodal error bounds

√
εθ|D−(U − u)(xi)| ≤ CN−1, if xi ≤ τL,
|D−(U − u)(xi)| ≤ CN−1(lnN)2, if 1− τL < xi ≤ 1− τR,√
ε

θ
|D−(U − u)(xi)| ≤ CN−1(lnN)2, if xi > 1− τR,

where τl, τR are defined in (9).

Proof. The proof is given in Appendix D.

5. Global error bounds

In this section, we examine the global accuracy of the linear interpolant

Ū(x) :=

N−1∑
i=1

U(xi)φi(x), x ∈ [0, 1],

where φi(x) is the standard piecewise linear basis functions, defined by the nodal
values of φi(xk) = δi,k. Note that

(ū− u)′(x) = D−u(xi)− u′(x), x ∈ (xi−1, xi];

and, hence, we have the following bound on the linear interpolant ḡ (for any
g ∈ C1) in the subinterval Ii := (xi−1, xi)

‖g − ḡ‖Ii ≤ C min{h2
i ‖g′′‖Ii ,

∫ xi

t=xi−1

|g′(t)|dt} (32a)

‖(g − ḡ)′‖Ii ≤ C min{hi‖g′′‖Ii , ‖g′‖Ii}. (32b)

We conclude with the statement of the main result of this paper.

Theorem 7. If u is the continuous solution of problem (1) and U is the com-
puted solution of (11, 8, 13), then

‖u− Ū‖1,χ ≤ CN−1 lnN, assuming (12),

‖u− Ū‖1,χ ≤ CN−1(lnN)3, not assuming (12);

where the norm ‖ · ‖1,χ is defined in (10).

Proof. We only deal with the case where (12) applies. (See [13] for the other
case). Using the decomposition u = v + (u − v)(0)wL + (u − v − wL)(1)wR,
splitting the argument to inside and outside the computational layer regions
[0, σL], [1− σR, 1], using the bounds (32a), (7b) and (7c), we have the following
interpolation error

‖u− ū‖ ≤ C(N−1 lnN)2. (33)
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We next want to estimate the global error in approximating the scaled flux. For
the regular component it trivially follows that

‖(v − v̄)′‖Ii ≤ CN−1.

For the left layer component, we first consider the case where τL ≤ σL. By
using the bound (32b), we can obtain

√
εθ‖(wL − w̄L)′‖Ii ≤ CN−1 lnN, for xi ≤ τL,

‖(wL − w̄L)′‖Ii ≤ C
hL
εθ
e
−
√
γα

2
√
εθ
τL ≤ CN−1 lnN, for τL < xi ≤ σL,

‖(wL − w̄L)′‖Ii ≤
C√
εθ
e
−
√
γα

4
√
εθ
σLe
−
√
γα

4
√
εθ
τL ≤ CN−1, for xi > σL.

For the alternative case, where σL ≤ τL we have the bounds

√
εθ‖(wL − w̄L)′‖Ii ≤ CN−1 lnN, for xi ≤ σL,

√
εθ‖(wL − w̄L)′‖Ii ≤ Ce

−
√
γα

2
√
εθ
σL ≤ CN−2, for σL < xi ≤ τL,

‖(wL − w̄L)′‖Ii ≤
C√
εθ
e
−
√
γα

4
√
εθ
τLe
−
√
γα

4
√
εθ
σL ≤ CN−1, for xi > τL.

A similar argument is used to obtain the corresponding bounds for the right
layer component (See [13] for details). From these bounds, we deduce that

‖u− ū‖1,χ ≤ CN−1 lnN. (34)

Combining the interpolation bound (33) with the nodal error bound (31), we
arrive at the following global error estimate:

‖u− Ū‖ ≤ CN−1 lnN.

Note also that (Ū − ū)′(x) = D−(U − u)(xi), ∀x ∈ (xi−1, xi]. Use this bound,
Theorem 6 and the interpolation bound in (34) to complete the proof.

Remark 1. The error bounds in Theorem 7 extend to the case of −1 ≤ µ < 0,
when the first order operator D− is replaced by D+ in the definition of LN and
the definition of the piecewise uniform mesh is modified to

ρ−L := max{1,
√
θγα

ε
} and ρ−R := max{1, 1

2

√
γα

θε
};

σ−L := min

{
1

4
,

4

ρ−L
lnN

}
and σ−R := min

{
1

4
,

2

ρ−R
lnN

}
.
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6. Numerical results

Consider the following two parameter singularly perturbed problem

−εu′′ + µ(1 + x2)u′ + (2− x)u = x3; u(0) = 1, u(1) = 0. (35)

For this particular problem the parameters (1c) are α = 1, γ = 0.5. Prob-
lem (35) is a variable coefficient problem, whose exact solution u and it’s first
derivative u′ were numerically approximated by applying the upwind finite dif-
ference (13a) on a fine piecewise-uniform Shishkin mesh Ωfine (11),(11b) with
N = 4096. From this numerical solution, global approximations uA, u

′
A were

generated using linear interpolation Ū and piecewise constant interpolation

u′A(x) := D−U(xk), x ∈ (xk−1, xk], k = 1, . . . 4096; u′A(0) := D−U(x1),

respectively, over this fine Shishkin mesh.
Numerical approximations U to the solution u of (35) were subsequently gen-

erated over the parameter sets Sε := {2−2j ; j = 0, 1, . . . , 30}, Sµ = {2−2j ; j =
0, 1, . . . , 10} and a sequence of meshes (11),(11b) withN = {2k; k = 6, 7, . . . , 10}.
For each set of parameters, global approximations Ū (to the solution u of (35))
and (D−U) to u′ (the derivative of the solution of (35)) were generated using
linear interpolation over the coarse mesh. For each particular triple (ε, µ,N) of
parameter values, the global scaled C1 error ‖u − Ū‖1,χ (as defined in (10)) is
estimated by calculating

ENε,µ := ‖χ
(
u′A − (D−U)

)
‖Ωfine + ‖uA − Ū‖Ωfine .

The results presented in Tables 1 and 2 display parameter-uniform convergence
in the ‖ · ‖1,χ norm.

For each N , the parameter-uniform orders of global convergence pN are
estimated by computing

EN := max
µ∈Sµ

ENµ , E
N
µ := max

ε∈Sε
ENε,µ and pN := log2(EN/E2N ),

which are displayed in Table 3. For the particular test problem (35), these
parameter-uniform orders of global convergence are higher than the theoretical
rates established in Theorem 7. In [13], similiar numerical results for a constant
coefficient two parameter problem are presented.

In [13], numerical results for a constant coefficient two parameter boundary
value problem are seen to be also in line with the theoretical rates established
in Theorem 7. In passing we note that the parameter-uniform convergence of
the scaled discrete partial derivatives is also illustrated for variable coefficient
elliptic and parabolic test problems, in the case of one parameter singularly
perturbed partial differential equations, in [5, 6, 7].
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Table 1: Computed global errors EN
ε,2−4 , where µ = 2−4 and ε varies

ε / N 64 128 256 512 1024
20 1.42e-02 7.07e-03 3.44e-03 1.61e-03 6.90e-04

2−2 5.29e-02 2.65e-02 1.29e-02 6.05e-03 2.60e-03
2−4 6.23e-02 3.02e-02 1.45e-02 6.74e-03 2.88e-03
2−6 1.53e-01 7.94e-02 3.96e-02 1.87e-02 8.09e-03
2−8 4.42e-01 2.56e-01 1.36e-01 6.70e-02 2.95e-02
2−10 8.58e-01 5.86e-01 3.64e-01 2.00e-01 9.42e-02
2−12 8.09e-01 6.02e-01 4.14e-01 2.55e-01 1.34e-01
2−14 8.01e-01 5.95e-01 4.10e-01 2.52e-01 1.32e-01
2−16 7.98e-01 5.94e-01 4.09e-01 2.51e-01 1.32e-01
2−18 7.97e-01 5.93e-01 4.09e-01 2.51e-01 1.32e-01
2−40 7.97e-01 5.93e-01 4.09e-01 2.51e-01 1.32e-01

Table 2: Computed maximum global errors ENµ , in the scaled C1 norm, measured over the

set Sε = {ε = 2−2j , j = 0, 1.., 20} for various values of µ

µ / N 64 128 256 512 1024
20 5.17e-01 3.67e-01 2.53e-01 1.55e-01 8.17e-02

2−2 4.59e-01 3.27e-01 2.25e-01 1.38e-01 7.27e-02
2−4 8.58e-01 6.02e-01 4.14e-01 2.55e-01 1.34e-01
2−6 1.27e+00 8.72e-01 5.56e-01 3.42e-01 1.80e-01
2−8 1.35e+00 1.01e+00 6.85e-01 4.23e-01 2.23e-01
2−10 1.38e+00 1.03e+00 7.01e-01 4.33e-01 2.28e-01
2−12 1.39e+00 1.04e+00 7.05e-01 4.35e-01 2.29e-01
2−14 1.39e+00 1.04e+00 7.06e-01 4.36e-01 2.30e-01

. . . . . .
2−20 1.39e+00 1.04e+00 7.07e-01 4.36e-01 2.30e-01

Table 3: Computed orders of parameter-uniform convergence pN in the scaled C1 norm ‖·‖1,χ
(defined in (10))

N 64 128 256 512
pN 0.41 0.56 0.70 0.93
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Appendix A. Proof of Theorem 1.

Proof. (i) In the reaction-diffusion case, where θ = 1, we decompose the regular com-
ponent in a series of terms of increasing half powers of ε. That is, let

v =

3∑
i=0

εi/2vi, where L0v0 = f ;
√
εL0vi = (L0 − Lε,µ)vi−1, i = 1, 2;

and
√
εLε,µv3 = (L0 − Lε,µ)v2, v3(0) = v3(1) = 0.

For the convection-diffusion case, where θ > 1, we decompose the regular component
in a series of terms of increasing integer powers of ε as follows:

v =

3∑
i=0

εivi, where Lµv0 = f ;
√
εLµvi = (Lµ − Lε,µ)vi−1, i = 1, 2;

and
√
εLε,µv3 = (Lµ − Lε,µ)v2, v2(0) = v3(0) = v3(1) = 0

and v0(0), v1(0) are suitably chosen. All of the bounds (6) are then established using
the argument in [4]. More details are available in [13].

(ii) Observe that

Lε,µe
−
√
γα

2
√
εθ
x

= a(
b

a
− 1

a

γα

4θ
− µ

2

√
γα

εθ
)e
−
√
γα

2
√
εθ
x

≥ aγ(1− 1

4θ
− 1

2

√
µ2α

γεθ
)e
−
√
γα

2
√
εθ
x ≥ 0;

and Lε,µe
−
√
γαθ√
ε

(1−x)
= a(

b

a
− 1

a
γαθ + µ

√
γαθ

ε
)e
−
√
γαθ√
ε

(1−x) ≥ 0.

The comparison principle then yields the pointwise bounds (7a).
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(iii) From the bounds (4) established in Lemma 1, we deduce the following deriva-
tive bounds on the singular components wL, wR. For 0 ≤ k ≤ 5,

|wL|k, |wR|k ≤ C
(√θ

ε

)k
. (36)

When θ > 1, we can derive sharper bounds on the derivatives of wL by introducing
the secondary decomposition

wL =

3∑
i=0

εiwi, where Lµw0 = 0, w0(0) = 1; (37a)

εLµwi = (Lµ − Lε,µ)wi−1, wi(0) = 0, i = 1, 2; (37b)

and εLε,µw3 = (Lµ − Lε,µ)w2, w3(0) = w3(1) = 0. (37c)

Observe that wL(1) = w0(1) + εw1(1) + ε2w2(1) 6= 0. From this expansion one can
deduce that

|wL(1)| ≤ e−
γ
µ , |wL|k ≤ Cµ−k, 1 ≤ k ≤ 5.

Hence, we have deduced that

|wL|k ≤ C
( 1√

εθ

)k
, 1 ≤ k ≤ 5.

Our next step in the proof is to deduce (7b). For those points within the right layer,
we have that

e
−
√
γαθ√
ε

(1−x) ≥ C, 1−
√
ε

θ
≤ x ≤ 1

and so

|wR(x)|k ≤ C
(√θ

ε

)k ≤ C(√θ

ε

)k
e
−
√
γαθ√
ε

(1−x)
, 1−

√
ε

θ
≤ x ≤ 1.

Now we return to the argument from Lemma 1. If x < 1 −
√

ε
θ
, construct a neigh-

bourhood Nx = (p− r, p) so that x ∈ Nx. Then there exists a y ∈ Nx such that

|w′R(y)| ≤ 2‖wR‖Nx
r

.

w′R(x) = w′R(y) +

∫ x

t=y

w′′R dt = w′R(y) +
1

ε

∫ x

t=y

µaw′R + bwR dt

= w′R(y) +
µ

ε
((awR)(x)− (awR)(y))− 1

ε

∫ x

t=y

µa′wR − bwR dt.

Thus

|w′R(x)| ≤ C(
1

r
+
µ

ε
+
r

ε
)‖wR‖Nx ≤ C(

1

r
+
µ

ε
+
r

ε
)e
−
√
γαθ√
ε

(1−x)
e

√
γαθ√
ε
r
.

By taking

r =

√
ε

2θ

we deduce

|w′R(x)| ≤ C
√
θ

ε
e
−
√
γαθ√
ε

(1−x)
.
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From the differential equation defining wR, ε|w′′R(x)| ≤ C
√
θε|w′R(x)| + C|wR(x)|,

which will establish the bound on the second order derivative of wR. Use the bounds
in Lemma 1, to establish the bounds (7b) on the higher derivatives of wR(x).

(iv) To complete the proof, we establish the bound (7c). For the case of θ = 1, the
above argument (used to establish (7b)) can be repeated (with 1 − x replaced by x).
In the other case of θ > 1, we use the decomposition (37). Observe that for 0 ≤ k ≤ 5,

|wi(x)|k ≤
C

µ2i+k
e−γx/µ, i = 0, 1, 2;

and hence, using a maximum principle for the second order operator Lε,µ we have

|w3(x)| ≤ C

µ6
e
− γx

2µ .

Now repeat the argument used to establish (7b) (taking r = µ) to deduce that for
x > µ,

|w′3(x)| ≤ C

µ7
(1 + θ)e

− γx
2µ and |w′′3 (x)| ≤ C

µ8
(1 + θ + θ2)e

− γx
2µ .

Hence, since we are in the case of ε ≤ Cµ2,

|w′L(x)| ≤ C

µ
(1 +

ε

µ2
+
ε2

µ4
+
ε3

µ6
(1 +

µ2

ε
))e
− γx

2µ ≤ C

µ
e
− γx

2µ ,

|wL(x)|k ≤ C

µk
e
− γx

2µ , k = 2, 3.

Continuing this argument for the higher derivatives establishes (7c) for θ > 1.

Appendix B. Proof of Lemma 4.

Proof. Using the bounds (6) on the derivatives of the regular component v, we have

|LN (V − v)(xi)| ≤
{
C(ε+ µ)N−1, if xi = σL, 1− σR,
C(
√
εθN−1 + µ)N−1 otherwise

.

(i) Looking first to establish a bound at the end-point x = 0, if θ > 1, consider the
linear barrier function

B(xi) := C1(
ε

µ
+ 1)N−1xi.

Observe that LN (B(xi)± (V − v)(xi)) ≥ 0 for C1 large enough. Applying the discrete

minimum principle and using θ = αµ2

γε
> 1 we deduce that

|(V − v)(xi)| ≤ CN−1(
ε

µ
)xi ≤ CN−1µxi,

yielding the bound |D+(V − v)(0)| ≤ CµN−1.
(ii) In the reaction-diffusion case (where θ = 1) consider the barrier function

B2(xi) := C1(
√
εN−2 lnNR1(xi)) + C2(N−2

√
ε

β
+N−1xi),
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where the wedge function R1(xi) is defined by

R1(xi) :=


xi
σL
, if xi ≤ σL,

1, if σL < xi < 1− σR,
1−xi
σR

, if xi ≥ 1− σR.
(38)

We find that

LNR1(xi) ≥


0, if xi < σL,
εN
σL

+ µα
σL
, if xi = σL

0, if σL < xi < σR,
εN
σR
, if xi = 1− σR,

− µa
σR
, if xi > 1− σR.

(39)

Since

LN (N−2

√
ε

β
+N−1xi) ≥ aµN−1 +N−2√ε+N−1xib ≥ CN−1(µ+N−1√ε),

we see that

LNB2(xi) ≥


CN−1(µ+N−1√ε), if xi < σL, σL < xi < σR
CN−1(

√
εN−1 lnN( εN

σL
) + µ), if xi = σL

CN−1(
√
εN−1 lnN( εN

σR
) + µ), if xi = 1− σR,

C1N
−1(
√
εN−1 lnN(− µa

σR
)) + C2N

−1(µ+N−1√ε), if xi > 1− σR.

Now when θ = 1, for the bound at the transitions points, note that

√
εN−2 lnN(

εN

σL
) =
√
εN−2 lnN(

εN

σR
) =

N−1ε
√
γα

4
.

Also for C2 sufficiently large, for the bound in the layer region near x = 1,

C1(
√
εN−2 lnN(−µa

σR
) + C2(µN−1) ≥ C3µN

−1.

We therefore have deduced that |(V − v)(xi)| ≤ B2(xi). Using σL = C
√
ε lnN we see

that
|(V − v)(hL)| ≤ CN−1(N−1hL +N−1√ε+ hL),

which yields the bound

|D+(V − v)(0)| ≤ CN−1(N−1 +N−1

√
ε

hL
+ 1) ≤ CN−1.

Hence, for both cases, we have established the bound at the left end-point x = 0.
(iii) For the other end of the interval with x = 1, consider the case of θ > 1 and

the barrier function

B3(xi) := C1(
ε

µ
+ 1)N−1(xi − 1 + ψ̃(xi)),

where the mesh function ψ̃(xi) satisfies

−εδ2ψ̃ + C∗
√
εθD−ψ̃ = 0, xi ∈ (0, 1), ψ̃(0) = 1, ψ̃(1) = 0; C∗ := A

√
γ

α
. (40)
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Compare this barrier function to the barrier function used at the start of Lemma 3.
Applying the discrete maximum principle and using θ > 1 it follows that

|(V − v)(xi)| ≤ CN−1(xi − 1 + ψ̃(xi)). (41)

In order to use this to find a bound on D+(V − v)(1) we need to bound D−ψ̃(1).
Defining Fi := D−ψ̃(xi), using (40) we see that

−ε
(
Fi+1 − Fi

h̄i

)
+ C∗

√
εθFi = 0, xi ∈ (0, 1).

For N large enough we conclude that

D−ψ̃(1) = |FN | ≤ C
√
θ

ε
.

Using this bound and (V − v)(1) = 0, we can deduce the bound (see [13] for details)

|D−(V − v)(1)| ≤ C(N−1(1 + |D−ψ̃(1)|)) ≤ CN−1(1 +

√
θ

ε
).

This yields the desired bound at x = 1 in the convection-diffusion case where θ > 1.
(iv) For the reaction-diffusion case, where θ = 1 the argument is more complicated.

Consider B4(xi) := C1(
√
εN−2 lnN)R1(xi) +C2(N−2

√
ε
β

+N−1(xi − 1 + ψ̃(xi)) with

R1, ψ̃ are as defined previously in (38) and (40) respectively. This fourth barrier
function is a minor alteration to the barrier function B2(xi). We can show that

LN (N−2

√
ε

β
+N−1(xi − 1 + ψ(xi)) ≥ CN−1(µ+N−1√ε)

and using (39) we see that

LNB4(xi) ≥


CN−1(µ+N−1√ε), if xi < σL, σL < xi < σR
CN−1(

√
εN−1 lnN( εN

σL
) + µ), if xi = σL, 1− σR

C1(
√
εN−2 lnN(− µa

σR
) + C2N

−1(µ+N−1√ε), if xi > 1− σR.

As before, as θ = 1,

√
εN−2 lnN(

εN

σL
) =
√
εN−2 lnN(

εN

σR
) =

N−1ε
√
γα

4
;

and also for C2 sufficiently large

C1(
√
εN−2 lnN(−µa

σR
) + C2(µN−1) ≥ C3µN

−1.

We therefore have

LNB4(xi) ≥


CN−1(µ+N−1√ε), if xi < σL, σL < xi < σR,
CN−1(µ+ ε), if xi = σL, 1− σR,
C1N

−1√εN−1 lnN(− µa
σR

) + C2N
−1(µ+N−1√ε), if xi > 1− σR.

Using the discrete maximum principle we deduce that

|(V − v)(xi)| ≤ C1(
√
εN−2 lnNR1) + C2(N−2

√
ε

β
+N−1(xi − 1 + ψ̃(xi)),
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which yields the bound

|VN | ≤ C1(

√
εN−2 lnN(hR

σR
)

hR
) + C2(

N−2√ε
βhR

+
N−1hR
hR

+N−1|D−ψ̃(1)|)).

Simplifying we have

|D−(V − v)(1)| ≤ CN−1(1 +

√
θ

ε
)

which completes the proof.

Appendix C. Proof of Theorem 5.

Proof. (i) At the interior points, using the truncation error bounds (23), we can es-
tablish that

|L̂ND−(V−v)(xi)| ≤



CN−1, if xi 6= σL +H,σL, 1− σR, 1− σR + hR,

C(
√
ε√

θ lnN
+N−1), if xi = σL,

C(ε+ µ+N−1), if xi = σL +H,
C(ε+N−1), if xi = 1− σR,

C(

√
εθ+

√
θµ2

ε

lnN
+N−1), if xi = 1− σR + hR,

We next define a combination of barrier functions, which allow us to bound√
ε

θ
|D−(V − v)(xi)|.

This initial set of barrier functions are linear and step functions. In order to establish
the sharper bounds on |D−(V −v)(xi)| these barrier functions are replaced by discrete
exponential barrier functions. Define the following ramp functions

R2(xi) :=

{ xi
σL
, if xi ≤ σL,

1, if σL < xi ≤ 1
R3(xi) :=

{ xi
1−σR

, if xi ≤ 1− σR.
1, if 1− σR < xi ≤ 1

and step functions

S1(xi) :=

{
0, if xi ≤ σL,
1, if σL < xi ≤ 1

S2(xi) :=

{
0, if xi ≤ 1− σR.
1, if 1− σR < xi ≤ 1

Consider the barrier function

B5(xi) := N−1(C1

√
εθ lnNR2 + C2(1 +

µ

ε
)(S1N

−1 + 4R2) + C3(R2 +R3)
)

+N−1(C4(1 +
µ

ε
)(N−1S2 + 2(R2 +R3)) + C5

)
.

We find that L̂N (B5±V −i ) ≥ 0 (see [13] for details). Applying the maximum principle
we get derivative bounds with scaling everywhere. That is, we have established the
error bound √

ε

θ
|D−(V − v)(xi)| ≤ CN−1 lnN, xi ∈ (0, 1].

We now proceed to improve on this error bound.
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(ii) Consider first the case of θ = 1. Instead of using barrier functions involving
ramps to deal with the truncation error at xi = σL+H and xi = 1−σr +hr we define
the following two mesh functions

ZL(xi) :=

{
(1 + ρLH)−1(1 + ρLhL)i−

N
4
−1, if xi ≤ σL,

1, if σL < xi ≤ 1

ZR(xi) :=

{
1, if xi ≤ 1− σR
(1 + 0.5ρRhR)

3N
4

+1−i, if xi ≥ 1− σR + hR,

Consider the barrier function

B6(xi) := N−1(C1

√
ε lnNR2 + C2(ZL + lnNR2) + C3(N−1S1 +

R2

4
)
)

+C4N
−1((R2 +R3) + C5

(√
ε+

µ√
ε

)
ZR + C6

)
and use the maximum principle (see [13] for details) to deduce that

|D−(V − v)(xi)| ≤ CN−1(lnN), if 0 < xi ≤ 1; and θ = 1. (42)

(iii) Next consider the case of θ > 1. Define the following three mesh functions;

P (xi) :=


0, if xi ≤ σL
(1 + 0.5ρRH)i−

3N
4 , if σL +H ≤ xi ≤ 1− σR,

(1 + ρRhR
32

)i−3N/4−1, if 1− σR + hR ≤ xi ≤ 1.

Q(xi) :=

{
0, if xi ≤ 1− σR,
(1 + ρhR

32
)i−3N/4−1, if 1− σR + hR ≤ xi ≤ 1.

ẐL(xi) :=

{
(1 + ρRH

4
)−1(1 + 0.5ρRhL)i−

N
4
−1, if xi ≤ σL,

1, if σL < xi ≤ 1
.

Considering the linear combination

Ψ(xi) = N−1
((

1 +
µ

ε

)
N−1Q+

8

α

(
ε

µ
+ 1

)
P +

128

γ2α
(µ+ ε) lnNR2

)
,

we see that (see [13] for details)

L̂N (Ψ(xi)) ≥

{
0, if xi 6= 1− σR + hR,
C

lnN

(
µ+ µ2

ε

)
, if xi = 1− σR + hR.

Use the discrete maximum principle to derive the bound

|(D−(V −v)(xi))| ≤ N−1(C1µ lnNR2 +C2

(
ε

µ
+ 1

)
ẐL+C3(R2 +R3)+C4NΨ+C5

)
.

If xi ≤ 1−σR we have established the bound |(D−(V −v)(xi))| ≤ CN−1; and we have
removed all scaling outside the computational layer region on the right.
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Appendix D: Proof of Theorem 6

Proof. (i) We begin by examining the error in the layer function WL (WR) in the fine
mesh region on the right-hand (left-hand) side of the domain. Let us first consider the
error WL − wL in the right layer region (1− σR, 1− τR). For x ≥ 0.5 and xi ≥ 0.5

|wL(x)| ≤ Ce−2ρLσLe−ρL(x−2σL) ≤ CN−4;

|WL(xi)| ≤ C(1 + ρLhL)−N/2 ≤ CN−4, as H ≥ hL.

If τR ≤ σR, then
√

θ
ε
≤ CN2 and so

|(wL −WL)(xi)| ≤ CN−4 ≤ CN−2

√
ε

θ
, if xi ≥ 0.5.

Hence, |D−(wL−WL)(xi)| ≤ CN−1, if xi ≥ 0.5 and τR ≤ σR. An analogous argument
can be used to establish |D−(wR −WR)(xi)| ≤ CN−2, if xi ≥ 0.5 and τL ≤ σL.

(ii) Consider the left layer error D−(WL − wL) in the region [0, σL +H]. A more
refined analysis (to that used in Theorem 3)) is required. The analysis requires the
construction of a discrete barrier function across the non-uniform mesh and using a
sharper truncation error analysis. Using the truncation error bounds (23) and the
exponential bounds in Theorem 1 in the region (0, σL +H), we have

|L̂ND−(WL − wL)(xi)| ≤
C√
εθ
N−1 lnNe−ρLxi , xi < σL

|L̂ND−(WL − wL)(xi)| ≤ C(
1

εθ2
+

µ

εθ
N−1 lnN)e−ρLxi , xi = σL.

We now construct a suitable barrier function (which is similar to ΨL defined in (15a)):

Ψ1(xi) := (1 + 0.5ρLhL)−i, 0 ≤ xi ≤ σL; Ψ1(σL +H) := 0.

For xi < σL, as in Theorem 2, L̂NΨ1(xi) ≥ Ce−0.5ρLxi and for xi = σL, using (19)
and (2), (see [13] for details)

L̂NΨ1(σL) ≥ ε

2hLh̄L

(
1− ρL

N
(1− σR) + 1− 2 lnN

N

)
Ψ1(σL)

for N sufficiently large. In the case where τL ≤ σL, then ρL ≤ N and hence
L̂NΨ1(σL) ≥ 0, if τL ≤ σL. Consider the piecewise linear barrier function

Ψ2(xi) :=
xi
σL
, 0 ≤ xi ≤ σL; Ψ2(σL +H) := 1.

For xi < σL, L̂NΨ2(xi) ≥ 0 and at the transition point σL, using (19),

L̂NΨ2(σL) =
1

hLσL
(µahL + ε) ≥ CN

θ
(lnN)−2 + C

µ√
εθ

(lnN)−1.

Then we deduce that

|D−(WL−wL)(xi)| ≤
C√
εθ
N−1 lnNΨ1(xi) +C

( θ
N

1

εθ2
+
N−1

√
εθ

)
e−ρLσLΨ2(xi)(lnN)2.
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For τL ≤ xi ≤ σL, noting e−ρLτL ≤ Cρ−2
L ≤ Cεθ,

|D−(WL − wL)(xi)| ≤
C√
εθ

(N−1 lnN)
√
εθ + CN−1(lnN)2 ≤ CN−1(lnN)2.

(iii) Let us now consider the error D−(WR −wR) in the right fine mesh subregion
(1− σR, 1− τR). Using the truncation error bounds (23) and the exponential bounds
in Theorem 1 in the region (1− σR, 1), we have

|L̂ND−(WR − wR)(xi)| ≤ CN−1 lnN
(
θ

√
θ

ε
e−ρR(1−xi) + 1

)
, xi > 1− σR + hR;

|L̂ND−(WR − wR)(xi)| ≤ Cθ

√
θ

ε
(1 +

√
θ

ε

1

lnN
)e−ρR(1−xi), xi = 1− σR + hR.

Consider the barrier function (which is a truncated version of ΨR defined in (15b))

Ψ3(xi) := (1 + 0.5ρRhR)−(N−i), 1− σR < xi ≤ 1; Ψ3(1− σR) := 0.

For xi > 1− σR + hR, L̂NΨ3(xi) ≥ Cθe−
ρR
2

(1−xi) and L̂NΨ3(1− σR + hR) ≥ 0. This
barrier function will be used to deal with the truncation error across the fine mesh
region (1−σR+hR, 1). An additional barrier function is required to manage the larger
truncation error at xi = 1− σR + hR. Consider the step barrier function

Ψ4(1− σR) := 0; Ψ4(xi) := 1, 1− σR + hR ≤ xi ≤ 1.

For xi > 1− σR + hR, L̂NΨ4(xi) ≥ 0 and at the single point 1− σR + hR, using (19),

L̂NΨ4(1− σR + hR) ≥ µ

hR
+

ε

HhR
(≥ C

Nθ

lnN
, if θ > 1).

Then, in the particular case where θ > 1, we deduce that

|D−(WR −wR)(xi)| ≤
C
√
θ√
ε

(N−1 lnN)Ψ3(xi) +C
1

θN

θ2

ε
e−ρRσRΨ4(xi) +CN−1 lnN.

For 1− σR < xi ≤ 1− τR, we note that on the fine mesh

e−ρRσR ≤ e−ρRτR ≤ ρ2R ≤ C(
ε

θ
) and (1 + 0.5ρRhR)−1 ≤ Ce−

ρRτR
2 .

Hence, |D−(WR − wR)(xi)| ≤ CN−1 lnN , if θ > 1. When θ = 1, we employ an
alternative barrier function to Ψ4(xi) defined as

Ψ5(1− σR) := 1, Ψ5(xi) :=
1− xi
σR − hR

, 1− σR + hR ≤ xi ≤ 1.

Using (19) and the fact that b
a
− µ

σR
> 0, we note that

L̂NΨ5(1− σR + hR) ≥ C N

(lnN)2
; L̂NΨ5(xi) ≥ 0, xi > 1− σR + hR.

Then, in the particular case where θ = 1, we deduce that

|D−(WR−wR)(xi)| ≤
C
√
θ√
ε
N−1 lnNΨ3(xi)+CN−1 lnN

ε
e−ρRσRΨ5(xi)+CN−1 lnN.
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For 1− σR < xi ≤ 1− τR, we have e−ρR(1−xi) ≤ e−ρRτR ≤ Cε. Hence,

|D−(WR − wR)(xi)| ≤ CN−1 lnN + CN−1 lnN
ε

ε
≤ CN−1 lnN, if θ = 1.

(iv) We complete the argument, by dealing with the regular component. In the case
of θ = 1, note the bound (42) for the regular component. Let us consider the regular
component in the case of θ > 1. Note that ‖LN (v − V )‖ ≤ C(ε+ µ)N−1 and so

‖V − v‖ ≤ CN−1µ, θ > 1.

Note that we can confine the discussion to the mesh points in the region (1−σR, 1−τR).
Within the fine mesh region (1 − σR, 1), the error in the flux satisfies the first order
problem

− ε

hR
(V −i+1 − V −i ) + µa(xi)V

−
i = T̂i, |V −N | ≤ C

µ

ε
N−1;

where T̂i := LN (V − v)(xi)− b(xi)(V − v)(xi). Note further that

‖T̂ ‖ ≤ CN−1(ε+ µ) ≤ CµN−1.

Thus, with ρ :=
αµhR
ε
≤ CN−1 lnN , we have

|V −i | =
(
1 +

µhR
ε
a(xi)

)−1∣∣hR
ε

T̂i + V −i+1

∣∣ ≤ C(1 + ρ)−1( ρ
µ
‖T̂ ‖+ |V −i+1|

)
.

We have the following estimate at xi (within the fine mesh where (1 + ρ)−1 ≤ Ce−ρ/2
for N sufficiently large)

|V −i | ≤ (1 + ρ)−1 ρ

µ
‖T̂ ‖1− (1 + ρ)−(N−i)

1− (1 + ρ)−1
+ C(1 + ρ)−(N−i)|V −N |

≤ CN−1 + C
µN−1

ε
(1 + ρ)−(N−i) ≤ CN−1 + C

µN−1

ε
e−

αµ
2ε

(1−xi).

Hence, for 1− σR < xi ≤ 1− τR, |V −i | ≤ CN
−1.
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