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Abstract

Investigation Into the Design of Educational Multimedia: Video,
Interactivity and Narrative.

This study critically examines the design of multimedia in education. The study begins by

reviewing existing media in education and then uses a series of empirical studies to uncover,

and then examine the key issues for the design of educational multimedia.

The research involves two studies. The first, a preliminary study, that identifies specific
areas of interest for the research. This study looks at the existing use of an interactive video
disc program for training in Price Waterhouse. The literature search, combined with the
outcomes of the preliminary study, identified the areas for further research as: the use of
video, forms of interaction, and the role of narrative. The main study examines these areas
using two phases. The first phase analyses three treatments of the same educational text, on
linear video, multimedia, and structured multimedia, each treatment maintaining the same
content and narrative structure, but differing in presentation and control. The second phases
builds on the results of the first with the creation and analysis of an interactive multimedia
program that takes advantage of the identified strengths of multimedia, and specifically

tackles problems found in the first phase. Qualitative data collection techniques are used in

both phases, and form the basis of the findings.

The findings are presented as implications for multimedia design, and discuss the use and

development of narrative and grammar in multimedia, as well as the importance of carefully

designed user interaction and goal definition.
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1.1. Video in Educational Multimedia

There has been a lot of interest, recently, in multimedia, both from technological and

educational perspectives. This chapter will briefly examine both perspectives in order to

demonstrate the motivation for the questions this thesis examines. The latter half of this

introductory chapter is a chapter by chapter guide to the organisation and approach of the

thesis.

Multimedia has great potential - this new technology contains many ways of representing an
educator’s argument through its component media. It can provide sound, photographs,
diagrams, text, video, animation, music. It can tell stories, play games, ask questions, provide
answers, process data. Multimedia has created a lot of excitement in both the computer
industry and in education, but there is also a certain amount of scepticism. As Chen observed
of interactive video (IV) the capabilities of the media do not automatically make a

successful medium for education:

whether it is a real panacea or not, the IV does not contain within itself an
assurance of effective use in education. It can just as easily be used in trivial or
ineffective ways. Chen (1990; p5)

e
Educational effectiveness does not depend on the medium but on how it is used. To be used

effectively the designers of multimedia need to know more about the nature of the medium

and about how learners are able to use and interpret it.

1.1.1. A short technical history of multimedia

Multimedia is the (ideally) seamless integration of text, images, graphics, animation and
video under computer control (Jacobs, 1992). It is not just the instant availability of each of

these forms of representation to the user that makes multimedia interesting, but the fact that
they are controlled by the computer. The computer control makes it possible for a system to
respond to the learners - adapting to their progress, answering their questions, providing

feedback to their answers and guiding them when they are unsure. This section traces a brief

history of multimedia.

Perhaps film can be described as the first multimedia medium. It is certainly multimodal in
that it brings moving pictures and sound together. A new grammar, and indeed a whole new

culture, had to be built around film. This is one of the reasons why this thesis, in its

discussion of multimedia, will draw so many parallels with film and video.
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Educational courses using a variety of media are not a new thing. Since the 1960s, the British
Open University has been producing distance learning courses which are not only print based,
but include audio, video, and more recently computer assisted instruction (CAI). Initially the
OU broadcast audio visual material as either radio or television. Shrinking transmission
slots and a growing understanding of the use of these media in education facilitated a move to
cassette based rather than broadcast media. Because of the availability of cassette players
audio was the first to make this move. Research showed learners found audio material on
cassette twice as valuable as identical material broadcast on radio (Durbridge, 1981). Tapes
were designed to take advantage of the control users have over them, the tape could direct

the learner to pause it and carry out some task, the tape then providing feedback that the

tutor anticipated the learner would need. The control allowed the learners to pace their work

as the audio leads them through some activity, and Durbridge (1984) finds that such

techniques increase the involvement of the student in the work:

The effect of such teaching strategies was said by the students to create

the sense of a piece of co-operative learning; the interactivity they
encouraged appeared to be seen not just as between the student and
hardware, but between student and teacher. Durbridge (1984; 229)

Similar use of video cassettes in Open University courses became viable more recently, now
that the university can reasonably expect its students to own or have access to a video player.
Research (Laurillard 1984a, Durbridge 1984) does show similar types benefits for user control
of video cassettes as for audio cassettes. Video though is much more complex than audio
(audio forms only a part of video after all) and consequently the issues involved in providing

learner control are also more complex, these complexities are discussed in the next chapter.

The role of computer graphics in multimedia must not be over looked. Computer graphics
have come along way from the 16 colour CGA graphics cards of only a few years ago. High
resolution screens displaying millions of colours (24 bit) are fast becoming common place. The
advance in graphical capabilities has been linked to the increasing power of computer

processors needed to process and store them. Display quality (resolution, colour depth, and

display and update frequencies) has almost matched the limits of human vision,

improvements beyond this would require some special purpose.

Booth (1994) looks into the future of computer generated graphics in the light of recent
attention to the captured graphics of multimedia. Despite ever increasing computer power
enabling 3d graphics to be generated in real time Booth sees the ease of using and
manipulating existing images resulting in less reliance on real time generated images,

especially as the description of the objects needed to generate an image can take up more

memory than the image itself. He concludes:

Computer graphics is in the end just a set of technical tools for producing
imagery whereas multimedia is a set of tools for using imagery.
(Booth, 1994; 14)
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While some users may be deterred by the complexity of generating new graphics, others will
want to take advantage of the flexibility and power of that they can offer. Powerful
computers of the future will allow the use of 2d and 3d models that the user can manipulate
and experiment with. It will be possible for virtual reality type environments to be embedded

in multimedia allowing the user to look at a scene or object from any angle - and even interact

with other users.

More sophisticated graphical production tools will provide multimedia authors with easier

ways of creating 2d and 3d environments, pictures and animations to be used as another

resource at the disposal of multimedia authors.

While course designers can try to anticipate the ways a student will want to work
interactivity and learner freedom can better be provided using Computer Assisted Instruction
(CAI). CAI has been used in training and education for nearly 30 years. The last 15 years has
seen a steady growth in the availability and use of personal computers. These computers can
offer to the learner features such as individualised pacing, branching, immediate feedback
etc., but their ability to display high quality pictures, play video, or sound has, until

recently, been at best poor.

Although there was some experimentation with computer controlled video tape, the time
these systems required to find a particular sequence was high and therefore their useability
low. The invention of the laser disk allowed much greater computer control over replaying
the video. The video was stored on a disk making it possible for the player to go directly to a

section of video. The time required to find a specific section using one of these systems was a

few seconds at the most.

Computer control of a laser disc player allows the selection of a video sequence under program
control. With the appropriate hardware the computer’s output can be overlaid on top of the

video image allowing computer text, diagrams, menus etc. to be on screen with the video.

Butcher (1987) notes that video provides a combination of pictures and sound that students
find compelling but passive, and that the computing environment is highly responsive but less
attractive. Computer controlled video discs bring the strengths of both together. This
combination of video and computer is described as interactive video (IV) because of its ability

to find and display a sequence based on the user’s actions at the computer terminal. Hart sees

this combination as possessing properties of human-human interaction:

interactive video clearly has potential for effectiveness, since it offers a
combination of two powerful media and two distinct modes of learning. At the

same time, its flexibility offers forms of interaction which has many ot the
virtues of personal face-to-face communication (Hart, 1987; p186)

IV presented a whole range of possibilities - the users were in control and their actions made a

difference to the outcome. Instead of following a path set by the teacher the users can make
3
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their own route through the material. Many early [V programs were used in training to try to

simulate a real life situation where the video of the situation would branch according to

which of a number of possible choices the trainee chose.

While being interactive, these systems still did not truly integrate the video into the

learning environment. Instead analogue video was simply piped onto the screen along with
often crude computer graphics. Often either users watched a video full screen or worked with

a CAI activity - the two were not well integrated. This was really video with CAI rather

than video integrated with CALI.

Clark (1987) argued that interactive video discs (IVD) would be the medium of the future
since it has a much larger capacity than CD-ROM. High quality video images on IVD take
up less space than they would on CD-ROM. Clark demonstrates that only two thirds of a
laser disk is required to hold the entire Encyclopaedia Britannica, including all the pictures
at video resolution. The increasing popularity of digital CD storage shows that the speed,
ease of use and integration of the digital medium is preferred over the greater capacity of
laser disc. For that reason interactive video discs were only a transitory technology as Chen
(1990) observes while looking forward to digital video:

Video discs will compete with digital video for the next years then DVI or
CD-I will supplant analog video. Digital video can offer the potential for
significantly enhancing user control, learning environment, and expanding the

views of interactivity” (p.15)

The digital storage medium of CD-ROM offers a way of storing the large amount of data
required for video, on a small disc. This large digital capacity can store digital

representations of text, video, sound, digitised pictures, program code, animation and

graphics - in fact data representing just about anything. This large flexible storage method
means that all this data is readily available to the computer and therefore the user. Itis

this integration of component media that forms the technological basis of multimedia.

Systems equipped with a CD-ROM drive and the power to play back video and sound are
becoming increasingly common and affordable. Only a year ago such a system would have

been out of the question in most parts of education, but is now found increasingly in many

schools and homes.

Multimedia has almost progressed as far as it can with the integration of media. The near

future will bring smaller, faster machines, higher-quality displays and even greater storage

capabilities. There is a push towards networking and communication though this just extends
the scope of multimedia, rather than requiring any redefinition. It is in the understanding

and use of these systems where we will see the most future development.

The technology has progressed so rapidly that multimedia now presents a wide range of

possibilities for education. While many of these possibilities have been recognised there

4
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still is little multimedia software that has been able to make effective use of them.
Education experts need to be thoughtful about developing the use of this technology in
education so that the true potential of multimedia can be realised. To do this they also need

to be not only aware of the capabilities of these new systems but to be aware of what learners

require.

1.1.2. Recognition of the learner in education

It is not only the technology that has evolved during the creation of multimedia, educational
thought about learning has been reassessed partly in the light of the new possibilities that

multimedia has opened up. With interactive video in mind, Hart (1987) observes that it:

may provide the opportunity for more genuine and spontaneous interaction
between students and material. This would be very much in line with recent
theoretical and practical developments in education (Hart, 1987; p 173)

It is the possibility of interaction between the learner and material that makes multimedia
of particular interest to educators particularly given the recognition of the importance of the
learners as individuals in education over the last three decades. Learners have different

types of language, background, and tradition; each need to work at different paces and in

different styles.

Romiszowski (1986) describes a detailed view of the historical evolution of individualised
learning, which is summarised here. The move towards individualised learning really began
in the early 60’s with calls such as De Haan and Doll (1964) proposing programmes to make
schooling more adaptable to the differences among students. This move gathered momentum

as it became increasingly clear that students not only differed in intelligence but in creativity,
different elements of intellect, competence, performance, physical ability, social behaviour.
The recognition of these differences led to changes in the system of learning by rote or whole
class instruction, by the introduction of more individualised tuition such as tutorials, and

informal programmes of independent study.

Recognition of the need of different learners to work at different speeds, and from different
perspectives led to the increase of programmed, and branching programmed, instruction
courses. Computer based learning systems later enabled greater complexity in branching

instruction and permitted ‘drill and practice’ and simulation programs.

This evolution has been a move away from the idea of learning being knowledge reception to
being knowledge construction. Knowledge reception was, and often still is, the way that most
education takes places. It assumes that once the gaps in the learners’ understanding have
been identified it is only a matter of filling these gaps by providing the student with the
correct information. As Mayes (1994, p7) explains “[knowledge reception] entails a belief that
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knowledge is something that can be passed largely intact, from teacher to student”. This
teaching by telling is not enough for learning since knowledge cannot simply be delivered to
the student, but requires reconstruction by the student. Mayes describes this knowledge
reception model as “so incomplete, and its emphasis so misleading, that it leads to a[n]

ineffective instructional approach. This leads to a prediction of failure for much current

educational technology” (Mayes, 1994; p8).

In contrast, knowledge construction (constructivism) demands that the learner processes the
information and constructs an understanding of the concepts that fits in with their current

knowledge, rather than trying to slot in someone else’s knowledge. This type of learning,

therefore, needs to be personal to the student since each student will need to consider different
aspects of the information at different depths or in a different sequence. The challenge for

multimedia is to supply the information in such a way that it supports and encourages this

constructive learning process.

Romiszowski (1986, p.23) observes “the essential difference between teacher-based and
media-based instruction is that the accent moves from the teacher teaching to the learner

learning”. This may be true to an extent but is the change in media enough to facilitate

effective learning?

Multimedia has the potential to do this. Properly produced it can be interactive and
adaptive: interactivity giving meaningful feedback on student actions, and adaptivity

adjusting strategy and content representation to best fit with the student’s way of working.

The technological development of multimedia has reached a point where its component
media are fully integrated, and reasonably priced systems can be made available in education
where needed. An important feature of these systems is their potential ability to satisfy the
demand for individualised constructive education. For this to be possible research is required

to investigate how learners might use them in their learning. This thesis focuses on the

learning effectiveness of aspects of these system:s.

1.1.3. Interest in video

This thesis takes a particular interest in video in multimedia. This interest is partly because

the new technology has recently made it possible to integrate video into CAI. Video in
multimedia is important since it is this ability to include video that makes multimedia

different from other forms of computer based instruction. The possibility of including video in

this way is new and its implications need examining.

Video itself is already a ‘multimedia’ medium in some respects, because it effectively

combines sound and image as a relatively recent evolution from film. Multimedia is a new
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medium, as film was in the early twentieth century, and given the similarity between the
two, it is likely there will be parallels in its development. Since multimedia incorporates
video, it is likely that video’s construction, grammar and properties will play a large part in

multimedia.

While research has been undertaken into the use of video in education, video in multimedia
may be quite different. Video in multimedia maintains its textual richness, but it is no longer

either a linear or a ‘passive’ medium. Multimedia creates the possibility of interactive user

controlled ways of working that may mean the ways of using video are quite different.

1.2. Aims and approach

This thesis aims to discover more about the effective use of multimedia in education,
particularly looking at the implications of video’s integration into the medium from the

point of view of its effectiveness for the learner.

This study is exploratory in nature since it is still early days for multimedia in education.
The rapid development of the technology compared with the slower development of the
understanding of this medium means that there is little knowledge about the medium that
relates to its use rather than relating to the technology. There are three reasons for the

increasing desire to see research that investigates how to design multimedia:

These systems are becoming more affordable and available in education. Teachers

recognise that they can do more with these systems than just use them as a data base.

Authoring tools make the production of multimedia programs a possibility for

educators themselves, but being a new medium they are unsure of what to do with it,

and have no examples to learn from.

Programs on the market for education are often disappointing and do not live up to the
claims or potential of multimedia. Both educators and developers are keen to know

more about how the medium should work.

This study aims to address this need for research into how the medium operates.

The thesis takes a two edged approach. Firstly care must be taken to design systems to guide
and support the way that the learners want to work rather than trying to make learners
adapt their approaches to match the machines. For this reason the thesis looks at the
learners using the systems to try to determine what users expect and want from multimedia.

From this approach comes design considerations for how multimedia can support and

encourage students in their learning.

This thesis also examines multimedia by looking at the existing use of media - particularly

video, for the reasons discussed earlier. By searching for and being aware of the properties of
7
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the medium of multimedia it is hoped that it will be possible to extend understanding about

learner use of the medium and look to how it may develop in the future.

Given the arguments developed in the previous sections about learner freedom and video the

overall aim of the thesis is to investigate how the design of video in multimedia relates to

learning effectiveness

With this in mind the following section details the structure of the remaining chapters in the

thesis.

1.3. The Structure of the Thesis

The next chapter is a literature survey, designed to anchor the research in the current

knowledge of the component media, and to look at some of the existing research relating to

video, multimedia and education.

The chapter begins by looking at each of the component media in turn, considering the
strengths and weaknesses of each one, and looking at their role in multimedia. Next the

chapter looks more specifically at multimedia, from existing work in the area. Its pedagogic

properties of interaction and learner control are examined.

Considering that multimedia will have much in common with the existing use of video the
chapter then goes on to look at the structuring of multimedia from the perspective of video.
The grammar, narrative and argument structure of video and film and their possible

relationship to multimedia are explored through current literature in order that this may be

extended in the discussion in later chapters.

Chapter 2 raises a number of questions from the current literature on the component media.
The initial empirical work carried out was a study to try to determine what the issues are
when multimedia is used in a real environment with real users. The preliminary study,

described in Chapter 3 takes the form of a qualitative evaluation of Price Waterhouse’s

computer risk auditing training video disc - ‘TerminalRISK’. This detailed evaluation of a

well developed interactive video being used in a real training situation provided a basis for

identifying some of the key issues in multimedia usage.

Having identified in the previous chapter some of the key issues in the design of multimedia,
especially those relating to the role of video to carry a narrative, these are put to the test in a

specially designed empirical study. Chapter 4 describes the first phase which uses three

educational texts to teach exactly the same material about the use of scientific models. Two
of these are specially designed multimedia programs and the other is a video version. One

multimedia program is similar in the amount of freedom to navigate it provides to the video

program but does provide the user with some control over pacing. The other multimedia
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program provides greater user control and provides feedback on the user’s progress. Thus the

three versions offer different degrees of learner control over the ‘narrative’ line in the video.

The evaluation focuses on how the users work with the three different systems, looks at their

problems and tries to relate these to particular design factors.

This chapter also looks at some of the issues arising from the conversion of an existing linear

video taped programme for use in multimedia. The conversion process itself turns out to reveal

much about the nature of video in multimedia.

The first part of the study in Chapter 4 revealed parts of program design that were confusing
or did not fully exploit the properties of multimedia, in particular, its potential for
interactivity. Chapter 5 covers the design and testing of a new multimedia program that
takes the findings of the first phase a step further, and through restructuring the material
from the first phase fully takes advantage of multimedia’s capabilities. The properties of

interactivity and learner control are investigated as ways of improving the learning

effectiveness of the material.

[ssues raised in the previous chapters including the use of narrative, structuring of the content,
and production of video, are taken up and used in a discussion on the possible form of a
grammar of multimedia. The idea of a grammar for multimedia, much like a grammar of
film or television, may be a good way of understanding how the medium works and how an
educator can begin to construct an argument using it. For this reason Chapter 6 begins by
looking at what constitutes a grammar of a medium and then looks at the grammar of film and
video. Using the grammar of video as a reference, the chapter goes on to look in more detail
at what some of the elements of a grammar of multimedia might be, and considers the

relevance they have for the use of multimedia in education.

The final chapter pulls together the conclusions from the previous chapters to draw out the

implications for instructional design and for multimedia design and their relation to learning

effectiveness.

The chapter also reviews the methodology, looking at what worked successfully, what did

not, and what can be learnt from this for further experiments.
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Chapter 2: Literature Survey

2.1. Introduction

There is little research in the specific area of video in educational multimedia that is
directly relevant to this study. Part of the reason for this is that the technology involved is
new - the first working example of digital video being played from CD-ROM was in 1987, but

it is only now that the technology has become a realistic option for educators. There is,

however, a sizeable amount of related work from various academic disciplines that covers

the component media in multimedia. Research into CAL systems and Hypertext is

particularly relevant.

Due to the nature of multimedia it is necessary to look into a number of different research

areas from CAL to television theory. The first part of this chapter looks in turn at each of the
component media that make up multimedia, examining their strengths and weaknesses. The
chapter then goes on to look at issues relating to learning from media. Next, some of the
pedagogic aspects of multimedia such as user control, freedom and interaction are examined
before turning to the structure of educational media, paying particular attention to
educational film and video construction. Finally this chapter draws together the preceding

sections and examines the design of educational multimedia.

2.2. From Multiple Media to Multimedia

2.2.1. Multiple Media

... no single medium is likely to have properties that make it best for all
purposes. There is, so far as we know, no special magic in any particular

medium. Gagné (1971)

The term multimedia today is used to describe a wholly computerised system that
encompasses many of the elements all under computer control. The term was originally used to
describe a teaching package that contained a range of different media, such as printed text,
video tape, slides and in some instances computerised programs this combination is now often
referred to as multiple media in order to differentiate it fom computerised multimedia.
Multiple media packages are still common, especially in distance or open learning. An

understanding of their use and design is important during the investigation of multimedia.

In this section we consider the lessons that can be learned from the earlier forms of multi-

media and discuss each of the various component media looking at their particular strengths

and weaknesses and uses in education.

10
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2.2.2. The Role Of Print In Education

The traditional way of presenting and recording information, be it courseware or fiction, is

print. This section looks at the use of printed material in education, its strengths and

weaknesses and its role in multimedia.

‘Print’ technically speaking is anything produced by a printing press - including diagrams,
charts and pictures. It is normal to suppose that this is paper based, but if a wider definition

of print is taken to mean any textual information then text on the computer screen can be

considered also.

Print based material is a symbolic representation of language, though the language of print is
different in a number of ways than spoken language. Some of the strengths and weaknesses of

print are related to similar strengths and weaknesses in language. Carroll (1974) addresses

some of these complex issues.

Logistically, print has many advantages over other educational media: “it is the easiest
medium to design (single author), to produce (established publishing mechanisms), to deliver
(book shops and libraries), to handle (light and portable), to use (random access, contents,
indexes)” Laurillard (1993: 134). Given the current context of multimedia and the new
possibilities of electronic publishing, the logistical considerations have changed. However,

to establish print’s new role in multimedia it is necessary to consider its pedagogical

characteristics.

The ability of the student to be able to control the focus of the topic by re-reading, skipping,
browsing and selecting sections from the index or contents is noted by Laurillard (1993). The

student in this way can determine the pace and depth at which learning takes place.

This controllability also allows the author of print, such as an educator, to produce a concise
textual description of a concept. Writers have time to consider their words and the structure
of their sentences in more detail than they could in speech. Spoken language is necessarily
simpler since the listener is not able to control the flow, or re-read sections. Authors of the
printed word relinquish control over its interpretation once it has been published. For this
reason care must be taken during writing since the reader has discretion over reconstructing
the author’s original argument (Silj6, 1984). This control over the written word compensates
for the lack of cues in spoken language such as pitch, emphasis and rhythm that can help
gﬁide the reader towards a particular interpretation. For educational material an agreed

interpretation is normally desirable. This extra detail in text means that, while they cannot

be avoided, other interpretations can be minimised. For an extreme example see legal

literature (Carroll, 1974).

11
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The weakness of print lies in the fact that it is not interactive, adaptive or reflective, but
these problems can be overcome. As Laurillard (1993) points out, the British Open University
has achieved a form of interaction and adaptivity with techniques such as in-text questions
and activities and the provision of supplementary texts for students who need to spend more
time on an aspect of the work. The university chose to use these effective techniques because
of the necessity of using print for much of its distance learning. Perhaps if a medium that

provided interaction and adaptivity was as logistically viable as print this would have been

used instead.

Salomon (1979) finds that readers of print need to put more effort into the processing of the
material they read than they would if they watched the same material on video, and as a

consequence they make more mental elaborations and inferences. (See the section on video for

a fuller discussion of this study.)

Print is symbolic in nature and so can only present a symbolic description of the world to the
learner. Video, on the other hand, can go further towards providing a vicarious experience.
For presenting complex concepts and relationships, print’s static nature is good. While not

supporting functions such as interactivity, adaptivity and reflection directly (though it can
be designed to compensate for this) it is able to provide a detailed argument over which the

learner has fair control, and is a medium with many logistical advantages.

The presentation of text on the computer screen has disadvantages. Users find reading large
amounts of text from screen tiring and are unable to have the same tactile experience of the
text as they do when holding the paper in their hands. The other problem associated with
on screen text, particularly in hypertext, is that the author of the text writes ‘nuggets of
knowledge’, each node being self contained. This is an acknowledgement that the learner
will select a path through the material, so the author, instead of stringing an argument

together, provides a series of ‘screen-fulls’ that are not linked in the same way as

conventional text (Whalley,1990).

2.2.3. The Role Of Audio Visual Material

The use and power of audio-visual material has not been fully recognised in education. In
business and industry it has been better recognised and used more widely, from boardroom

presentations to rolling product demonstrations and workforce training. These types of

presentations are often as effective as video or film and share the same type of properties, but

are much less expensive to design and produce. Often photographic slides are synchronised to

cassette tape either by computer or by a special track on the audio cassette. The use of two or

more slide projectors enables smooth transitions between slides and some quite complex

effects. This kind of set up is particularly suitable for large presentations but allows little

12
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possibility for user control during playback - such systems may be paused to allow discussion,

but it is very difficult to skip forward or backward in the sequence.

The more common use of audio-visual material in education is to use an audio cassette in
combination with printed material. The audio cassette has much greater controllability. It
is possible to skip forward and backward, pause and repeat sections. It is even possible to use
the counter to index and find specific sections (though there are problems with this since the
counter does not give an absolute position and so needs resetting at the beginning of the
cassette each time). In addition there are many different counter systems on playback

machines making comparison between machines almost impossible.

The printed material accompanying an audio narration can consist not only of text but of
diagrams, graphs and pictures. The audio provides an easily interpreted narration that,
since it leaves the visual channel free, enables the learner to look at a diagram as the voice
tells them what they are seeing or what to look for. The use of narration here has parallels
with Salomon’s (1979,1984) and Cennamo’s (1993) descriptions of the ease with which the
visual input channel of video is decoded and interpreted, since this is a ‘real life’ process that
the brain can accomplish easily (see the section on “television’, for a full discussion of this).

A turther benefit is that spoken language on tape does not lose semantic information carried

by the reader’s voice, for example emphasis to signify that a particular point is important.

The visual part of audio-visual does not need to be printed material. Laurillard (1993) uses
the example of a geology course that includes a rock sample, where the audio talks the
student through the look and feel of the sample. The audio may also talk the students
through an action, such as cutting a piece of rock, or working with a specific software
package. If the results of the actions at each stage are known then the commentary can
describe the process. It is for this reason - that something changes in the ‘system’ as a

consequence of the student’s action - that Laurillard (1993) includes audio-visual amongst

interactive media.

Multimedia systems have the capability of including audio as another data type to Integrate

into a educational package. The use of on screen pictures and diagrams with audio from CD-

ROM is equivalent to the combination of tape and slide that has been successful in business,

where as the new medium offers a degree of flexibility to this type of system that was not

possible before.

2.2.4. The Role Of Video and Television In Education

This thesis considers the use of video in educational interactive multimedia. Though I will

refer to work written about broadcast television [ will do so only to draw out points relating to
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the use of video and avoid attributes that only relate to television. These include aspects

such as television’s immediacy and lack of user control.

At a purely technical level video captures moving low resolution colour images and sound
that may be replayed at the user’s demand. Modern video cameras can be taken almost
anywhere; they provide recorded visual footage of almost anything; they can be attached to
microscopes or telescopes. In fact anything that can be seen by some method can be video

recorded. Video can go even further than this and make it possible to see things that
otherwise would not be visible. Time lapse photography can be played back on video,

showing visually movement that otherwise would be too slow to see. Image intensifying
video cameras are used to see in light levels far lower than the human eye can operate in.
High speed recording enables us to see and analyse events that would otherwise happen far

too quickly to be seen. All of these abilities have implications for education, since the

educator can use this technology to show the student moving video pictures of almost

anything.

Video as opposed to television offers the possibility of some control. Viewers are able to

watch the video when they choose and have the ability to review the whole video, or

specific sections, as many times as they desire. The limitation with tape based video is the
time taken to wind the tape to the correct point, which at best is time consuming, but often
requires stopping and playing the tape to see where in the programme the tape is since the
tape counter is only relative to the tape position rather than giving an absolute reading

(unless the video player and tape is of sufficient quality to be equipped with a time code

track).

Video tape players additionally give the users the potential to visually play the tape at

various speeds either forwards or backwards, repeat a sequence or freeze the motion in order
to examine just one frame at a time. This degree of control can either be used by the teacher in

presentations or by the student to see for themselves specific material and to examine the

motion or detail of a still frame.

The above are technical possibilities for whichever types of material can be recorded, but the
actual usefulness of video depends on selection of appropriate material, the choice of
presentation format and the appropriate use of televisual codes for argument construction.

The appropriateness of the use of video as part of an educational course depends of the
specific strengths of video. Bates (1979) lists eighteen functions that video can be used for in

education. Bates does not attempt further analysis of the items he lists, since the list is
designed to be a reference in creating successful audio visual budget bids. Elements on his list

can be categorised as falling somewhere between the technical and constructed properties of

video. The technical aspects of video are items such as the use of "animated, slow-motion, or
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speeded-up film or video-tape to demonstrate changes over time." The constructed aspects
are those that do not rely purely on video's technical nature, but instead on the use of video's
grammar. Bates' list includes functions such as the ability to “change student attitudes [...] by
presenting material in a novel manner, or from an unfamiliar viewpoint”, to “ demonstrate
decision-making processes” and to" condense or synthesise into a coherent whole a wide range

of information which would require considerable length in print" (Bates, 1979: 5).

Bates’ list was drawn up by considering programmes that have been produced at the Open

University. Koumi (1991) using the same material, considers the educational roles that video

can play and lists three such roles:

motivational. Video can have the ability to motivate the learner. It can be used to construct
a narrative in video, to present a story using grammatical and televisual devices to
create tension, sympathy and suspense. Video can be motivating when the students
get to see real life examples of their work, being another way of connecting theory to
real world applications. The well practised rhetorical production techniques of
video for entertainment and advertising can also be used in video. If some enthusiasm
or fascination for the subject-matter is created then students will be better motivated

towards study.

cognitive. As well as being motivated, students can learn from video too. A narrative
structure can be built that takes the student from point to point in an argument
describing and illustrating each point with all sorts of visual and audible resources.
The complex grammar can be used not only to show the leamner various scenes, but to

guide the learner towards a preferred interpretation.

experiential. Video is able to fulfil experiential objectives “taking the viewer on a
(vicarious) field trip to an inaccessible location” (Koumi, 1991: 134). Using video it is
possible to bring together electronic representations of key items, places, action
sequences, people, data representations etc. Selected material taken from different

times and places can be shown to a student.

An important attribute of video for education is identified by Laurillard (1993). She suggests
"The power of television in the difficult trick of conveying a particular viewpoint on the
world is frequently underestimated.” and goes on to say "Television... is peculiarly able to
convey a way of experiencing the world, because it provides a vicarious experience through
dynamic sound and vision". Laurillard (1993:142) goes on to argue that video has a rhetorical

power and that since "academic knowledge is essentially rhetoric” educators should be at

liberty to exploit this rhetorical power of video.

Video, it would appear from the discussion above, has the ability to change attitudes,

motivate, convey viewpoints and experience, and promote meanings and interests. But how
15
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can video provide a substitute for direct experience of the world, or allow a student to

understand the viewpoint of the teacher?

Fiske states "Television does not "cause" identifiable effects in individuals; it does,
however, work ideologically to promote and prefer certain meanings of the world, to circulate

some meanings rather than others, and to serve some social interests better than others.”

(Fiske, 1987 p.20)

A look at the way that television represents and encodes reality may help to identify where
its rhetorical power lies. Video does not give a veridical window onto the world by which
the viewer can experience a version of what they would have experienced had they actually
been there. Through a number of devices and the nature of the medium, the image on the
video screen is not a true reflection of the world and reality. Fiske (1987:4-6) identifies three

levels of codes that 'reality’ passes through in order that it can be "(a) transmittable

technologically and (b) an appropriate cultural text for its audiences".

Firstly, existing social codes such as appearance, behaviour, speech and gesture that operate
on the level of ‘reality” are encoded electronically. Already these social codes have been
encoded by our perception since the way in which we make sense of reality is by the codes of

culture. But in video these elements are controlled and coded to varying extents by the video’s

producers. The ‘reality’ is encoded at a second level by representation. Encoding at this level
is twofold, first the technical coding effect of camera, lighting, editing, music and sound, and
then again with the conventional representational codes of video grammar such as narrative,
conflict, casting, setting and action. The video’s production is then encoded a third time at an
ideological level by its makers. In making the video the ideological perspective of the
programme makers is included, as Fiske (1987) points out in the context of popular American
TV “If we adopt the same ideological practice in the decoding as the encoding we are drawn
into the position of a white, male, middle-class American (or westerner) of conventional
morality.” (p. 11) It is during the reading of video or television that the mix of social,

televisual and ideological codes are combined to make a coherent, unified sense.

The encoding levels of ‘reality” and ideology are inescapable parts of any media

representation, though perhaps especially so in a ‘rich” medium such as video. The
techniques and devices that are used at the representational coding level difter between
media. Working at this level Salomon (1979) describes the use of these devices to manipulate
experience as ‘supplantation’. Devices such as the zoom in video can save the viewer from
mental elaborations. Salomon uses the example of the zoom from a wide shot into a specific
area as overtly supplanting the process of relating that area to the whole. What is of
particular interest to educators is the possibility of this supplantation modelling mental

elaborations that the user cannot perform. Laurillard (1993) uses the example of an educator
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who wishes to convey a complex theoretical idea, such as a Riemann surface. The use of
devices that supplant mental elaborations will help the learner. In the case of Riemann
surface Laurillard describes an example that uses trick photography to make a man seem to
get smaller as he walks along a radius crossing concentric circles which gradually get closer

together. This visual representation of the surface can bring the learner to a position of

understanding at which they could not arrive from words alone.

Salomon goes on to consider the possibility of devices (complex coded messages) that not only
simulate mental elaborations but in fact ‘short-circuit’ processes of elaboration, providing the
learner with the ready-made results of elaboration. While not dismissing this as a
possibility, he suggests that if an internal activity is short circuited it may prevent mental
elaboration altogether. Mental elaboration is the process by which new knowledge is linked

and stored in the learner’s mind. To completely short-circuit the process would be to go to far.

If missing or more effortful mental elaboration skills can be short-circuited by activating a
different set of more general or better practised mental elaborations associated with the
televisual device being used then perhaps this short-circuiting is where some of video’s
rhetorical power lies, and still may be useful to educators. If the televisual device can allow

the user to see a particular point of view, even if some of the mental elaborations involved in

getting them there have been short-circuited, then maybe this new position can still be used

to activate or build other mental skills.

Though Salomon (1979) offers some experimental evidence to support his theories, the work

falls into a large area of how learners interpret and code televisual grammar which is hard

to investigate, and consequently there is little research in this area.

Salomon (1979) cites Meringoff’s (1978) study that compares childrens’ understanding of a
televised story with a story read aloud. Children that had listened to the verbal story
generated more inferences and connected the story to more of their own general knowledge
than the children who had seen the video version. Salomon argues that video is more
congruent with the childrens’ internal representation (‘symbol system’). Simple video

requires the same sort of processing skills that are needed to interpret the everyday world

around us and consequently is easier to record. On the other hand, the processing that is

necessary to decode and interpret speech is much more complex and requires the learner to

draw upon their own memories and fantasies. The difference between the two indicates that

video requires less elaboration since it is more directly meaningful - “The pictorial system of

television allows (but does not require) shallower processing than a written story or a

verbally told one.” (Salomon 1979:p223).

This implies to the educator, who wants to ground the viewer in an argument quickly, that

the easier reading of television may be useful. However, if the educator requires the student
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to indulge in greater processing and elaboration, then the material needs to be designed in

order to direct the student to do so.

It is not uncommon for television viewers to be considered passive rather than active readers
(hence the ‘couch potatoes’ slur). This may be true to some extent with popular entertainment

television (though Fiske (1987) gives evidence against this), is it the same for educational

television and video?

When discussing educational television, Plowman says "Children (and some adults) often
believe that because it is ‘on television’ it must be real. The monitor gives the content an
authority which should be more open to question although rarely invites this.” Plowman
(1988). In educational television viewers are given little reason to doubt what is said and
accept it in good faith so that they may continue to follow the argument laid out before them.
The television or video program moves steadily on, and gives no time for contemplation and
construction of contrary arguments, especially where the viewer does not have much
knowledge or any previously defined beliefs about the topic. This may be of use if the video
is to be motivational, or is to bring a learner to a superficial understanding of a point in order
to build from there, but it is less useful if it is necessary that the learner has a good retention
of the argument (Thorson, Reeves & Schleuder,1985 ). If good retention of details is needed
then it is important to allow the students time after watching the video to collect their
thoughts and to review the argument. “Programs that provide pauses following complex
elements ... may provide time for perceptual processing and for viewers to make sense of the

message relative to their existing schemata before additional critical information is

presented” Cennamo (1993)

Salomon (1984) investigates the mental effort perceived and actually expended by learners
using video, in a comparison between print and television. The study was carried out with
sixth graders from a middle class school in the States. Two groups were randomly assigned to
work with either a video or a booklet. The booklet was carefully written to have comparable
content, humour and explicitness to the video. A week earlier the students had completed a
questionnaire designed to determine their perceptions of the media (e.g. low or high realism)
and their perceived self-efficacy (how easy / hard is it to learn from a book / video). After

they had used the material they completed another questionnaire to assess their amount of

invested mental effort (asking questions about how hard they tried to understand the film /
book) and to measure their achievement (both inference making and factual recognition). The
study revealed that the amount of invested mental effort of the student related to the
learners’ perception of the material and their reading skills. Video was perceived to be

“lifelike” and therefore easy, and the students’ perceived self-efficacy was high. This may

have led students to approach the material with less effort than they should have and

consequently to put less effort into processing and elaborating. This was confirmed as the
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achievement results for inference making were significantly higher for print than video.

Salomon’s study set no clear objectives for the learning. This is perhaps where some of the

problem lies.

Cennamo (1993) argues that the perceived effort of learning from video is dependent on the
characteristics of the learner, of their learning experience (Bordeaux and Lange, 1991) and
their cultural experiences (Beentjes, 1989, Salomon, 1983). Cennamo (1993) cites work by
Kunkel and Kovaric (1983), Beentjes (1989) and Salomon (1983) who show that the perceived

effort is further affected by the content of the task. Unsurprisingly some topics are perceived

as being more difficult than others.

“The amount of effort invested in processing a video-based lesson seems to be
influenced by the symbol systems employed by the medium, the complexity of the
materials, the structure of the program, the perceived purpose of the task, and

individual characteristics of the learners.” Cennamo (1993).

As well as the cognitive issues involved in learning from television, Koumi (1991) talks about
the use of television and video to motivate a student. “If the teachers can create an enduring
fascination for the subject-matter, the job’s almost over: the more the students love the subject,
the less help they will need in their studies”. Duby (1991), while looking at what
educational television and video might learn from existing television formats, suggests ways
in which the medium can motivate learners. Duby looks at television formats such as ‘Music
Video’, ‘Advertisements’, ‘Game Shows’ and ‘Documentary’ to see how it effectively
motivates and keeps audiences with these formats, and how elements from these formats

might be included in educational television without sacrificing the educational principles.

Video is not an interactive medium so is unable to provide feedback, remediation, and

individualised pacing nor can it adapt content to individual needs (Chen,1990).

Video would appear at first examination to have great potential. It is an informationallyv
rich medium that through a complex grammar is able to construct detailed rhetorical
narratives, provide experience, motivate and entertain. It can even supplant cognitive
processes. It is easy to see how some early proponents of educational film had such great

hopes of the medium. Video of course has shortcomings. It is a continuously running medium

that does not easily allow for reflection, though some Open University programmes prepared

for use on video rather than television do instruct the student to stop the video to reflect on

the section that they have seen though often these cues are ignored (Durbridge, 1982). By
providing a complete non-interactive presentation of sound, vision and narrative that is

easily interpreted, it does not readily invite mental elaboration by viewers who, while they
may enjoy following it, do not need to apply themselves to it. Itis a linear medium which

makes it difficult to access, control and search, and it is not interactive or adaptive.
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2.2.5. The Role of Computer Assisted Learning in Education

Another aspect of multimedia is the computer system that integrates and co-ordinates the

other media and provides an interactive interface to them. This section looks at computer

assisted learning in education. It covers the areas of free access databases, hypertext,

simulation and tutoring programs.

The merit in transferring an undergraduate text book from printed format to a computerised

format was investigated by Riding and Chambers (1993). Their study compared the paper

based version of a text-book to a version stored on CD-ROM. The CD-ROM version consisted

of a hierarchical structure so that the user could click on the chapter heading first, then sub
headings within the chapter and then read the text of that section. It was also possible to
access the material through a similar hierarchical structure based around an index of subjects.
The 40 undergraduate subjects who were due to study the material as part of their course were
randomly allocated between the two versions. The subjects working with the textbook were
reminded to use the book in a flexible manner and of the value of contents and index sections.
Both groups were given the same task of answering a number of questions that were designed
to test factual, interpretative, comparative and deductive understanding and both spent the
same amount of time working with the material. A statistical comparison between the two
versions, revealed that the students that worked with the CD-ROM were superior in all
question types apart from comparative questions (for which the lack of illustrations on the
CD-ROM, that were present in the original book, could be responsible). The success of this
conversion perhaps lay in giving the students greater access to the material. The text

whether printed on paper or on a computer screen remained unchanged in both content and

structure.

Hypertext takes the database search on text a step further. Where a search turns up sections

with matching text, the creator of hypertext can establish links between related ideas or

concepts. Accessing the information in this manner takes the reader on a non linear route

through the material of their own choosing and not in the way the original author of the text

could anticipate. This ‘browsing’, it is argued, facilitates "learning incidentally by discovery

and exploration” Jacobs (1992).

Jonassen (1990) goes much further than this almost haphazard way of learning from

hypertext asserting that hypertext can mimic the associative networks of the human memory

and that a semantic hypertext network developed by an expert or teacher in a subject area

will enable the user's mental knowledge structure to increasingly resemble the knowledge

structures of their teachers.

Such claims of leamning in this way have not been experimentally validated yet. In fact

there is some scepticism about their use. Whalley (1990) describes the notion that “the
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arbitrary ‘webs’ of facts in hypertext systems have much semantic significance” as mistaken.
He argues that the web structures of hypertext are not of the same order of complexity as
human semantic knowledge structures, and doubts that simple hypertext can solve the
conceptual problems involved in representing complex semantic knowledge structures or that

“the detailed hypertext web created by one individual has very little meaning for anyone

else.” (Ibid.: p63).

Hypertext systems do allow the user to be in control of their path and pace through the
information but as Mayes, Kibby & Anderson (1990) observe “One must ask whether, even

where the user is in control, simply navigating around fixed links will provide learning”

(Ibid.: p123)

Hypertext and database oriented computer aided instruction may provide user control but
they lack interaction - their activities are little more than page turning and browsing
(Hammond 1993; Laurillard 1993). Interaction requires something within the system to
change as a response to the user’s actions. Simulation and intelligent tutoring systems manage

this by providing feedback that reflects a change in their state due to a student action.

A further use of computer technology in education is ‘simulation’. “A computer-based
simulation is a program that embodies some model of an aspect of the world, allows the user
to make inputs to the model, runs the model, and displays the results” Laurillard (1993). The
simulation may model anything from a mathematical formula, the economy or a nuclear
power plant (Moyse, 1991). Simulations are particularly useful for representing complex
relations where it is not easy to express the relationship between the inputs and results
clearly. The simulation itself does not determine goals for the learner, though these may be
implied (e.g. generate power output to meet demand). It is the users who decide the topic
focus in determining which variables they set. The system does not judge the correctness of

the user’s decisions on input, but reflects the consequences of the input in its output. A series of

poor decisions in the power-plant simulation may lead to the plant shutting down.

A simulation may model only certain aspects of a system, or show the system from different
viewpoints. Moyse (1991) compares two simulations of a power plant - one a structural model
of the plant describing the flow of energy through the system, the other a ‘task-action

mapping’. His study shows that the two ways of modelling the same system allow the

learners to perceive the internal workings of the system differently.

In education, the same simulation may be used to follow different properties of the same
system - the teacher perhaps setting the goal (e.g. “find the parameters where the system is
stable” or “what happens if you can’t change the setting of steam-value ‘A’- how do you

compensate for the loss of pressure?”). Or this setting of goals may be done by the learners

themselves.
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Unlike database and hypertext based computer aided instruction, computer simulation is

interactive since the learner’s actions change something in the system that determines the

feedback.

A further form of computer assisted learning is the tutorial program and tutoring system. The

tutorial program is different from the other examples discussed so far since it embodies an

explicit teaching strategy. Laurillard (1993) lays out the basic design process for a tutorial

program as follows:
specify a learning objective,
offer a brief introduction to the topic,

set a task according to a strategy for achieving that objective,
interpret the student’s performance on the task,

use this to select the appropriate feedback,

use the student’s performance so far to select the next task.

The program should be defined to give students extrinsic feedback on their actions and to
adapt the tasks relative to the student’s actions and the overall goal. Unfortunately it is

rare to find tutorial programs that embody all these.

It has been suggested (Hammond,1993), that hypertext is perhaps useful as one of a set of
tools, with its own strengths, from the educational technologist’s toolbox to be used alongside

other techniques. Riding and Chambers’ (1992) work shows that given the specific task of

answering the given questions the free access database worked well. This must be due, in

part, to the system'’s ability to store, retrieve and manipulate information quickly and so
frees the learner from some of the drudgery. Simulations can have great flexibility in

allowing students to understand complex systems, but can not offer a specific teaching agenda
as a tutorial program can.

While there are many possibilities for the use of CAI in education, it is limited by its heavy

reliance upon abstract and verbal teaching and misses the richness of the dynamic visual
material of video (Chen, 1990). The technology of video disks allowed the controllability

and interactivity of CAI to be linked to a quick access video system in the form of interactive

video.

2.2.6. The Current Use of Video in IV

The early ‘80's saw the development of interactive video disks where the analogue video

signal was written onto the surface of a disc allowing quick access to any part of the video
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stored on the disk. Computer control was developed to link this ability with computer aided
instruction. Computer graphics and captions were later overlaid (genlocked) onto the image
for better integration. More recently new hardware (such as the Videologic boards) was
developed to include the video image on the computer's screen either as a full screen image or
a 'window' in the computer’s display. In interactive video, the inherent limitations of CAI
and instructional video have been overcome - the interactive capabilities of the computer and
the unique properties of video presentation have been brought together (Chen, 1990). In
describing the potential of interactive video, Duke (1981) says “[interactive video] combines
the rich and varietal sensory experiences offered by television with the detailed control

characteristics of computer-based learning”.

Floyd and Floyd (1982) define interactive video as “...any video program in which the
sequence and selection of messages is to be determined by the user’s responses to the material”.
The first training and educational video disks did little more than this. They involved users

watching a video sequence (e.g. of an angry customer) and at key points making decisions

which affected the selection of the next sequence.

Plowman (1988) suggests two common ways in which interactive video disks have been used in
the curriculum. The first is teacher led where the teacher takes advantage of the ability to
control and sequence good quality pictures and video clips. This teacher is already likely to
have enthusiasm and knowledge of computers, and to use IV as a resource for hundreds of still
and moving images and to adapt and modify existing programs for their own purposes (Duke,
1981). Teachers use the medium as a database to supplement teaching and retain control of
the multimedia and instruction of the students. The second way is student led: IV disks are

used as a resource base for audio and visual material which is accessed by the students as

required.

As discussed later, there is a debate over whether this type of use can be truly described as
‘interactive’ since the student is simply browsing the material: the system is not giving

feedback on the student’s actions. (Plowman, 1988; Laurillard, 1993).

A particular strength of interactive video is the way in which it draws on the video’s ability
to show a film representation of ‘real life’ and to involve the viewer in a fictional account of
events, via the computerised element of user determination over the course of events. An
example of this in action is the simulation interactive video program ‘Nightcall” produced by
ICI Pharmaceuticals. This disk aims to allow general practitioners to become more confident
in their management of patients with serious heart conditions. The simulation puts them in
the position of being called out to a patient suffering a heart attack at home. All the

consequences of the doctor’s decisions on managing the situation are simulated, and are also

reflected in the simulation of blood pressure and ECG trace of the patient, (Bayard-White,
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1987). The display of ‘real life’ ECG traces that respond to the doctor’s actions in a simulated

emergency environment provides a form of intrinsic feedback on the student’s actions.

Interactive video can be seen as a “blend of audio, visual and textual databases together with
computing technologies” (Bayard-White, 1987). This more appropriately describes the level
of its use today, such as that found in the study of PriceWaterhouse’s ‘TerminalRISK’

program in Chapter 3. Such systems go far beyond the original definitions of interactive

video, and have more in common with what is aimed for in multimedia - the seamless

integration of text, graphics, audio, animation and video - multimedia.

The continuing advance in computer technology has brought us desk-top computers with

powerful processors, large memories and vast data retrieval capabilities. Some practical
limits have been reached with high resolution 24bit monitors being able to display more
colours and detail than the human eye can distinguish, and 16bit sound producing sound of life
-like clarity. MPEG video compression can play back a full screen 24 bit video image at a full

30 frames a second. This means that many forms of existing media have an equivalent in the
digital domain. “Computer data will consist dominantly of fully integrated digital media -
sound, video, graphics, animation, speech and text” Heppell (1993).

Jacobs (1992) sees multimedia as being (in theory) the “seamless integration under computer

control of any text, sound, still and animated images, and motion video”. It is then the

computer control element that brings together the individual media to make multimedia.

CAI forms the heart of multimedia systems. The types of CAI programs discussed earlier

(database, hypertext tutorial, simulation, ITS) all form frameworks for the possible

integration of other media. Indeed types of CAI and multimedia systems may not need to fall

into any one of those categories, or may draw from any of them as the subject to be taught

dictates. It is because of this that the definition of multimedia becomes unclear. What is

clear is that the constituent media (print, video, audio-visual, CAI) bring together the
strengths of each medium with the capabilities of user control, large information storage,

interactivity and adaptivity. The resulting multimedia has great potential for education.

2.3. Pedagogic Features of Multimedia

The previous section highlighted several key features of component media that are

important for learning. This section considers how they affect the educational potential of

multimedia.
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2.3.1. The Role of Control in Learning

The necessity of allowing students greater control over their learning has been realised for
sometime. Gagné (1971) argued that "The site of learning is the individual” and that "For
this fundamental and unarguable reason, learning is individual”. It seems logical to follow

Gagné’s argument with one Laurillard makes:

There is no well-established reason to suppose that a program designer,
whether teacher, researcher, or programmer, knows better than the student
how they should learn. Therefore when we are designing materials for a
media that is capable of providing an unusual degree of individualisation
via student control, it seems perverse not to take advantage of it. (Laurillard

1987, 4)

In addition to this Taylor & Laurillard (1994) suggest the control over learning is important

in the students’ development: since it:

helps to cultivate a sense of ownership, and foster a mature, scholarly and
reflective approach to learning which will be valuable throughout life.

(Taylor & Laurillard, 1994; 11)

While increased learner control has great potential there are some pitfalls too (Taylor &

Laurillard, 1994). Students who are in experienced in a topic and / or directing their own

learning find difficulty:
in knowing how to ask the right questions and how to recognise appropriate answers
in specifying goals
realising the overall aims of the study

evaluating their progress
maintaining motivation.

Such problems may mean that the student becomes disoriented and loses interest or

enthusiasm for the topic.

Multimedia provides much greater opportunities for learner control than have been possible
with earlier media. The student not only has control over the depth, order and selection of
material but being interactive it allows an extra dimension in user control - there can actually

be a discourse between the learner and the interactive system. How does this new ability of

the media work and how can it be used advantageously?

In defining learner control, Barker (1990) identifies the following elements that are under the

user’s command: what is learned, the pace of learning, the direction learning should take,

and the styles and strategies of learning that are to be adopted.
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Laurillard (1987) makes a more detailed examination of user control of learning. In a
conventional classroom learning situation, the teacher has a constructed description of the

world and aims to transmit this knowledge to the student. Laurillard contrasts this didactic
model with a communicative model where knowledge is negotiated between teacher and
pupil. The teacher’s aim in this model is to facilitate the student’s development of their own
perspective on the subject. Students as a result also have more responsibility for the acquired

knowledge and their learning. This approach also gives greater credence to the student'’s

view of the world. In addressing the question 'can educational media operate in this

communicative mode?' Laurillard considers three aspects of control :

(a) learning strategy; can the student make decisions about the sequencing of the content and

learning activities?
(b) manipulation of learning content; the way a student experiences the domain being learned.

(c) description of content; can the student construct their own perspective on the subject?

The extent to which each degree of freedom may be included in an interactive multimedia

program will vary with the topic area being taught, but in general the more control that

learners have over the program, the more control they have over their learning strategy.

Hypertext allows a large amount of user control, but no interaction. The learner is left to
explore the material as they please. Plowman (1988) suggests that the students’ freedom in
governing their own learning may help their motivation; “Active learning has been

developed in response to cognitive, as opposed to behaviourist, theories of learning and

suggests that children learn most efficiently, and feel most motivated to learn, when they do
so through experience and their own discoveries.”. Hypertext does offer a high degree of
learner control though it does not help to set a learning objective. As Jonassen & Wang (1993)

observe “It has become increasingly obvious that learning from hypertext must rely on

externally imposed or mediated learning tasks -- that merely browsing through a knowledge

base does not engender deep enough processing to result in a meaningful learning”. They go on
to suggest that the reason for this is that hypertext is not engaging enough to result in more

meaningful learning. This could suggest that, despite the level of learner freedom available

in hypertext, without the element of a specific goal and interaction, the student will find it

harder to attend to the learning task.

User control allows students to work according to their own strategies, but giving the user
complete control, as in hypertext, leaves the learner floundering with little direction and

motivation. Some mediated solution is perhaps best, where learners are given control, but are

still in a didatic environment where they can access guidance and interactive exercises.
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2.3.2. Resource Based Free Exploration vs. Didactic Instruction

The quick random retrieval of material and large data storage offered by computer controlled
media has been exploited by the relatively new free exploration or ‘browsing’ modes of

learning as used in hypertext, database, and more recently in multimedia contexts.

Depending on the system, a user working through a hypertext database, may browse,

annotate and link information either as text, graphics, video or sound.

For this analysis I shall consider a basic hypertext system that links various sections of
information of different types through specified links and hot text. Ishall cover some of the

possibilities for improving on this after I have discussed some of the problems with this basic

system.

Academics have supported browsing as a way of learning (Jonassen & Wang 1993; Spiro &
Jehng 1990). With users following their own links and investigating areas which they find
Interesting they have some ownership of their learning. This added responsibility may be

good, but there are some problems too.

The first set of problems relates to the learner’s navigation of hypertext. A user can easily
get lost or disoriented in hypertext which may be quite large and consist of information of
which they often have little or no knowledge. Making useful decisions about their route in
such an environment is difficult. Taking a route may lead them to somewhere they did not
expect, or the text may be structured in a way that they had not anticipated. These problems
are compounded as the number of alternative options increases. Hammond (1993) compares
the experience to that of a computerised adventure game where users are uncertain about

what can be selected and what will happen next - “but at least it could be something

interesting and unexpected”.

The navigational problems relate to problems of the learners’ task goals. As Hammond
points out “learning can hardly be effective if learners merely ramble through the knowledge
base in an unmotivated and haphazard fashion” (Ibid.:52). The addition of learning goals
may direct the students’ learning to some extent, but can give rise to a further difficulty as

students find it difficult to match task goals to the hypertext structure. They are unable to
locate a specific bit of information and are unaware of how and where that information fits
into the structure, or of a route to get there. Learners with ill defined goals may search the
environment for clues of what to do next. Learners who are left to browse in this way without

guidance may be unable to ask themselves the right questions to motivate choosing the correct

routes.

A further important problem with browsing hypertext systems is the lack of user interaction

and engagement. Hammond (1993) points out that the “Material is there to be viewed, sure
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enough; but there is nothing to guarantee that the learner adopts a productive strategy for

understanding and remembering.”. No part of browsing requires the learner to actively think

about the material or the structure.

To overcome these weaknesses in navigation in resource based learning, it is important to

know “(1) Where you are in the network and (2) how to get to some other place that you know
(or think) exists in the network” Cronklin (1987). A third point to add is the need to know
where have you already been and what have you already seen. In some applications it is

also important to know how much have you done and how much more there is to go.

Consequently resource based material comes with various maps, searches and indexes.

Hammond (1993), in response to Ambron (1988) who talks about the way learners can “browse,
annotate, link and elaborate on information in a rich, non linear, multimedia database”, asks
“Do learners, or indeed teachers, really want to do this?”. There are situations in education
where there is a best path through the domain. Perhaps the users’ effective freedom should
be limited to a smaller choice of routes and activities. For example, where the sequence of

learning is important (each successive block building on previous ones), or where the educator

desires that the student learns a specific point of view

Didactic systems need not diminish the learners’ control over learning strategy. Many

provide guidance to the learners based on some measure of their progress and direct the

learner to sections specific to their needs.

Different learning situations and different subject matter will require access to the material
in different ways. Resource based material is useful as a multimedia reference for the

production of student work or as a tool to find some specific information or to achieve a clearly

specified goal. The success of the Riding and Chambers (1992) study is perhaps due to having
set the students specific questions to answer, though these questions aimed to investigate

different learning activities (see the ‘Computer Assisted Learning’ section from earlier in the

chapter for details).

There is a continuum between resource based learning and strict didactic systems. The style of

any educational system will depend on that particular application’s goals: “Different

learning situations may require quite different tutorial approaches and facilities” Hammond

(1993). The need for clear structure and defined goals is common to the success of these systems.

2.3.3. User Interaction / feedback

The notion of interactivity has already been raised a few times in this chapter. What does it

mean to be ‘interactive’? Can multimedia manage this feat? And if so, how?
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Plowman (1988) suggests that the word ‘interactive’ in ‘interactive video’ “suggests dialogue
and active relationships between people to promote learning in a positive way” [italics
mine]. She goes on to argue that perhaps the term 'interactive video' is often a contradiction
in terms for many of the programs produced since not enough consideration is given to learner
dialogue. She believes that IV is better used as part of an active learning curriculum, rather

than there being an interactive relationship between the student and the system.

4

If we consider Floyd and Floyd’s (1982) definition of interactive video: “...any video program
in which the sequence and selection of messages is to be determined by the user’s responses to
the material” then the system does respond to the user’s actions in that it controls the
sequence and selection of material based on the actions of the user. This is a step forward from
the system responding to the user’s selection of material as might happen in browsing a

database or hypertext.

Jacobs (1992) states, “The computer enables this mix of media [in multimedia] to be
interactive, as opposed to current broadcasting and publishing practices which for the most
part are aimed at a passive audience”. Though it is fair to say that broadcasting and
publishing are essentially one-way, readers of such material still remain active (Fiske,
1987), this activity does not make reading a book an interactive experience. It is the two-way
activity that makes the medium interactive. If the computer is able to make an active

response to the user and so create a kind of dialogue between the two then maybe multimedia

can earn the title 'interactive..

The nature of interaction between the learner and the medium will vary depending on what is
being taught and the design and capabilities of the system. Romiszowski (1993) uses
analogies of non computer dialogues or conversations to identify four types of interaction

which can take place between human and computer. He equates the four types of interaction

to existing instructional and educational methods.

The first type is between an instructor and student. The instructor gives a practical
demonstration and explains key points. The learner is expected to follow the demonstration
and explain the key points back to the instructor. The instructor gives feedback to correct the

learner’s performance. Romiszowski relates this interaction to the methodology used in

linear programmed instruction.

In the second comparison Romiszowski makes, the instructor not only corrects the student in
the areas where their response was below standard but will also show alternative examples,
analogies or other tactics. He suggests that this example of human interaction is analogous to

the branching model upon which most computer assisted instruction is based.

The third example of interaction is where the conversation is more student-led. The student

presents questions to the instructor who supplies the answers. The instructor is the
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information resource responding to the students requests which are based on the student's

understanding of the topic and current needs. Romiszowski relates this to a student-led

search of hypertext or hypermedia.

In the last example, the instructor, in responding to a student’s question, takes the student
beyond the original question. The instructor probes the student’s current understanding and
approach and extends the student’s knowledge with challenges, questions and extra

information. The instructor can decide how best to present the topic to a student on the basis

of knowledge of the domain and of the student’s performance so far. This is analogous to the

ideal intelligent tutoring system, though such systems have not been fully realised yet.

Romiszowski's appraisal of interaction relates to the depth of the learner's processing.

Whereas the first interaction described may be sufficient for some tasks, other more

complicated material would require the student and teacher to have an insight into each

other’s thinking. In the latter case, the fourth interaction example may be able to provide a

deeper level of processing.

Gagné lists ‘providing feedback’ as an important event of instruction, but media of the time
were unable to provide feedback beyond "defining the objectives of instruction clearly to the
learner, so that he will become aware immediately when he has attained each specific goal”

Gagné (1971). The notion of feedback is still central to learning, but now interactive media

are capable of providing a more direct response to the learners’ actions.

Feedback is central to the idea of interaction, as without some kind of feedback learners
would be unaware of the consequences of their actions. The feedback to an action gives some

kind of information about how the action affected the system. Given the right feedback the

user can adjust their next action accordingly. Laurillard (1993) identifies two forms of

computer response or feedback - ‘intrinsic” and ‘extrinsic’.

Intrinsic feedback is feedback that is a natural consequence of an action. Clear examples of
intrinsic feedback are easily found from the things we do every day. Laurillard uses
examples of a child’s actions while playing in water, of filling, pouring and emptying. The
intrinsic feedback of an action may not be an inevitable consequence, but only a natural one -

Laurillard uses “correcting pronunciation” as an example, since it “is a social norm and

feedback of this type is natural and probable” Laurillard (1993).

Extrinsic feedback does not happen as a natural consequence of the action, but as an external

comment on it. Extrinsic feedback does not happen at the level of the action, but at the level

of the description of the action. The child who receives intrinsic feedback, from the first

example of water play, by seeing the vessel empty onto the carpet, may expect the extrinsic

feedback, on the level of the description of the action from its parent, of disapproval. Many
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actions require more helpful extrinsic feedback than ‘right’ or ‘wrong’, in these cases the

feedback can carry information for the learner on how to adapt their action.

For a multimedia program to be considered as interactive, something within the program
needs to change as a result of the users’ actions, so that the user is doing more than just
browsing. As a result of the students’ actions there must be some form of feedback. Without

this feedback the students cannot know the consequences of their actions and so can not adjust

their consequent actions accordingly.

Designers of multimedia must consider which feedback they should give the learner since
feedback forms the computer’s side of the human/ computer dialogue. The right feedback can
encourage and guide the student positively. Incorrectly thought out feedback on student

actions may add to learner confusion as to the state of the system, and the progress of their

learning.

Educational multimedia and technology needs to support the learner. Multimedia is a

medium over which the learner has control and authority. If users are to be able to learn from

it they need a system which works as they expect, allowing the control they need and clear

feedback on their actions.

2.4. Structure of Educational Media

2.4.1. Video Grammar

Video and television are integrated media, combining sound, colour images and movement.
The long history of their development should provide a valuable basis for understanding
multimedia. As Heppell (1993) points out "Much of the early pioneer work in integrated
media owed a considerable debt to the narrative function borrowed from TV and cinema."

From a study of video's structure and development it may be possible to learn about and guide

the development of multimedia.

This thesis sets out to investigate how video can be used in multimedia, and how this new use
is different from its existing use in education. In order to examine both these questions we must

first look more closely at how video works and how it is structured. We can then re-examine

these questions from the perspective of multimedia.

Television and film are modern media, and it has been possible to chart their development in
some detail. Today we see many different forms and genres of film and television, from

education and documentary to soaps and westerns. Viewers have no problem using and

following the media. In the early days of film, the conventions by which we all understand

film had not been developed and even simple cuts would confuse the audience. "A society
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agrees or is taught to interpret some symbols with uniform meanings of everyone belonging to
that group” Arijon (1976). Over time and thanks to the adventurousness of the early film
makers, a language of film has developed, and is still continuously changing. It is this
language that is often referred to as the grammar of film and television. Like television and
video, multimedia is a new medium with a grammar of its own. As DeBloois (1982) observed,
interactive video “...is not merely a merging of video and computer mediums; it is an entirely

new medium with characteristics quite unlike each of its composites”. Since it is such a new

medium with a grammar of its own, readers of the medium will need to develop reading skills
specifically for this medium, even though users of multimedia will already have reading

skills for the component media. Plowman (1993) contends that “we are not able to transfer the
‘reading’ skills we have acquired from these media directly because this new combination
has given rise to a new form of text with which we need to become familiar”. The grammar of
multimedia will develop from extending the grammars of its component media just as the

grammar from early film developed from people’s understanding of theatre.

What, then, are the elements of television and film grammar? This question is not easy to
answer due to the nature of this grammar. While the audience has no difficulty

understanding the language of film, it is not a language in which they can express themselves

- even if they are given the necessary equipment and the knowledge to operate it. In fact film
makers aim to hide film's construction from the viewer. When talking about a simple cut,

Thompson (1993) says "when it is made correctly it is not consciously noticed".

There is also no formal description of the grammatical rules which form the language of
television, though a number of books (Arijon (1976), Thompson (1993), Davis (1969)) have

tried to describe elements of it so that the production skills involved may be passed on. On
the specifics of film grammar, Arijon (1976) points out "Few film makers have the ability to
rationalise their creative mental processes in the form of written, analytical theory."
Unlike the grammar of written English, film grammar does not have well defined rules and is
constantly in flux. It is perhaps because of the way in which video’s grammar is kept

obscured from the viewer and because of the continuous adaptation and breaking of

conventions that it is difficult to define a standard grammar analogous to that of ordinary

language (Ide, 1974).

It is possible to define the basic elements of film production as camera, lighting, editing,
acting etc. These elements can each vary in a number of ways such as: camera position and
movement, lighting colour and brightness, editing techniques, acting style and so on. Film
grammar combines these elements and their use in film production, to produce a common

socially agreed meaning. e
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Little research has been carried out to distinguish the elements of video and film grammar
which have changed as a result of video's new situation in multimedia, what new
grammatical elements exist, what happens to the old ones, and the creation of a new
grammar of multimedia. Indeed there has been little work that deals practically with video
grammar in education. Lin & Creswell (1989) examine the effect of the direction of the
presenter’s gaze and Bagget (1987) examines the role of an instructional film in teaching the
procedure of constructing a model. Baggaley (1980), through a series of experiments, looks at
various psychological functions of television presentation from image effects such as
peripheral detail through to musical accompaniment in a documentary film. These studies
tend to be too specific, relating closely to the particular experimental set up and therefore

offering little ‘theoretical” basis from which to develop an analysis of the role of video in

multimedia.

2.4.2. Narrative Film Form

The previous section discussed the idea of a grammar for the language of film. This section
looks at how grammar is used in film to create the film maker’s or educator’s arguments. A
much simplified view of film form is the idea that a film’s content must be carried in some
way. Bordwell & Thompson (1986) use the analogy of form being like a vessel, such as a jug,
that holds the content and shapes it, though they go on to discount this as simplistic. Since
film form is intertwined with content there is a continuum between the two. They describe
five types of formal systems: categorical, rhetorical, abstract, associational and narrative
films. The first four are regarded as non-narrative forms. They have had little use on
television and many people are not familiar with them, though because they are non

narrative, equivalent forms may become more common in multimedia in the future.

The idea of narrative film form is much more commonly found and understood and so is of

particular interest to educators and multimedia producers. "Narrative structures serve well

to introduce new material or to deliver an overview of contents” Heppell (1993). Bordwell &
Thompson (1986) define narrative as "a chain of events in cause effect relationship occurring

in time and space". Causality and temporality are the defining features of narrative, and are
present in all narratives. Cause and effect link a sequence of events (e.g. film shots) together
to become a narrative. Even without cause and effect it may be possible to see a relationship
or imagine a story between the same events yourself but otherwise the sequence of events will
appear to be random to the viewer. In fact the ability to extract some meaning from a series of

events that is not linked by a narrative structure is how many of the non narrative film forms,

such as associational and categorical films, work.
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If the essentially linear relationship of cause and effect over time is the basis of a narrative
then how can narrative be represented on an interactive medium such as multimedia?
Plowman (1993) draws attention to some of the differences in interactive video that will
affect the use of narrative. Although her comments relate to IV they can be equally applied

to multimedia. The narrative structure of interactive video differs from other media because:

The combination of video, text, animation, freeze-frames and voice-over is
unique;

Group discussion among IV users is an integral part of the experience;

Learners’ control of the path through the text leads to multiple narratives;
There is often a facility for repetition of sequences;

There is no fixed running time;

It is often possible to call up ‘help’;

It is task-oriented. Plowman (1993)

These differences make multimedia different from traditional media with which we are
accustomed to following narratives . The key difference is that the user has control over the

selection, sequence and pacing of the material within the constraints of the framework that

the program designer has set up.

2.4.3. Argument construction in video

Koumi (1991) sets out a framework for writing and evaluating scripts for narrative

educational television (fig 2.1). If this lays out a suitable framework for how educational

television should and does work then it should be possible to look at this later with

interactive / multimedia video in mind.

The three usage dimensions in section A are fairly self explanatory. The first dimension
section A.1 of the table ‘Target Audience’ are points that any educator or program maker must
consider in designing their material. Sometimes, for the medium of television it is as well to

point this out since unlike material designed for some educational use there are extra levels of

alienation between the educator - video producers/ editors and the viewer. Section A.2 points
to the consideration of how the video fits into the courseware as a whole - what
complementary material accompanies the video and what material the video complements.
The educational objectives (A.3) must be considered in the light of both the learning context

(A.2) and the particular strengths of video detailed above.

The structural considerations in producing effective narrative educational video lie around

points B.1 - B.4. Koumi (1991) asserts that B.2, B.3 and B.4 “are well-known by teachers: “Tell

them what you’ll do, do it, tell them you’ve done it".” Principle B.5 ‘Connect it’ though less

frequently verbalised by teachers is widely practised, and is especially important in video.
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B.1: ‘Make them want to know’ is also something any good teacher aims to do. Video, when

properly produced, can also do this very well.

The hook (B.1) is an important part of television production, the aim being to hook the
viewer with an idea or interest and then keep them hooked throughout the programme - and

normally, for broadcast, keep them between programmes too, (Fiske 1987). The need for these

types of motivational tactics is not the same for educational television since it is hoped that

the student already has some interest in following the program. Hooks within the
programme are still important if it is necessary to keep the learners’ attention and especially

if the educator desires that the learner sympathetically follows the argument put forward.

Signposts (B.2),(again fairly self explanatory) are a very important function especially in
educational video. There are a number of ways to lay out what the viewer is to expect. This
can help the viewer focus their attention on the points that are important and allows them to

see where the programme is heading. This also has a motivational role since signposts can

act as hooks too.

The third section in Koumi’s framework for educational television suggests considerations
involved in the presentation of the argument. In the first point in this section (B.3) Koumi
talks about considerations in presenting the argument through video and the need to do it

with sympathy. In the section ‘texturing the story’, he only describes the benefits of
providing ‘Structural Pacing’.

The second part of section B.3 is more self explanatory. The need to repeat, re-exemplify and

contrast points has much in common with other media.

The last section of B.3 deals with the idea of sensitising the learner. The aim is to be able to

direct the user’s sympathy and attention to the material and points that the educator feels
are important. This can be done in ways such as using a consistent style to allow associations

between different points, careful use of musical styles and sound eftects, and changing the

mood and approach.

After presenting a key argument point to the learner, section B.4 deals with the importance of
telling them ‘what you have done’. At the end of a video section an effective educational
video program should help the viewer consolidate what has gone before. Koumi draws the
parallel of closing the book at the end of a chapter: the viewer needs to know that the
argument point has been dealt with and can be “labelled and fiI_ed away in the viewer’s

mind, which is now cleared to receive the next topic”. Other types of consolidation may go

back into the section to recapitulate or summarise.

Sections or arguments in a video need to be linked together in order that the story flows and

that the overall argument and structure make sense. Also if the connection between the
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previous section and the next is clear then the viewer has saved some effort trying to do this

themselves. This effort can be better applied to interpreting the key points of the new

section.

In the final part of his framework for narrative screen writing, Koumi considers the
relationship between the viewer and the video producer and educator. The producer “has to
‘feel with’ the viewers, trying to predict what they are thinking and looking at on the

screen” as well as having “to ‘feel for’ the viewers as thinking human beings who must not be

totally led by the nose but should be given the opportunities for independent thought”.

To work with the viewer the producer has to use pictures that reinforce the words and vice
versa. The script cannot be written before the appropriate video footage has been selected, or
the video sequence selected before the words are written. The process has to be one of
negotiation and revision. The producer must work within the learners’ understanding of

televisual codes - ‘Video’s grammar’, and consider the users’ attention span and ability to

accept their load, pace and depth.

In contrast to this, the producer must also accept that no two viewers are the same and must
cater for different abilities and interpretations. The ways of doing this are listed in C.2. The

viewer must be encouraged to contemplate and evaluate the material since this reflection and

processing is part of learning. Koumi suggests one way of doing this is by not allowing the
words and pictures of a sequence to match exactly. If during a sequence the narration matches

the action exactly then this is uninspiring and directs the viewer to one reading. If, on the

other hand the information from the visual and audio gives slightly different perspectives
then in reconciling the two the learner is encouraged to be more analytical. This approach

also allows more room for viewers with different experience and pre-knowledge to read the

‘text’.

Koumi acknowledges that this framework is untested, but it does represent his and other
producers’ work. Much of it is also in accord with the work on grammar and editing by such
writers as Arijon (1976), Davis (1969),and Thompson (1993). The framework is certainly a

useful guide to how many educational television programmes are designed and work, and

should be useful therefore in determining some of the issues involved in how video may be

used in multimedia.

2.5. Multimedia Design Theories

2.5.1. Instructional Design

A multimedia environment is able to support a range of different ways of allowing the student

to learn. So far we have discussed the potential of the component media in multimedia. Here
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we shall look briefly at how learning takes place in order that ways of using multimedia in

education can be examined.

Gagné (1971) details the important events generalizable in instruction and learning of facts.
His analysis of learning has been generally accepted as a foundation by many educators of

today. Gagné lists the six most important events as the following:

1. Gaining and maintaining attention. Gagné suggests devices such as change, novelty and

appeal to dominant interests, as being ways to attract and maintain attention. In order to do

this it is now possible to add activities such as interactive demonstrations and solving

problem:s.

2. Insuring recall of previously acquired knowledge. The interpretation and subsequent
integration of new knowledge structures with the old requires the constant review and

updating of existing knowledge. Multimedia can present the same information with a

variety of media enabling greater scope and variety .

3. Guiding the learner. Gagné talks about the verbal or visual material that provides “cues”
or “hints” towards new principals and refers to Ausubel’s (1963) ‘organisers’; the idea being to
provide “the learner with a meaningful structure before he attempts to learn a new principle”
and to the use of questions. This stage relates to the use of attainable learmning goals based on
the structure of the material. These goals are either set by the educator (within the
material), or are defined by the skilled learners themselves. The more explicit structure that
multimedia offers can assist learners to achieve their goals and to set new ones. The

adaptive possibilities in multimedia and its many media offer a larger palette of “cues and

hints” that are more capable of guiding the learner towards new principles.

4. Providing feedback. Learner’s need feedback on their accomplishments in order that they
can gauge their progress. Gagné suggests that the feedback comes by way of either the
educator or learner defining clear objectives for learning that are evident when they have
been attained. He notes that textbooks and other media of the time badly neglect this
instructional function. Interactive media has vastly widened the scope for useful feedback.

This will be discussed later elsewhere in this chapter.

5. Establishing conditions for remembering the learning through practice. Gagné suggests that

there needs “to be a carefully designed series of problems to which application of the newly

learned principle is made”. He relates this process to Ausubel’s (1963) “integrative

reconciliation” in which new ideas are compared and contrasted to related ones which have
been learnt previously. It is this sort of processing of material that is associated with the
depth of processing dealt with later in the section. Multimedia makes possible the

integration of computerised simulation, where the learner is able to test newly learned

knowledge in a simulated environment. Knowledge can also be practised in a series of
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computer assessed tasks, and weaknesses in the students’ performance can be targeted with

extra tuition or questions.

6. Assessment of outcomes. Gagné recommends that the “outcomes of learning and remembering

need to be assessed frequently” with perhaps a “five minute daily or weekly quiz”. Gagné
(1971) does not make clear the benefit of these quizzes to the learner, but certainly it exists in

the later review with consolidation of learning (Buzan, 1989). The monitoring of a student’s
progress is now not only possible through computerised tests, but can be recorded during the

time that the learner works with the system.

It is not only important to determine what learning activities are important and how
multimedia can support them, but also to understand how students learn from media. The

future classroom equipped with access to large multimedia databases will require even less

emphasis on remembering large amounts of factual information. Instead the mental tools to

access and process the available information are what will be necessary for the students to
learn. Such skills as problem solving and lateral thinking are transferable. Time spent on
specific, and often changing facts could perhaps be spent more usefully elsewhere. Since such

skills are desirable how can they be promoted in multimedia?

Salomon (1979) takes a closer look at how students learn from different media and suggests
how different media may have different cognitive advantages. He argues that different
media have different symbol systems that code the educator’s message. Different symbol
systems are appropriate for encoding different sorts of information. Decoding the symbol
system activates different skills depending on the learner’s existing skills, and on the
similarity between the learner’s existing internal coding methods and the original external
coding method. This may make the internal re-coding and knowledge extraction easier or

harder, or may enable the learner to gain different elements of information. Once the

material has been re-coded it can be elaborated internally. The more elaboration, the more

the new material will connect with existing schemata, so making more memory traces as well

as enriching the accrued meanings.

Perhaps of importance to multimedia is the idea of explicit and implicit learning. Hammond
(1993) describes explicit knowledge as knowledge that can be expressed directly by the
individual, either by using words or some other form of expression. Facts and rules are
explicit knowledge. “Implicit knowledge cannot be described directly, but its presence can be
inferred from the person’s actions” Hammond (1993). Skills and knowledge of structures are
an example of implicit knowledge. Hammond relates the two types of knowledge to the two
forms of knowledge representation: declarative and procedural. Declarative knowledge

(knowledge of facts) is expressed explicitly, and procedural knowledge is normally expressed

implicitly and learnt through performance. Of interest to multimedia producers 1S the idea
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that by browsing or working with a program the learner can learn implicitly as well as
explicitly. Unlike more conventional media, multimedia supports a far greater range of ways
of representing implicit knowledge since it allows the practice of procedures and includes

video that is able to display actions and events in a way that other media cannot.

The level at which a student processes the material to be learned is of importance to
educators. “A cursory browsing of materials will result in shallow processing, few mental
elaborations and poor retention” (Hammond, 1993; 54). Marton & Silj6 (1984) suggest
different levels of learning were responsible for students having qualitatively different ways
of understanding the same text. Their conclusions come from a qualitative study in which
they gave students a passage of text to read and then followed it up with questions about the
content and to assess how they tackled the task. It transpired that some students were
focusing just on the text or what the text was about, while others thought beyond the text to
consider the intentions of the author, the main point, and looked to what conclusions could be
drawn. During the design of courseware the educator needs to encourage the latter, deeper,
approach rather than the former, surface level approach. The learner needs to be able to

recognise relevant information and should be encouraged to process it at some depth.

Also of importance in the design of multimedia is task orientation or the setting of learning
goals. The user’s interpretation of the alternatives and information offered by the computer
will depend on the user’s own objectives and prior knowledge. Consequently the availability
of information is not enough since misinterpretation can still occur. To counter this, Hammond
(1993) suggests that, as far as possible, learning materials should be structured in a task-
based fashion. Jonassen & Wang (1993) also note the importance of setting goals in the use of
hypertext. Although the technology of hvpertext is a form of information retrieval, this is
not sufficient for learning. “When the goals of accessing information require deeper

processing, then deeper processing is more likely to occur” (Jonassen & Wang,1993).

The students may recognise the goals which the teacher sets for their learning, but may have

different aims. These could include the completion of sufficient work to satisfy the teacher in

order that they are able to do something else. Even if the more dedicated learner shares the

same goal as the teacher, their understanding and interpretation ot what is necessary to

attain the goal may well be different.

The educator can only go so far in constructing and laying out a structure and argument to
enable the student to grasp a particular conceptual element of a topic and can only facilitate
learning, ensuring that the material is of a sufficient pedagogical standard. The students
must be prepared to contribute themselves by creating their own links to their experience, and

by reflecting on the structure of the teacher’s discourse, thereby practising the representation

of their description of the world in the relevant academic language (Laurillard, 1993a).
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2.5.2. Structural Design

This chapter has so far looked at the various component media, the user’s interaction with

the media and includes an analysis of the structure of film and video. This section takes a

closer look at the structuring of the pedagogical material.

Like video, traditional media in instruction have been largely linear (e.g., textbooks and
lectures) (Spiro, Jehng, 1990). This linearity of delivery does not necessarily equate to
linearity of subject matter or argument. Whalley (1990) points out that though text is

superficially linear, authors may create rich and complex relational structures with forward
and backward references and adjuncts. But even with this non-linearity of argument structure,
traditional media have had to deliver the argument through their inflexible linear
constrictions. Computer assisted learning systems such as multimedia allow non linear access
to a subject domain. This of course does not mean that the learner is subjected to more than one
point at a time. Indeed the learner's path through material will mean that they encounter
one point after another as in existing linear texts, but this time the path is of the learner’s
choosing. Spiro and Jehng, (1990) point out that it is likely that the learner will "revisit the
same content material in a variety of different contexts, with each visit bringing out
additional aspects of that content's complexity that are missed in the single pass of linear

coverage" (Ibid.: 163). They suggest that this type of random access instruction’ is

particularly suitable for complex content.

Linear media are suitable when the subject matter is well structured and fairly simple, but as
the content increases in complexity and the structure becomes unwieldy then important
information may be lost. In fact, Spiro and Jehng advocate this; their random access
instructional system is due in part to the application of ‘Cognitive Flexibility Theory’. The
theory suggests that learners have the ability to spontaneously restructure their knowledge

in many ways as an adaptive response to changing situational demands. It states that this
ability is a function of both the way in which knowledge is represented (along multiple

rather than single conceptual dimensions) and the processes that operate on those mental

representations. This restructuring of knowledge is supported in their 'random access
instruction’ hypertext example which is a complex literary comprehension of Orson Welles’

‘Citizen Kane’. The program seeks to let the learner explore and understand the multiple sub

thematic (and sometimes contradictory) themes that the film contains.

The program itself is structured by way of a number of mini-cases, each representing a focal
learning point. The overall structure of the links between cases is undefined and flexible in

order that the learner can establish their own links, thus avoiding “the premature ‘closing

down’ of the interpretative process as soon as one account is identified”(Ibid.:186). This
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deconstruction widens the possible reconstructions as learners chart their courses through the

material.

The hypertext allows the learner to approach the material from many directions; each
exploration path producing a different interpretation of the text. This multi dimensional
reading of the same text is supported by multi dimensional conceptual representation of
knowledge in the learners who actively restructure their knowledge for each different
approach on the material. The result of this type of learning is that the learner is able to see
Citizen Kane from a large number of valid perspectives. Each new mini-case adds to “a kind
of ‘stereographic’ representation - the multidimensional fullness of the content is increasingly
approximated with each additional perspective that is presented”. In addition to this, the
learner also builds up “a picture of the interrelations among the thematic perspectives” and a

“deeper understanding of complexity and nuance, understanding that provides learners with a

basis for going beyond what was explicitly taught.”(Ibid.:203).

Unfortunately such claims have not been substantiated yet with experimental work. It is
possible to see how the described system might function for Citizen Kane, but even among
films Citizen Kane is often selected because of its complex structure and polysemy and as such
it is atypical. Though this type of reading of a text may allow many interpretations,
students of different backgrounds and ideologies will still come away with a ditferent set.
Educators may want more control of specific readings of a text over others. Indeed often, even
in complex subject areas, specific interpretations may be desired. In such situations there may
be the need for more explicit sign-posting and structure, though such programs still want to

facilitate the learner’s freedom in tracing their own most suitable route to that point.

As the material becomes more complex and the possible ways of accessing it increase its
structure needs to be clear. If the learners are to navigate through unfamiliar knowledge then

it is fair to expect them to need some guidance, if they are to know which direction to go, and

are to choose a suitable destination.

The structural aspects of hypertext have been discussed in the ‘Computer Assisted Learning’
section earlier. The claims that hypertext structure mimics the internal semantic knowledge
of the expert, and that through browsing of the hypertext the student too might integrate

this structure into their own knowledge (Jonassen, 1990), are bold and as yet unproven.

From a study of how learners understand video programmes, Laurillard (1991) found that
learners understood a text in terms of its examples and component points, rather than having
a full understanding of how these elements relate to the main point. She suggests that this
may be due to the learners being unable to clearly discern the structure and ignoring cues that

would reveal it - assuming a linear rather than hierarchical structure. From this study

Laurillard finds that learners were more able to distinguish the main point in programmes
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that were structured so that more time was spent dealing with it, or in programmes that

returned frequently to the main point.

Having examined how learners acquire structural knowledge while working with
semantically structured hypertext, Jonassen & Wang (1993), (similarly to Laurillard) note

that learners recall structural “micropropositions (detail) more readily than
macropropositions” (p. 18). They found that by merely presenting structural information
learner’s structural knowledge acquisition did not increase but this could be achieved by

making learners focus on structure during their work. They also note that this awareness of
structure should not have to be directed but should be one of the skills of a literate reader of

hypertext. Experienced readers of hypertext may learn to take note of structural information

as well as detail.

It appears then that an explicit structure is not enough for learners to have an understanding
of the whole argument but that the text needs the right type of structure (Laurillard,1991).

More reader experience of reading this type of material may also be of benefit.

2.5.3. Media Considerations

From the discussion above it is clear that each of the media has particular strengths and
weaknesses. The ideal of multimedia would be to bring all these component media together
in the creation of a new medium that draws from the particular strengths of each of its
components. The result would not be a new medium that would automatically solve all
educator’s problems; far from it, it would just be a new and particularly flexible medium with
its own strengths and weaknesses. Within a multimedia environment a key issue would be
which of the component media should carry which part of the educational argument. This
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