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Abstract

The quality of quantum information processing devices has been improving at an un-
precedented speed. How to faithfully represent the quality of these devices has become an
increasingly imminent problem. In this thesis we focus on two aspects in representing and
characterizing quantum devices. First, we discuss why most conventional quality metrics
are not in principle appropriate to quantify experimentally-determined representations of
gate-set elements, due to a gauge degree of freedom in quantum experiments. We then
propose an operational quality measure for a gate-set and discuss its usefulness in repre-
senting degree of errors and improving experimental control. Second, we develop a protocol
that separately and unambiguously characterizes state and measurement errors, relying on
high-quality quantum gates. By integrating a method called randomized compiling, we
derive a favorable upper bound for the effects of gate errors on the estimated parameters,
and numerically demonstrate its performance in the presence of an adversarial gate error.
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Chapter 1

Introduction

Quantum computation is a novel computational approach that utilizes the laws of quantum
mechanics [1]. It is capable of solving certain important problems much faster compared to
all currently known classical algorithms [2, 3, 4]. The task of building a reliable quantum
computer has become an increasingly important task in the past two decades.

Quantum computation requires a different architecture compared to classical comput-
ers. In the circuit model of quantum computing, a computational task is divided into
preparing a certain state, performing particular quantum gates to transform the state,
and making a final measurement of the resultant state. Since the degree to which we can
perform these operations with high fidelity is the key to achieving successful computa-
tion, every one of these steps contributes to the final success rate. In order to improve
experimental control, it is crucial to be able to faithfully detect errors in a quantum infor-
mation processing (QIP) device. The word faithful is key to our discussion here: first, if an
error-identifying protocol incorrectly assigns the non-ideal behavior of a device to a wrong
component, it can cause unnecessary confusion when one tries to make corrections to lower
the error rates. For example, one could waste both time and money trying to improve the
quality of a single photon source for months, before finally finding out that it is actually the
miscalibrated detector that gives undesired results. Second, if the protocol underestimates
the severity of errors, it may result in unexpected failures in computations. Up to today,
quantum gates that are claimed to be close to or surpassing the fault-tolerance threshold
for certain error correcting codes have been reported in many platforms including super-
conducting qubits [5], quantum dots [6, 7], trapped ions [8], and solid state nuclear spins
[9, 10]. However, it has also been pointed out that there may be mismatch between the
claimed numbers and the truly desired theoretical figures of merit [11].
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The focus of this thesis will be on methods of representing and detecting errors in a QIP
device. The main contribution of this thesis is as follows: first, we address the problem
of whether any gauge-invariant quality metric reported in a tomography experiment can
be fully trusted, with a negative answer. We also propose an alternative distance measure
for a gate-set which depends on measurable quantities only, and discuss its usefulness
in characterizing and calibrating QIP devices. These aspects are discussed in Chapter 4.
Second, we provide a protocol to separately characterize state and measurement errors, and
derive bounds on the parameters which can be estimated independently of their errors. We
show its performance by simulating it numerically in the presence of an adversarial gate
error, demonstrating its experimental reliability. These aspects are discussed in Chapter 5.
In addition, in Chapter 2 we define the necessary mathematical concepts that are relevant
in quantum information. A short review on different protocols that aim to characterize a
quantum device is given in Chapter 3.
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Chapter 2

Mathematical Background

We introduce some important mathematical concepts that are used in this work. Notations
used here largely follow the ones in [12], which is also the main source, although multiple
adaptations exist. This section also references the “Mathematical Background” chapter in
the thesis by Puzzuoli [13] and the “Introduction” chapter by Magesan [14].

2.1 States

Quantum mechanics allows us to describe states of objects using vectors in a Hilbert space
Hn with dimension n, which is isomorphic to the complex Euclidean space Cn equipped
with the Euclidean inner product 〈·〉. Defining a standard basis ei for Cn which is a column
vector having entry 1 at position i and 0 elsewhere, it is easily seen that 〈ei, ej〉 = δij, and
any vector can be defined in terms of its components in this basis. Under Dirac’s notation,
the vector is typically represented as |ψ〉; in component form, this can be written as
|ψ〉 = ψiei where the summation is implicit through the Einstein convention. For every such
vector one can define its conjugate transpose denoted as 〈ψ|: specifically, 〈ψ| = ψ∗i e

T
i where

the superscript ∗ denotes complex conjugate. The inner product is given by 〈ψ, φ〉 = ψ∗i φi,
which is represented in Dirac notation as 〈ψ|φ〉. In quantum mechanics, this number is
regarded as the overlap between the states represented by |ψ〉 and |φ〉.

The outer product between two vectors |φ〉 ∈ Hm and 〈ψ| ∈ Hn is given by |φ〉 〈ψ|.
This forms a (linear) operator in the space we call L(Hn,Hm), which takes vectors in Hn

to ones in Hm. We will often shorthand L(Hn,Hn) as L(Hn). An important class of
operators in L(Hn) are Hermitian operators, denoted as Herm(Hn,Hm): an operator A is
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Hermitian if A = A† where † denotes the conjugate transpose of a matrix. This family of
operators are of particular interest because it is a postulate in quantum mechanics that
all physical observables are represented as Hermitian operators. Note also that Hermitian
operators have real eigenvalues, which enables us to discuss its spectrum being positive
or negative. Among Hermitian operators, those with non-negative eigenvalues are called
positive-semidefinite operators, denoted as Pos(Hn,Hm).

The space of operators L(Hn,Hm) can be made into an inner product space with the
following definition:

Definition 2.1.1. The Hilbert-Schmidt inner product between two operators A,B ∈
L(Hn,Hm) is defined as

〈A,B〉HS ≡ 〈A,B〉 := Tr
[
A†B

]
(2.1)

A quantum system can be composed of different subsystems. A composite system lives
in the tensor product space of sub-Hilbert spaces, denoted as

⊗
iHi, with a dimensionality

equal to the product of that of all subsystems. If two Hilbert spaces Hn and Hm have
bases vectors {|φ〉i} and {|ψ〉j}, then the tensor product space Hn+m = Hn ⊗ Hm has
bases {|φ〉i ⊗ |ψ〉j}.

2.1.1 Density operators

In addition to pure states described by a single state vector, one may also consider a
statistical ensemble of quantum systems, each in a different pure state: in such cases the
state of a single system in this ensemble cannot be represented by any particular state
vector anymore. Such states are called mixed states and can be described by a type of
Hermitian operator called density operators, defined as follows:

Definition 2.1.2. ρ ∈ L(Hn) is called a density operator if

ρ ∈ Pos(Hn), Tr(ρ) = 1

We denote the set of density operators in Herm(Hn) by Dn.

Every ρ ∈ Dn can be written as the following linear combination

ρ =
∑
i

pi |ψi〉 〈ψi| (2.2)
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where |ψi〉 forms a complete basis for Hn, and the pi’s correspond to the weights in the
statistical ensemble. In particular, for every pure state |φ〉 ∈ Hn, there is a unique density
operator ρ = |φ〉 〈φ|, which is a rank-1 projector in the space L(Hn). One may define
the purity of ρ as Tr(ρ2), based on the observation that this number is 1 only when ρ
corresponds to a pure state, and is less than 1 if it is a mixed state.

The most fundamental computational units in quantum information science are two-
level quantum systems, or qubits. The state of a qubit can be described by a density
operator ρ ∈ Herm(H2). A particularly well-known basis for Herm(H2) is the set of Pauli
matrices including the identity matrix, which has the elements

σ0 =

(
1 0
0 1

)
, σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
The above set is often referred to as the single-qubit Pauli matrices, denoted as P1. It can
be easily verified that this basis is orthogonal with respect to the Hilbert-Schmidt inner
product, and can become an orthonormal basis if each multiplied by a normalization factor.

2.2 Measurement

Measurements play an important role in quantum mechanics since all quantum phenomena
are detected through some form of measurement. Unlike classical measurements, quan-
tum measurements can potentially change the state of the system being measured, and
non-commuting measurements have precision limited by the uncertainty principle. The
most general formalism for quantum measurements is the positive operator-valued mea-
sure (POVM) formalism: mathematically, a measurementM is described in terms of a set
of measurement operators Mi ∈ Pos(Hd), satisfying∑

i

Mi = 1Hn (2.3)

where 1Hd denotes the identity operator in Hd. These operators are indexed by their
corresponding outcomes i. For a system originally in the state represented by ρ ∈ D(Hd),
Born’s rule states that the probability for obtaining the outcome i is given by

pi = Tr[Miρ] (2.4)
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This defines a valid probability distribution because pi ≥ 0 ∀ i, and
∑

i pi = 1: the second
condition holds simply because ρ ∈ Dn, and

∑
i

pi = Tr

[∑
i

Miρ

]
= Tr[ρ] = 1 (2.5)

To show that the first condition holds, we decompose the Hermitian operators Mi and
ρ using the spectral theorem:

Mi =
∑
k

mi,k |ψk〉 〈ψk|

ρ =
∑
j

rj |φj〉 〈φj|
(2.6)

where 0 ≤ mi,k ≤ 1 and 0 ≤ rj ≤ 1 are the eigenvalues of Mi and ρ. Therefore

Tr[Miρ] = Tr

[∑
j,k

rjmi,k |φj〉 〈φj|ψk〉 〈ψk|

]
=
∑
j,k

rjmi,k|〈φj|ψk〉|2 ≥ 0

(2.7)

since every term in the sum is non-negative.

2.3 Evolution

A quantum system can evolve from one state to another. This evolution may be described
by a linear map from L(Hn) to L(Hm), a set which is denoted as T (Hn,Hm). In particular,
we will shorthand the set T (Hn,Hn) as T (Hn). For a process to be physically allowed, we
require that a map Φ ∈ T (Hn,Hm) satisfies the following properties: for all A ∈ Hn+k and
A ≥ 0,

(Φ⊗ 1L(Hk))(A) ≥ 0 ∀k ∈ Z+, Tr(A) = Tr(Φ(A)) (2.8)

where 1L(Hd) denotes the identity map from Hd to Hd. We call any Φ that satisfies
the above property a completely-positive, trace-preserving (CPTP) map, also called a
quantum channel whose set is denoted as C(Hn,Hm). This definition is based on realistic
consideration that any physically allowed process acting on a valid state must return a valid
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state, and this must hold whether we consider the state on its own or being part of some
larger system. A CPTP map is the most general description of an evolution happening on
a quantum system with no initial correlation with the environment [14, 1]. Naturally, maps
that satisfy only the first condition are called completely-positive (CP), and the second,
trace-preserving (TP). We summarize the canonical constraints regarding representations
for quantum objects: that states are represented by density operators, measurements by
measurement operators, and gates by CPTP maps.

Given a map Φ ∈ T (Hn,Hm), there exists a unique adjoint map Φ† ∈ T (Hm,Hn),
defined through the following equation:

〈A,Φ(B)〉 = 〈Φ†(A), B〉 ∀A ∈ L(Hm), B ∈ L(Hn) (2.9)

Next, we introduce some of the most common representations for quantum maps that
are relevant to this thesis.

2.3.1 Kraus representation

The effect of every linear map Φ ∈ T (Hn,Hm) can be written as

Φ(ρ) =
∑
i

AiρB
†
i (2.10)

with some Ai, Bi ∈ L(Hn,Hm). This is called the Kraus representation of the map Φ and
Ai, Bi are called the Kraus operators. For every map Φ represented as in 2.10, one can
find its adjoint map as

Φ†(σ) =
∑
i

A†iσBi (2.11)

This can be derived by directly applying the definition of an adjoint map, Equation 2.9:

〈X,Φ(Y )〉 = Tr

[∑
i

X†AiY B
†
i

]
=
∑
i

Tr
[
B†iX

†AiY
]

= Tr

[∑
i

(A†iXBi)
†Y

]
≡ 〈Φ†(X), Y 〉

(2.12)
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where we made use of the facts that the order of summation and trace can be exchanged,
and the trace has a cyclic property, Tr[ABC] = Tr[CAB] = Tr[BCA].

One advantage of writing a map in the Kraus representation is that complete positivity
can be trivially verified given the set of Kraus operators. It is known [12] that a map Φ is
CP iff there exists Ai ∈ T (Hn,Hm) such that

Φ(ρ) =
∑
i

AiρA
†
i (2.13)

and is a channel if, in addition to 2.13, the following also holds∑
i

A†iAi = 1Hn (2.14)

This means that a map being CP is equivalent to having Ai = Bi ∀i. This property is
summarized later in Theorem 2.3.1.

An important class of channels are Unitary channels, which can be represented with
one unitary Kraus operator:

Definition 2.3.1. An operator V ∈ L(Hn) is called a unitary operator if it satisfies
V V † = V †V = 1. The set of unitary operators in L(Hn) is denoted as U(Hn).

Definition 2.3.2. A channel Φ ∈ C(Hn) is called a unitary channel if Φ(A) = V AV † ∀A ∈
L(Hn), for some V ∈ U(Hn). The set of unitary channels acting on operators in L(Hn) is
denoted as U(Hn).

2.3.2 Choi representation

The Choi representation provides an alternative way to look at quantum maps [12].

Definition 2.3.3. The Choi representation for a map Φ ∈ T (Hn,Hm) is a mapping J :
T (Hn,Hm)→ L(Hm ⊗Hn) defined as

J(Φ) =
∑
a,b

Φ(Ea,b)⊗ Ea,b (2.15)

where Ea,b are the standard basis for L(Hm ⊗Hn), which can be represented as a matrix
with input 1 on the (a, b)-th position and 0 elsewhere.
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The Choi representation is unique for each map as Equation 2.15 is a linear bijection.
It offers a convenient way to determine whether a map is CPTP, as established by the
theorem below [15, 12].

Theorem 2.3.1. Let Φ ∈ T (Hn,Hm) be a non-zero map. The following statements are
equivalent:

1. Φ is CPTP.

2. J(Φ) ∈ Pos(Hm ⊗Hn) and Tr2[J(Φ)] = 1Hn.

3. There exists {Ai} ⊂ L(Hn,Hm) such that Φ(X) =
∑

iAiXA
†
i ∀X ∈ L(Hn), and∑

iA
†
iAi = 1Hn.

where Tr2 is the partial trace operation defined as

Tr2[A⊗B] = Tr[B]A ∀ A ∈ L(Hn), B ∈ L(Hm) (2.16)

The above theorem says that for every CPTP map in T (Hn,Hm) uniquely corresponds
to a positive-semidefinite operator in L(Hm ⊗ Hn). It also summarizes the relationship
between Kraus operators and the CPTP property of Φ.

2.3.3 Liouville representation

The third characterization that we present involves both operators and quantum maps.
Similar to the Choi representation, the Liouville representation also express the map as
a matrix (a “superoperator” that acts on operators), but using a different mapping that
allows straight-forward calculation of how states transform under the map. Here we present
the slightly less general case when the states are composed of qubits, which is the most
relevant situation in quantum information[16]. We have seen that the density matrix of a
single qubit can be expressed as a real linear combination of elements in P1. For a system
of n-qubits, one can similarly define Pn to be an orthonormal basis for Herm(H2n), where

Pn =

{
Pk : Pk =

⊗
x

(
σxk√

2

)}

where x is an n-tuple generated from the list {x, y, z, I}, and k goes from 1 to 4n. It has
the same orthonormal property as P1:

〈Pi, Pj〉HS := Tr
[
P †i Pj

]
= δij

9



This basis allows us to “vectorize” density matrices for systems of qubits. Specifically, any
2n by 2n Hermitian matrix can be decomposed in terms of their relative inner products
with respect to the Pauli basis. Writing these as components of a vector will define a
representation in the space of 22n× 1 real vectors, which is isomorphic to the set of 2n× 2n

real matrices as can be seen from the vec map between the basis vectors between the two:

vec(Ea,b) = e2n×b+a (2.17)

where Ea,b forms the (2n×2n) standard (operator) basis, and ei forms the (22n×1) standard
(vector) basis (having 1 at the i-th component and 0 elsewhere)1. In other words, the vec
map is simply taking the columns of a matrix and stacking them to form a vector.

For every 2n by 2n Hermitian matrix ρ, we define its Liouville representation as:

|ρ〉〉 :=
∑
i

Tr[ρPi]|i〉〉 (2.18)

where |i〉〉 ≡ ei denotes the standard vector basis in this representation. One can define an
element σ in the dual space (representing a measurement operator) as

〈〈σ| :=
∑
i

Tr[Piσ]∗〈〈i| (2.19)

where ∗ denotes complex conjugation. We see that the Hilbert-Schmidt inner product is
now transformed into an Euclidean inner product:

〈〈σ|ρ〉〉 =
∑
i,j

Tr[ρPi] Tr[Pjσ]∗〈〈j|i〉〉

=
∑
i,j

Tr[ρPi] Tr[Pjσ]∗Tr[PiPj]

= Tr

[∑
i

Tr[ρPi]Pi
∑
j

Tr[Pjσ]∗Pj

]
= Tr

[
σ†ρ
]

(2.20)

Next, we define how maps can be represented in this basis. Since Pn forms a complete basis
for L(H2n), specifying how the map acts on every element of Pn is sufficient to quantify
its exact behavior because the map Φ is linear by the axioms of quantum mechanics.

1Note that here a and b go up to 2n whereas i and j go up to 22n.
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Definition 2.3.4. The Liouville representation (also called the Pauli Transfer Matrix,
PTM, in some literature) for a map Φ ∈ T (H2n) is a (4n×4n) matrix GΦ with components

(GΦ)i,j := Tr[PiΦ(Pj)] (2.21)

Using this representation, the action of Φ on a state ρ can be straightforwardly calcu-
lated as a matrix-vector multiplication:

|Φ(ρ)〉〉 =
∑
i

Tr[Φ(ρ)Pi]|i〉〉

=
∑
i

Tr

[
Φ(
∑
j

Tr[ρPj]Pj)Pi

]
|i〉〉

=
∑
ij

Tr[ρPj] Tr[Φ(Pj)Pi]|i〉〉

=
∑
i

∑
j

(GΦ)i,j(|ρ〉〉)j|i〉〉

= GΦ|ρ〉〉

(2.22)

due to linearity of Φ.

Another advantage of this representation is that the TP property for a map is very easy
to determine[16]: since Tr[Pi] = δ0,i, a TP map must satisfy Tr[Φ(Pi)] = δ0,i. On the other
hand,

Tr[Φ(Pi)] = Tr[P0Φ(Pi)] = (GΦ)0,i (2.23)

so Φ is TP iff (GΦ)0,i = δ0,i: i.e., the first row of GΦ is a 1 followed by all 0’s. However, the
CP property cannot be easily determined directly from this representation. Fortunately,
since both the Liouville and Choi representations are bijective mappings from the actual
map, it is possible to determine the TP condition using Equation 2.23, and the CP condition
from Theorem 2.3.1. A formula that converts between these two representations is derived
in the Appendix A.
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2.4 Quantum Information Basics

2.4.1 Bloch Sphere and Pauli Observables

As mentioned before, the basic computational units in a quantum computer are two-level
quantum systems called qubits, in analogy to bits in a classical computer. One typically
denotes the state space of a qubit as spanned by the computational basis vectors {|0〉 , |1〉}.
A particularly intuitive way to represent a single-qubit state is by using a Bloch-sphere
(Figure 2.1), by noting that the state vector of any 2-level quantum system can be written
with the following parametrization,

|ψ〉 = cos

(
θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉 , 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π (2.24)

where we make use of the fact that relative phases between basis states are not physically
relevant, and that a pure state satisfies the completeness condition 〈ψ|ψ〉 = 1. The density
operator corresponding to this general pure state is

ρψ = |ψ〉 〈ψ| =
(

cos2
(
θ
2

)
e−iφ sin

(
θ
2

)
cos
(
θ
2

)
eiφ sin

(
θ
2

)
cos
(
θ
2

)
sin2

(
θ
2

) )
(2.25)

which can be written in the Liouville representation as

|ρ〉〉 =
1√
2


1

sin(θ) cos(φ)
sin(θ) sin(φ)

cos(θ)

 :=
1√
2

(
1
~u

)
(2.26)

where we identified the vector ~u as a unit vector in R3 with the parameters θ and φ being
the spherical coordinates on a unit sphere. This allows a convenient visualization for both
the states and their transformations. We see that pure states have 1-to-1 correspondence
to points on the surface of the sphere, and among these, computational basis vectors are
shown as north and south antipodal points. Mixed states, on the other hand, can be written
as convex combinations of pure states, and thus correspond to points in the interior of the
Bloch sphere.
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Figure 2.1: Representation of a pure qubit state on a Bloch sphere.

2.4.2 Quantum circuit diagrams

In analogy to using a circuit diagram to represent how a classical computational algorithm
is carried out by showing the operations being applied at different time steps, a quantum
circuit diagram shows what transformation is being performed to the system in chronologi-
cal order (usually from left to right), with horizontal lines representing different qubits and
blocks representing quantum gates. Figure 2.2 shows an example of such a representation
where two states |ρ1〉 and |ρ2〉 are being inputted, a map (also called a quantum gate) A
is applied to the first qubit and B to the second qubit, then a 2-qubit map U is applied to
both qubits, and qubit 1 is being measured by the measurement M.

|ρ1〉 A
U

M

|ρ2〉 B

Figure 2.2: Example of a quantum circuit.

Mathematically, the output of this circuit (right before the measurement is applied)
can be written as

Tr2[U((A⊗ B)(ρi ⊗ ρ2))] (2.27)
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where Tri denotes the action of “tracing out the i-th register”. Its mathematical definition
is given as follows:

Definition 2.4.1. The partial trace map Tri is the unique map that satisfies the equation

Tri[A1 ⊗ · · · ⊗ An] = Tr[Ai]A1 ⊗ · · · ⊗ Ai−1 ⊗ Ai+1 ⊗ · · · ⊗ An (2.28)

for all operators A1 . . . An belonging to potentially different Hilbert spaces.

2.5 Norms and Distance Measures

In quantum information theory it is natural to consider similarity measures between two
quantum states or operations: an experimentalist may be interested in how well a quantum
computer is performing by examining how close a particular operation is to the ideal.
To quantify this similarity, we need to introduce norms and distance measures to the
corresponding vector spaces. We define some important examples of such measures that
are relevant to this thesis, first for states/measurements (operators), then for quantum
gates (maps).

2.5.1 Measures for operators

A vector space V such as L(Hn,Hm) can be made into a normed vector space if equipped
with a norm, which is a function that assigns “size” to vectors in V .

Definition 2.5.1. A norm on L(Hn,Hm) is a function ‖·‖ satisfying the following prop-
erties [12]:

1. ‖A‖ ≥ 0 ∀A ∈ L(Hn,Hm) , with ‖A‖ = 0 iff A = 0.

2. ‖αA‖ = |α|‖A‖ ∀A ∈ L(Hn,Hm), α ∈ C.

3. ‖A+B‖ ≥ ‖A‖+ ‖B‖ ∀A,B ∈ L(Hn,Hm) (triangle inequality)

A particularly useful family of norms for operators are the Schatten p-norms, defined as
follows.

Definition 2.5.2. The Schatten p-norm for an operator A ∈ L(Hn,Hm) and any real
number p ≥ 1 is defined as

‖A‖p :=
(

Tr
(

(A†A)
p
2

)) 1
p

(2.29)

14



Several properties of the Schatten p-norms are summarized as follows [12]:

1. The Schatten p-norms are non-increasing in p: for every operator A ∈ L(Hn,Hm)
and any 1 ≤ p ≤ q ≤ ∞, it holds that

‖A‖p ≥ ‖A‖q (2.30)

2. For every p ∈ [1,∞], the Schatten p-norm is unitarily invariant: for every A ∈
L(Hn), U, V ∈ U(Hn) it holds that

‖A‖p =
∥∥UAV †∥∥

p
(2.31)

3. For every p ∈ [1,∞], one may define p∗ ∈ [1,∞] by

1

p
+

1

p∗
= 1 (2.32)

Then for every A ∈ L(Hn,Hm), it holds that the Schatten p-norm and p∗-norm are
dual in the sense that

‖A‖p = max{|〈B,A〉|} : B ∈ L(Hn), ‖B‖p∗ ≤ 1 (2.33)

In particular, this implies the Hölder’s inequality for Schatten p-norms:

|〈B,A〉| ≤ ‖A‖p‖B‖p∗ (2.34)

4. The Schatten p-norm is submultiplicative:

‖AB‖p ≤ ‖A‖p‖B‖p (2.35)

Among the p-norms, the 1-norm is a particularly popular norm which will also be used
in defining other distance measures later. We include one additional property of the 1-norm
below [12]:

Lemma 2.5.1. The Schatten 1-norm is non-increasing under partial tracing: for every
operator A ∈ L(Hn ⊗Hm),

‖Tr2[A]‖1 ≤ ‖A‖1 (2.36)

Next, in order to define a “distance” between objects in the same set, a metric is needed:
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Definition 2.5.3. A metric on a set X is a function d : (X ×X)→ R that satisfies the
following requirements:

1. d(A,B) ≥ 0 ∀ A,B ∈ X;

2. d(A,B) = 0 iff A = B;

3. d(A,B) = d(B,A) ∀A,B ∈ X;

4. d(A,C) ≤ d(A,B) + d(B,C) ∀A,B,C ∈ X (triangle inequality)

Since L(Hn,Hm) equipped with any p-norm becomes normed vector space, a metric
can be defined on this space based on the norm:

Definition 2.5.4. The p-norm distance between two operators A,B ∈ L(Hn,Hm) is
defined as

dp(A,B) := ‖A−B‖p (2.37)

and the metric is said to be induced by the norm.

While each p-norm distance gives a slightly different measure between two operators,
the 1-norm distance is a relatively popular one due to the following theorem, which gives
the metric an operational meaning.

Theorem 2.5.2. (Holevo-Helstrom) Let ρ0, ρ1 ∈ D(Hn), and let λ ∈ [0, 1]. For every
choice of a two-outcome measurement M = {M0,M1}, it holds that [12]

λ〈M0, ρ0〉+ (1− λ)〈M1, ρ1〉 ≤
1

2
(1 + ‖λρ0 − (1− λρ1)‖1) (2.38)

Moreover, there exist a projective measurement M for which the equality holds.

The LHS of Equation 2.38 is the probability to correctly identify an unknown state
between ρ0 and ρ1, each given with probability λ and 1−λ, with a single-shot measurement;
the RHS is related to the 1-norm distance between these two probabilistic states. This
theorem provides a way to calculate the optimal probability given the states, and will
become relevant when we define norms and metrics for quantum channels.

In addition to the p-norm distance, another commonly used similarity measure between
two positive-semidefinite operators is the fidelity function, whose definition involves the
operator 1-norm:

16



Definition 2.5.5. The fidelity between two operators A,B ∈ Pos(Hn) is defined as

F (A,B) :=
∥∥∥√A√B∥∥∥

1
(2.39)

where
√
P is the unique positive-semidefinite operator that satisfies

√
P
√
P = P for P ∈

L(Hn).

The fidelity is not a metric: for example, F (A,A) = 1 instead of 0. However, there are
some properties of this definition that makes it useful under many situations: in particular,
let A,B ∈ Pos(Hn) be positive semidefinite operators. Then the following facts hold [12]:

1. F (A,B) = F (B,A);

2. F (λA,B) = F (A, λB) =
√
λF (A,B) ∀λ ∈ R+;

3. F (A,B) ≥ 0 with equality iff AB = 0;

4. Unitary invariance: for every unitary operator V ∈ U(Hn), it holds that F (A,B) =
F (V AV †, V BV †).

Using the definition of the 1-norm in Equation 2.29, an alternative expression for the
fidelity function can be derived as

F (A,B) = Tr

[√√
B
†√
A
†√
A
√
B

]

= Tr

[√√
BA
√
B

] (2.40)

which holds since both
√
A and

√
B are positive-semidefinite. In the case where either A

or B represents a pure state, the above can be further simplified to

F (A,B) = Tr

[√√
|ψ〉 〈ψ|A

√
|ψ〉 〈ψ|

]
=
√
〈ψ|A |ψ〉Tr

[√
|ψ〉 〈ψ|

]
=
√
〈ψ|A |ψ〉

(2.41)

where WLOG we assumed that B is a pure state, B = |ψ〉 〈ψ|.
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2.5.2 Measures for quantum maps

Deriving from distance measures for quantum states represented by operators, one may
define distance measure for quantum maps to characterize the closeness between two oper-
ations. In general, these measures can be defined as either an averaged or optimized value
of the corresponding operator distance over some set [17]. The two most commonly quoted
measures are given as follows: the first one is induced from the fidelity (or more precisely,
the square of the fidelity as defined in Equation 2.39),

Definition 2.5.6. The average gate infidelity, r, between a TP map E ∈ T (Hn) and a
unitary channel V ∈ U(Hn) is defined as [1, 18]

r(E ,V) := 1−
∫
dψ Tr[E(|ψ〉 〈ψ|)V(|ψ〉 〈ψ|)] ≡ 1− F̄ (E ,V) (2.42)

where the integral is taken over the unitarily-invariant Haar measure2. Alternatively, one
may also define equivalently a single argument version as

r(E ,V) = r(V†E ,1) := r(V†E) = 1 −
∫
dψ 〈ψ| V†E(|ψ〉 〈ψ|) |ψ〉 ≡ 1 − F̄ (V†E) (2.43)

The first equality in Equation 2.43 can be seen using the Kraus representation of V :
since V is a unitary channel,

V(X) = UXU † (2.44)

for some unitary operator U . Thus,

r(V†E ,1) = 1−
∫
dψ Tr

[
V†E(|ψ〉 〈ψ|)(|ψ〉 〈ψ|)

]
= 1−

∫
dψ Tr

[
U †(E(|ψ〉 〈ψ|))U(|ψ〉 〈ψ|)

]
= 1−

∫
dψ Tr

[
E(|ψ〉 〈ψ|)U(|ψ〉 〈ψ|)U †

]
= 1−

∫
dψ Tr[E(|ψ〉 〈ψ|)V(|ψ〉 〈ψ|)]

(2.45)

2The rigorous definition for unitarily-invariant probability measures involves many technical details
which are not relevant for this thesis. Loosely speaking, the Haar measure is a probability measure η on
the Borel subset of unitary operators Borel(U(Hn)) that is unitarily invariant: η(VA) = η(A) = η(AV )
for all A ∈ Borel(U(Hn)) and V ∈ U(Hn). For the complete definition, see chapter 7.2 in [12].
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which follows the cyclic property of trace. This measure is related to the fidelity function
as

r(E ,V) = 1−
∫
dψ F (E(|ψ〉 〈ψ|)V(|ψ〉 〈ψ|))2 (2.46)

by recalling Equation 2.41 and that V(|ψ〉 〈ψ|) is a pure state if V is a unitary channel.
Note that Equation 2.46 would not hold for a general CPTP map V .

The average gate infidelity provides a way to quantify the “quality” of a quantum
operation: if the gate we want to perform in the lab is represented by the ideal unitary
channel V whereas the one actually carried out is represented by E , then r(V†E) = 1 iff
V = E and r(V†E) < 1 otherwise [19].

In its original form, the average gate infidelity is not very easy to compute as it involves
integration over the Haar measure. Fortunately, there exists a simple formula for r, using
the following theorem[19, 20].

Theorem 2.5.3. The average gate fidelity F̄ for a TP map E ∈ T (Hd) can be written as

F̄ (E) =
dFe(E) + 1

d+ 1
(2.47)

where
Fe(E) := 〈φ| (1L(Hd) ⊗ E)(|φ〉 〈φ|) |φ〉 (2.48)

is called the entanglement fidelity [21] for E with |φ〉 being a maximally entangled state.

The second distance measure for quantum operations evaluates the worst-case distinguisha-
bility between two maps. First, we shall define a norm in the space of quantum maps

Definition 2.5.7. The diamond norm for a map Φ ∈ T (Hn) is defined as

‖Φ‖� :=
∥∥(Φ⊗ 1L(Hn))

∥∥
1→1

(2.49)

where
‖Φ‖1→1 := max

‖A‖1≤1
‖Φ(A)‖1, A ∈ L(Hn) (2.50)

is defined as the 1→ 1 norm for a map Φ.

The diamond norm is derived from the 1-norm over an extended space with twice the
size as L(Hn) as its optimum value. The extended space gives rise to many useful properties
of this norm: here we omit the proofs and list some of them as follows [12].
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1. For all maps Φ ∈ T (Hn,Hm), it holds that

‖Φ‖� = max
u,v
{
∥∥(Φ⊗ 1L(Hn))(uv

†)
∥∥

1
: u, v ∈ S(H⊗H)} (2.51)

where S denotes the unit sphere, S(Hn) = {u ∈ Hn : ‖u‖ = 1}.

2. For all channels Φ ∈ C(Hn,Hm), it holds that ‖Φ‖� = 1.

3. For all maps Φ ∈ T (Hn,Hm) and U0, V0 ∈ U(Hn), U1, V1 ∈ U(Hm), it holds that

‖U1Φ(U0XV0)V1‖� = ‖Φ‖1 (2.52)

4. (Submultiplicativity) For all maps Φ ∈ T (Hn,Hm) and For all maps Ψ ∈ T (Hm,Hp),
it holds that

‖ΨΦ‖� ≤ ‖Ψ‖�‖Φ‖� (2.53)

5. (Multiplicativity to tensor product) For all maps Φ0 ∈ T (Hn,Hm), Φ1 ∈ T (Hp,Hq),
it holds that

‖Φ0 ⊗ Φ1‖� = ‖Φ0‖�‖Φ1‖� (2.54)

The metric induced by the diamond norm in the space of operators is called, as expected,
the diamond norm distance.

Definition 2.5.8. The diamond norm distance between two maps Φ,Ψ ∈ T (Hn,Hm) is

d�(Φ,Ψ) := ‖Φ−Ψ‖� (2.55)

Similar to the average gate infidelity, one may define a single-argument version of the
diamond norm distance between a noise channel E ∈ T (Hn) and the identity channel
1L(Hn), also known as the worst case error rate, as:

ε(E) :=
1

2
d�(E ,1L(Hn)) (2.56)

Just like the role 1-norm played in the Holevo-Helstrom theorem, the diamond norm dis-
tance quantifies the optimal distinguishability between two quantum channels, as the fol-
lowing theorem states [12]:
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Theorem 2.5.4. Let Φ0,Φ1 ∈ C(Hn) and λ ∈ [0, 1]. For any choice of p ∈ Z+, a
measurement M = {M0,M1}, and a density operator σ ∈ D(Hn ⊗Hp), it holds that

λ〈M0, (Φ0 ⊗ 1L(Hn))(σ)〉+ 〈(1− λ)M1, (Φ1 ⊗ 1L(Hn))(σ)〉

≤ 1

2
(1 + ‖λΦ0 − (1− λ)Φ1‖�) (2.57)

The above theorem implies that the optimal probability to distinguish two quantum
channels is related to the diamond norm distance between them. We will re-examine the
applicability of this theorem in Chapter 4 when the form of Φ0 is obtained experimentally,
whereas Φ1 is some ideal target operation.

21



Chapter 3

How to Benchmark a Quantum
Computer?

Quantum computing is deemed useful largely due to the rich complexity of quantum states
and quantum processes. On the other hand, it is not hard to understand that characterizing
quantum computers also becomes difficult due to these complexities. It is thus crucial
to balance between the efficiency of the characterization protocol and the accuracy and
amount of information obtained from the protocol. In this Chapter, we give a brief review
of the commonly used protocols that aim to probe the performance of QIP devices from
different approaches.

3.1 Quantum Tomography

As we have seen, quantum states and measurements can be described by positive operators,
and quantum processes can be characterized by superoperators; thus the most straight-
forward method to learn about the performance of a quantum computer is to simply
measure all these elements. This is the idea behind quantum tomography. The history of
quantum state tomography can be dated back to the 19th century when Stokes derived
the 4 famous equations that would fully determine the photonic polarization degree of
freedom [22]. This idea of fully determining the state parameters was later generalized
to other quantum systems, and was given the name quantum state tomography. There is
an analogy between Stokes’ design and more general state tomography protocols because
coherent light beams can be viewed as an ensemble of two-level systems, with the two
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levels corresponding to the two polarization degrees of freedom. The Stokes parameters
effectively allows one to reconstruct the density matrix of such a system[23].

Lying at the center of most tomography protocols is Born’s rule, Equation 2.4. Assum-
ing that multiple copies of the system exist, the experimentalist makes different measure-
ments to the system and collect the frequencies for each outcome; these are then arranged in
a data matrix, and information regarding the initial state may be gained through different
methods, discussed in the next chapter. An important requirement on the measurements
is that they must be informationally complete:

Definition 3.1.1. A set of measurements are said to be informationally complete if the
outcome probabilities from this measurement completely determines the state of a quantum
system.

It can be seen that in Equation 2.4, the role of states and measurement operators
are symmetric: based on the same principle one can also probe an unknown measurement
device using a set of well-characterized input states, a protocol which is termed detector (or
measurement) tomography [24]. This technique is most widely used in quantum optics since
the Q-function of a detector is directly measurable using coherent state inputs1[25, 26]. It is,
in fact, enough to reconstruct all state preparation and measurement (SPAM) parameters
if there is enough individual information on states and measurements. More formally, a
set of SPAM {Mi, ρj} is called self-calibrating if all possible detection probabilities

pij = Tr{Miρj} (3.1)

uniquely determines every element in {Mi, ρj} [27]. Having a set of well-characterized
self-calibrating SPAM allows one to reconstruct an unknown state directly from the mea-
surement outcomes without the need to reconstruct the POVM elements first, provided
that the statistics from the same measurements on these standard states are known. Both
of the names relative tomography and data pattern tomography describes this group of
protocols[28, 29]. Many realistic aspects, including how to choose wisely the set of self-
calibrating states, have been studied in prior work (see also the experimental papers, e.g.
[30]).

If an experimentalist has a set of well-characterized states as well as detectors, it is
then possible to probe an unknown quantum process by inputting known states and mak-
ing measurements, a protocol called quantum process tomography [31, 32]. It can be viewed

1Coherent states in optics are coherent superpositions of Fock states: |α〉 =
∑∞

0 αn e−|α|
2/2

√
n!
|n〉
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as a straightforward extension to state and measurement tomography: since a quantum op-
eration can be described by a linear map, its effect can be completely determined provided
that the action on a spanning set of input states is known. Process tomography has become
a standard tool nowadays whenever full information about a quantum process is desired,
and was also implemented for many common quantum gates as well as some algorithms
such as quantum Fourier transform on many different implementations [33, 34, 35, 36, 37].

While these tomographic approaches give full information regarding the process, they
are not scalable: for the combined system of n d-level sub-systems, the degrees of free-
dom (DoF) grows as dn, which is exponential in the number of sub-systems. Thus, one
requires exponentially many measurements to completely probe the state. The DoF for a
general process happening on this combined system is on the order of d2n, which is even
larger and also scales exponentially. Thus, it is highly impractical to perform a full state
tomography on a large system, not to mention a general process tomography. Another
disadvantage shared by the aforementioned protocols is that they make assumptions about
their “probes”: for example in state tomography, it is assumed that the measurements are
perfectly described by a set of completely known POVM elements. This is of course non-
ideal, since all of states, gates and measurements are components of the same experimental
setup that each requires characterization on their own.

3.2 Tomographic Reconstruction

Given the experimental frequencies, there are different ways to reconstruct the representa-
tions for states and processes. The most direct method is to invert Equation 2.4, and this
is given the name linear inversion (LI) tomography. This can be done straight-forwardly
using the Liouville representation: for state estimation, combining Equation 2.4 and 2.20
we can write the state as

|ρ〉〉 =
4n∑
j

〈〈Pj|ρ〉〉|j〉〉 (3.2)

Arranging the measured frequencies as a vector,

~f :=
r∑
i

〈〈Mi|ρ〉〉|i〉〉 (3.3)
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where r is the number of independent measurements that were made. Inserting the identity
written in terms of the Pauli basis vectors gives

~f :=
∑
ij

〈〈Mi|Pj〉〉〈〈Pj|ρ〉〉|i〉〉 := A|ρ〉〉 (3.4)

where
A :=

∑
ij

〈〈Mi|Pj〉〉Ei,j (3.5)

When the number of informationally-complete measurement outcomes is equal to the
dimension of the state space, r = 4n and the matrix A must be full-rank; one can therefore
obtain the estimate

|ρ〉〉 = A−1 ~f (3.6)

If the set of measurement outcomes can be over-complete, r > 4n, the matrix A†A will be
invertible, so a least-squares estimate of the state can be calculated using the pseudo-inverse
method as

|ρ〉〉LS := A+ ~f, A+ := (A†A)−1A (3.7)

Measurement and process tomography can be performed in a similar manner. For example,
for process tomography, arranging the measured frequencies in a matrix and inserting two
identity operators as before gives

f =
∑
kl

〈〈Mk|GΦ|ρl〉〉|k〉〉〈〈l|

=
∑
ijkl

〈〈Mk|Pi〉〉〈〈Pi|GΦ|Pj〉〉〈〈Pj|ρl〉〉|k〉〉〈〈l|

= AGΦB

(3.8)

where
A :=

∑
ki

〈〈Mk|Pi〉〉|k〉〉〈〈i|, B :=
∑
jl

〈〈Pj|ρl〉〉|j〉〉〈〈l| (3.9)

For simplicity consider the case in which both A and B are square and full-rank, the
estimate for GΦ is given by GΦ = A−1fB−1.

Linear inversion method has one most serious problem: it can easily give “unphysical”
estimates under statistical fluctuations such as (unavoidable) counting errors, particularly
so when the state under estimation is near the boundary of physically plausible states;
in other words, close to pure states. Under such cases, the output from linear inversion
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tomography is likely to violate the usual physicality constraints such as being positive
semidefinite. It is estimated that for low entropy and highly entangled states, this happens
about 75% of the time [23]. Unfortunately, this is in many case the experimentally relevant
situation, since many current quantum computing protocols require pure states as initial
inputs. As a result, the output directly from a linear inversion tomography is unlikely to
be very useful for referring future probabilities.

In 1996, the method of maximum likelihood estimation (MLE) applied to state to-
mography was first introduced by Hradil in [38]. This method ensures that the outputs
satisfy the canonical physicality constraints (as defined in Chapter 2.3) by picking a mem-
ber within the set of physical states that maximizes the “likelihood” that this state would
produce the observed results. Specifically, given the measurement operators M = {Mi}
and the corresponding observed occurrences ni, and assuming that every outcome occurs
independently from the others so that the total probability is the product of individual
ones, one defines the likelihood function as

L(M|ρ) =
∏
i

Tr[Miρ]ni (3.10)

which can be interpreted as the “likelihood that the measurement outcomes of M corre-
sponds to the experiment, provided that the state being measured is ρ”. Because of the
ni’s on the exponent, if the total number of experiments is large, this function is often very
sharply peaked at the maximum value and will be almost 0 anywhere else. This can create
a problem when numerically optimizing over the set of ρ’s. A solution to this problem is to
bring down ni from the exponent by transforming the above into a log-likelihood function,
whose maximum occurs at the same position as the original function:

log(L(ρ|M)) =
∑
i

ni log(Tr[Miρ]) (3.11)

Given the set of ni, one can then maximize the log-likelihood within the set of valid
density operators to obtain the one that “most likely” produces the data. Of course,
MLE is not only restricted to state estimation: the same concept may be applied to
measurement[39] and process[40, 33] tomography (see also more recent experiments [41,
42, 43]). As expected, MLE is also more computationally-demanding than LI due to
the optimization step required. Luckily, the log-likelihood function has a unique local
maximum because it is concave in ρ: this is because every term in 3.11 is the log of a non-
negative and linear function in ρ, which is concave, and the sum of concave functions are
concave[44]. The concavity of the function makes optimization easier and many standard
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algorithms exist that guarantees convergence to a unique answer (see, for example, [23,
45]). There are also diluted methods which promises to improve the convergence rate by
adaptively changing the step-size parameter in every iteration[46].

MLE has it own problems: take MLE for state estimation as an example, it can be
proved that when LI tomography outputs estimates that satisfies the canonical constraints
where ρ ∈ D(Hn) and 0 ≤Mi ≤ 1L(Hn)

2, the estimate from MLE would be identical to the
LI estimate[39]. However, when LI produces a non-physical state (for example one with
negative eigenvalues) which is outside of D(Hn), then due to the convexity of the set of
quantum states, the one that maximizes the log-likelihood function will always lie on the
boundary of D(Hn)[44]. For single qubits this means that the estimate is a pure state; for
multiple qubits, the estimate will contain zero eigenvalues which makes the reconstructed
state rank-deficient. It was argued that zero eigenvalues are almost as bad as the negative
ones produced by LI, since they essentially predict the occurrence of certain measurement
outcomes to be impossible from only finitely many observed data points[44]. Since the
goal of tomography is to generate models which can faithfully predict future measurement
outcomes, this issue with MLE makes its predictions less credible.

Fundamentally, both LI and MLE correspond to a frequenist approach to interpreting
probability, which takes the frequency from finite outcomes as the best approximate to
the real probabilities. Recently, tomography with Bayesian methods were considered to
be a better alternative over traditional frequenist methods by some authors[44, 47, 48]. In
general, Bayesian estimation treats measured frequencies not as the best approximation
to true probabilities, but as an update rule on a prior distribution p(ρ) which represents
our knowledge on the state before this measurement outcome (usually chosen to be as
uninformative, or “flat”, as possible in the absence of any measurement outcome). After
every round of measurement, the posterior state is updated according to Bayes rule as
p(ρ|R) ∝ L(M|ρ;R)p(ρ) where R stands for a set of measured results. Instead of out-
putting a single state as MLE, Bayesian estimation outputs the most possible probability
distribution based on currently available data. A point-estimate can then be generated
from, e.g., the mean over this distribution, giving rise to the method of Bayesian Mean Es-
timation (BME). Bayesian methods naturally offers a complete description of one’s current
knowledge and is logically more in-line with the idea of state estimation. The advantage
of BME over MLE is two-fold: first, it does not yield a rank-deficient estimate provided
that the prior distribution is robust as defined in [44], in the sense that no finite data will
completely rule out any possible outcomes. The robustness is a rather weak restriction:
for example, the commonly used Haar measure over SU(d) satisfies this condition. Sec-

2The notation A ≥ 0 implies A ∈ Pos(Hn), and A ≥ B implies (A−B) ∈ Pos(Hn), for A, B ∈ L(Hn)
.
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ond, error bars on the estimate can be produced based on the standard deviation in the
posterior distribution.

The most significant issue that has kept BME from being widely used in state estimation
is its even higher demand of computational power over MLE. The essence of BME lies
at calculating the posterior p(ρ|R), which boils down to evaluating a (generally high-
dimensional) integral of the likelihood function L. This integral is usually analytically
intractable and one would typically use approximating methods such as Markov-Chain
Monte-Carlo[47]. More efficient sampling techniques have been explored in further detail
in [47, 49, 50]

3.3 Solution: Randomized Benchmarking and Gate-

Set Tomography?

As discussed earlier, the exponential scaling of quantum tomography makes full charac-
terization of systems larger than a few qubits practically impossible, independent of the
reconstruction methods. This scaling problem is even more significant for quantum pro-
cesses. Moreover, unrealistic assumptions about ideal SPAM make estimates returned from
conventional process tomography less credible. In order to overcome these difficulties, two
different approaches may be taken: the first is to develop scalable methods that gains
partial information about quantum gates; the second is to develop self-consistent methods
that remove the assumptions about SPAM.

3.3.1 Randomized Benchmarking

The most widely-accepted protocol that belongs to the first category is randomized bench-
marking (RB), along with its multiple variants[51, 52, 53, 54, 55, 56, 57, 58].

To put simply, RB is based on the fact that the overall quality of combining quantum
gates decreases as the sequence length increases. The RB protocol is particularly suited
for a set of gates G that forms a unitary 2-design (e.g., the Clifford group). We give the
definition of the Clifford group and unitary t-designs below.

Definition 3.3.1. The Clifford group Cn on n-qubits is defined as

Cn = {V ∈ U(H2n) | V σV † ∈ ±P∗n ∀σ ∈ ±P∗n}/U(1) (3.12)
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where P∗n = Pn\{I⊗n} and Pn is the n-qubit Pauli group. In the definion, /U(1)” implies
that equality is up to a global phase.

In other words, the Clifford group is the normalizer of Pn in U(H2n).

Definition 3.3.2. A unitary t-design is a set of K unitary operators {Uj} such that

1

K

∑
j

p(Uj) =

∫
dU p(U) ∀p ∈ Homt,t(U(d)) (3.13)

where Homt,t(U(d)) is the space of polynomials homogeneous of degree t in the matrix
elements of both U and U∗ (the complex conjugate of U). The integral is taken with
respect to the normalized Haar measure in dimension d.

In fact, the Clifford group Cn is equivalent to the set of all possible ways of applying
the Hadamard operator H, the phase operator P , and the 2-qubit CNOT operator (all
being unitary) in an n-qubit system, and therefore is said to be generated by these three
operations:

H =
1√
2

(
1 1
1 −1

)
, P =

(
1 0
0 i

)
, CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (3.14)

In the following text, we will use G to denote a target quantum channel, use G̃ to
denote the real version of a channel, and write composition of channels as products of G’s.
The standard Clifford RB protocol can be summarized (in words) as follows3[55, 56, 59,
57, 60, 61]:

1. Generate a random gate sequence Gm+1Gm...G1 := Gm+1:1 ∈ Gm+1 with length m+1
where each gate is chosen uniformly from the set of Clifford gates, and Gm+1 equals
to the inverse of the first m gates in the absence of gate errors;

2. Estimate the final survival probability pr(Gm+1:1) = Tr[E0 Gm+1:1(ρ)] by repeating
the same sequence and record the outcome frequency corresponding to E0;

3It is typically assumed that in the absence of SPAM errors, one of the projective measurement operators
coincide with the initial state: E0 = ρ = |ψ〉 〈ψ|
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3. Repeat steps 1-2 for different random circuits of the same length m, evaluate the
expectation value over Gm+1, EGm+1pr(Gm+1:1), by randomly sample sequences with
length m+ 1;

4. Repeat steps 1-3 for different values of m, fit to the decay model

EGm+1pr(Gm+1:1) = A+Bfm (3.15)

(where A, B are constants) to obtain the fit parameter which we denote as f̂ .

Standard Clifford group RB is scalable in the number of qubits n, as a result of the following
theorem[62, 63]:

Theorem 3.3.1. (Gottesman-Knill) Every (uniform family of) Clifford circuit(s), when
applied to the input state |0〉⊗N and when followed by a Z measurement of the first qubit,
can be efficiently simulated classically.

Thus, the crucial step in experimental design of standard RB, namely calculating the
final gate to invert them previously applied gates, can be efficiently performed on a classical
computer. Earlier theoretical analysis (and more recent experimental realization) of RB
protocols are based primarily on characterizing gates from the Clifford group due to this
provable scalability in the number of qubits [55, 64, 5], although extensions to arbitrary
elements in the unitary group has also been proposed [58]. Another important practical
consideration is that although |Gm| also grows exponentially with the sequence length m, it
is sufficient to randomly sample a relatively small subset of the whole space of all sequences
in order to obtain a good estimate about the expectation value EGmp ~G, because the sample
variance over Gm remains small for long sequences [57, 65].

Judging from how RB experiments are constructed, one expects that it would estimate
the average quality of implementing a group of quantum gates. Indeed in an experiment,
the estimated decay rate p̂ can be used to calculate what’s called the RB number :

rRB :=
(d− 1)(1− f̂)

d
(3.16)

which serves as the final estimate of error for this set of gates. It has recently been
shown that RB experiment with arbitrary gate-dependent but Markovian noise will always
produce a single exponentially decaying curve, with an additional term accounting for
the gate-dependence that decays exponentially with the sequence length [60, 61]. This
agrees with the results from multiple experiments where a single exponential decay curve
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was observed [5, 66, 67, 64, 68], despite the fact that the actual errors occurring in an
experiment are almost always gate-dependent. This justifies the practice of extracting a
single RB number from most experiments.

The RB number is undoubtedly real and operational: the larger it is, the worse the
device is performing overall. On the other hand, there have been difficulties in interpreting
this number and relating it to conventional figures of merit. It has been proved that if the
error is gate-independent, i.e., G̃i = EGi ∀i where E is an error channel, then rRB = r(E) (as
defined in Equation 2.43) is exactly the average infidelity of the error channel E [55]. And for
gate-dependent errors, it has long been argued in many RB literature that rRB ≈ Eir(Ei),
i.e., the average of the average infidelity over all error channels. However, it was recently
shown in numerical simulations that these two numbers can differ by orders of magnitude
[61], and thus Eir(Ei) is not a valid interpretation for rRB. The reason is related to the
freedom in representing quantum operations, which is the central topic of the next chapter.

3.3.2 Gate-Set Tomography

While RB provides a protocol which is scalable in the number of qubits, it does not provide
tomographic information on the operations. Gate-Set Tomography (GST) [16, 69, 70,
71] was an important attempt corresponding to the second approach above, which aims
at performing self-consistent SPAM and gate tomography without excessive assumptions
like those mentioned at the beginning of this section. The assumptions made in a GST
experiment include[69]:

1. The Hilbert-space dimension n is known;

2. Initialization can repeatedly prepare the system in the same state ρ;

3. The measurement can be described by the POVM {M1,M2 = 1Hn −M1};

4. Every gate can be described by a CPTP map in T (Hn).

which are much weaker compared to those in conventional process tomography.

A gate-set is a mathematical description of all the possible actions executable in an ex-
periment, typically consisting of models for initial states (S), gate operations (G), and mea-
surements (M), written together as G = {S,G,M}. One may choose to write elements in
each of these subsets using different representations such as the ones introduced in Chapter
2. GST takes into consideration that the number of initial preparable states and possible
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measurements on a current quantum computer is limited (usually just one state |0〉 〈0|
and a 2-outcome projective measurement), so the spanning set of states/measurements
are created by performing gates to transform them into different ones. And since these
gates are precisely the ones being characterized in a process tomography, it is possible to
self-consistently characterize them.

The reconstruction steps of GST are largely similar to those of a conventional state/process
tomography experiment. We briefly demonstrate the idea with Linear GST [69, 16]: for
simplicity, we consider a setup where the initial state consists of one element and the mea-
surement is a two-outcome POVM. First, one can transform the initial state |ρ〉〉 using an
arbitrary combination of gates in G: for Linear GST to work, this set must generate an
complete set of states and measurements. We denote this set as the SPAM gate strings
F = {F1, ..., FN}, with each member being composed of gates in G,

Fk = Gfk1
◦Gfk2

◦ ... ◦GfkLk
(3.17)

where {fkl} are indices labeling gates in G and Lk is the length of the k−th SPAM string.
All possible probabilities given these SPAM gates can be expressed as

pijk = 〈〈M1|FiGkFj|ρ〉〉 (3.18)

Like in Equation 3.8 we insert two identity operators,

pijk =
∑
rs

〈〈M1|Fi|r〉〉〈〈r|Gk|s〉〉〈〈s|Fj|ρ〉〉 :=
∑
rs

Air(Gk)rsBsj (3.19)

where A and B contains information about the SPAM as

A =
∑
i

|i〉〉〈〈M1|Fi

B =
∑
j

Fj|ρ〉〉〈〈j|
(3.20)

which are unknown by the GST assumption. However, the experimentally measured values
pijk corresponds to the (i, j)-th component of the matrix

G̃k := AGkB (3.21)
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and WLOG one may assume G0 = 1L(Hn) which gives

G̃0 = AB (3.22)

Thus
Ĝk := G̃−1

0 G̃k = B−1A−1AGkB = B−1GkB (3.23)

is an estimate for the gate Gk, up to a similarity transform by an unobservable B. The
states and measurement vectors can be estimated by performing another set of experiments
with Gk = 1, and collecting the outcomes as (component-wise identical) vectors

|ρ̃〉〉 :=
∑
i

|i〉〉〈〈M1|Fi|ρ〉〉 = A|ρ〉〉

〈〈M̃1| :=
∑
i

〈〈M1|Fj|ρ〉〉〈〈j| = 〈〈M1|B
(3.24)

so estimates for SPAM can be computed as

|ρ̂〉〉 := G̃−1
0 |ρ̃〉〉 = B−1|ρ〉〉

〈〈M̂1| := 〈〈M̃1| = 〈〈M1|B.
(3.25)

This estimate is not equivalent to the original gate-set; instead it is transformed by

|ρ̃〉〉 = B−1|ρ〉〉, 〈〈M̃1| = 〈〈M1|B, G̃k = B−1GkB (3.26)

But the claim is that this estimate is as good as the original gate-set in describing the
dynamics of this set of operations, as it gives identical prediction about the outcome
probabilities from all possible experiments using only these operations, since

〈〈M̃1|G̃k|ρ̃〉〉 = 〈〈M1|Gk|ρ〉〉 (3.27)

This freedom in representations using different gate-sets is called gauge equivalence in the
literature [69, 72, 73].

Although GST failed to produce an exact representation of the gate-set elements, in
practice some methods that aims to recover the original representations are applied. For
example, one may gauge-transform the estimated gate-set by some invertible matrix B̃ as

|ρ′〉〉 = B̃−1|ρ̃〉〉, 〈〈M ′
1| = 〈〈M̃1|B̃, G′k = B̃−1GkB̃ (3.28)
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and try to make this transformed gate-set look as close to the target as possible by some
pre-defined distance measure between gate-sets, a practice known as gauge optimization
[71]. Consequence of this act will be discussed at the end of next chapter. GST can be
useful in other aspects than producing tomographic estimates: for example, it was claimed
to be useful for detecting non-Markovianity in the gates by implementing and measuring
long gate strings [71].
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Chapter 4

Gauge in Circuit Model

In the previous chapter, we saw how methods like standard state or process tomography
make assumptions about the other components being used to perform the experiment.
We also illustrated with GST experiments how a completely self-consistent protocol fails
to give an exact description of a gate-set, and argued that this is due to a gauge degree
of freedom (DoF) in quantum theory. Despite its conceptual importance in representing
quantum operations, this DoF has mostly been overlooked when tomography experiments
are reported. Only few theoretical analysis were conducted that pays particular attention
to this subject [61, 73, 72]. In this chapter, we clarify the concept regarding this gauge,
and demonstrate some of its implications on interpreting the gate-set representation for
quantum objects. In Section 4.1 we analyze an experimentally-motivated example which
demonstrates the effects of this gauge DoF in a tomography experiment. In Section 4.2 we
give definitions for gauges and gauge transformations, as well as their role in representing
quantum states as mathematical objects. In Section 4.3 we discuss the implications brought
by this DoF, in particular addressing why distance metrics like the diamond norm distance
between a measured gate and a target loses its operational meaning. We also discuss
several practices that are commonly used and yet are unhelpful regarding this problem. In
Section 4.4, we suggest a different measure of quality for gate-sets which is gauge-invariant
and well-defined. We then provide an experimentally viable protocol that can be useful in
calibrating quantum devices in a way that is solely based on measurable quantities, thereby
fully operational.

35



4.1 Example

To see the emergence of this gauge naturally, we will again represent components of a
QIP device in the gate-set picture: recall that a gate-set is a mathematical description of
all possible actions executable in an experiment, typically consisting of models for initial
states (S), gate operations (G), and measurements (M). For example, if in a particular
experiment (in the absence of errors) a person initialized a qubit in the state |0〉, applied
a Z-rotation gate with angle θ, and performed a projective measurement in the {|0〉 , |1〉}
basis, then the experimentalist’s control can be represented by the following gate-set:

G =

S =

{(
1 0
0 0

)}
, G =




1 0 0 e−2iθ

0 0 0 0
0 0 0 0
e2iθ 0 0 1


 , M =

{(
1 0
0 0

)
,

(
0 0
0 1

)} (4.1)

where we have chosen to represent states as density operators ρ, a gate Φ in its Choi
representation JΦ, and measurements as measurement operators E. Now consider the
following two gate-sets written in the same representation:

G1 :



S =

{
1

2

(
1 + ε1 0

0 1− ε1

)}
,

G =


1

2


1 iqe−γ iqe−γ q

−iqe−γ 1 q −iqe−γ
−iqe−γ q 1 −iqe−γ

q iqe−γ iqe−γ 1


 ,

M =

{
1

2

(
1 iε2
−iε2 1

)
,
1

2

(
1 −iε2
iε2 1

)}
G2 :



S =

{
1

2

(
1 + pε1 0

0 1− pε1

)}
,

G =


1

2


1 ipqe−γ i q

p
e−γ q

−ipqe−γ 1 q −i q
p
e−γ

−i q
p
e−γ q 1 −ipqe−γ
q i q

p
e−γ ipqe−γ 1


 ,

M =

{
1

2

(
1 iε2
−iε2 1

)
,
1

2

(
1 −iε2
iε2 1

)}
(4.2)

with the parameters

ε1 = ε2 = 0.9, γ = 0.1, p =
10

9
, q = 0.8 (4.3)

It can be verified that both states are positive-semidefinite and have trace 1, both sets of
measurement operators are positive-semidefinite and sum up to identity, and both gates
are completely-positive and trace-preserving (CPTP) because JΦ ≥ 0 and Tr2[JΦ] = 1H2 ,
according to Theorem 2.3.1. Therefore, both are “valid gate-sets” satisfying the canonical
constraints one would expect. The two gate sets appear to describe different experimental
setups since their elements do not match: for example, the initial state in G1 is a mixed
Z-state with polarization 0.9, whereas the one in G2 is a pure state. Assume now that one
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is given two black-box quantum computers, accessible only externally through “buttons”,
that are each described by one of the above two gate-sets (initialize a state in S, execute
a gate in G, measure M and display the outcome)[69]. An experimentalist takes these
two black-boxes and tries to distinguish between one another by recording the outcome
statistics with arbitrary available gate combinations. It would then be discovered that
the same protocol performed on both setups would give an identical outcome distribution,
despite the fact that they are indeed described by two different gate-sets. Are these two
quantum computers, then, performing in identical ways?

In order to naturally see why this happens, let’s re-express the gate-set elements using
the Liouville representation where states and measurement operators are represented as
vectors, and quantum gates as super-operators (matrices), as introduced in Section 2.3.3.
This representation is a linear bijection with the previous one and is thus unique (see
Appendix section A for conversion formulas between Pauli and Choi representations). The
gate-set elements can now represented as

G1 :



S =

{
1√
2

(
1 0 0 ε1

)T}
,

G =




1 0 0 0
0 q 0 0
0 0 0 −qe−γ
0 0 qe−γ 0


 ,

M =

{
1√
2

(
1 0 −ε2 0

)
,

1√
2

(
1 0 ε2 0

)}
G2 :



S =

{
1√
2

(
1 0 0 pε1

)T}
,

G =




1 0 0 0
0 q 0 0
0 0 0 − q

p
e−γ

0 0 pqe−γ 0


 ,

M =

{
1√
2

(
1 0 −ε2 0

)
,

1√
2

(
1 0 ε2 0

)}
(4.4)

Recall that in the Liouville representation, Born’s rule for the probability of a measure-
ment outcome M1 given an input state ρ becomes

prob = 〈〈M1|ρ〉〉 (4.5)

and according to Equation 2.22, if t gates G1,...,Gt are applied to the state before the
measurement takes place, it is expressed as matrix multiplication resulting in an outcome
probability of

prob = 〈〈M1|Gt...G2G1|ρ〉〉 (4.6)

Now it is not difficult to see that if the following transformation is applied to all the
elements in a gate-set

|ρ〉〉 → B|ρ〉〉, 〈〈M1| → 〈〈M1|B−1, GΦ → BGΦB
−1 (4.7)

for some invertible matrix B, then the outcome probabilities will remain unchanged for
any combination of states, gates and measurements. Since these probabilities are the only
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experimentally-accessible quantities, this new gate-set describes an experimental setup that
is indistinguishable from the previous one: the same experimental result can be interpreted
equally well by these two gate-sets. This is the gauge DoF inherently present in mathe-
matically representing quantum experiments, in analogy with concepts in thermodynamics
and electromagnetism [74], with B being called the gauge transformation matrix (to be
defined later). The analogy arises from the fact that changing the gauge does not result in
observable effects in an experiment, just as changing the electromagnetic gauge would not
result in any difference in the measurable electric or magnetic fields.

The reader may now verify that the two gate-sets in Equation 4.4 are indeed related
by the gauge transformation matrix

B =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 p

 (4.8)

Moreover, the reader may verify that the gate-setG1 corresponds to an apparatus capable of
preparing a mixed state ρ = 1

2
(I+ε1Z), making a POVM measurement {M1,1H2−M1}with

M1 = 1
2
(I − ε2Y ), and performing a gate Φ(ρ) =

∫
dθe−iθX ΦD(ρ, q) eiθXη(θ, γ) where

η(θ, γ) = 1√
πγ
e−

(θ−π/4)2
γ is a Gaussian distribution and ΦD(ρ, q) = (3q+1

4
)ρ + 3(1−q)

8
I is

the depolarizing channel. The applied gate is a π
2

rotation along the x-axis with some
normally distributed error on the actual rotation angle with the qubit being succumbed
to a depolarizing channel. The gate-set G2 is a gauge transformed version of G1 according
to Equation 4.7. Finally, to address our question about whether these two devices are
performing identically, our answer would be that if they are performing differently but
their behavior are related through a gauge transformation, it is not an experimentally-
detectable difference.

While we have shown that equivalent gate-sets of the same experiment exist, is it even
a cause for concern? The main issue with this gauge DoF arises when we try to evaluate
meaningful metrics quantifying how good our control over our quantum system is. Most of
the metrics for quantum states and gates depend on the specific form of the representation
and are thus not gauge-invariant. For example, in the two representations G1 and G2, the
initial states clearly have different Z polarizations and would be considered to be different
states by any measure. The same applies for gate measures: for example, consider the
diamond norm distance defined in Equation 2.55 between two quantum channels. We used
the DiamondNorm function in the package QETLAB [75, 76] to compute this quantity
for the gates in G1 and G2, and obtained ‖Φ1 − Φ0‖� = 0.376 and ‖Φ2 − Φ0‖� = 0.372,
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where Φ0 is the gate in the “ideal” gate-set by taking p = q = 1 and γ = 0, confirming a
difference in diamond norm for these two representations. While this difference appears to
be small, it is sufficient to show that this problem exists in principle; in general, one can
easily construct an example with a larger difference by applying a unitary, basis-rotating
gauge transformation on a gate-set. The purpose of our example is to demonstrate that
the freedom in a gauge-transformation can be more than a change of basis: for example,
it can also change the purity of the initial state representation, which may cause deeper
confusions in device characterization compared to a basis mismatch.

4.2 Gauge and Representation of quantum states

We have seen that under realistic circumstances, the same experiment can be described
by different-looking gate-sets due to a gauge DoF. In this section we illustrate pictorially
how representations of quantum states are related to the concepts of gauges and gauge
transformations. For clarity we focus on the representation for quantum states, but similar
arguments can be made about gates and measurement operations.

From the point of view of scientific realism, the apparatus (e.g., a qubit) has a physical
existence and properties (which may be relative to the environment) independent of our
representation. We describe the abstract state of this physical object as a noumenal state
following the terminology in [77], denoted as N in Figure 4.1. Here, we slightly change
their definition to include in N both physically allowed (denoted as P ) and forbidden
states. Quantum mechanics allows us to assign to each noumenal state a mathematical
representation which is an element of a Hilbert space Hd: for example, one can associate
the system with a matrix that summarizes its properties, and the set of all d×d matrices is
what we call R in the same figure. Such an association is what we call a gauge Γ, which is
a bijective map from N to R: the bijectivity of the map should be clear from our inclusion
of physically-forbidden states in N , which allows assigning “some state” to every d × d
matrix. Different choices of Γ thus correspond to different descriptions of the noumenal
states.

The common formulation of quantum mechanics says that every state of a quantum
object can be described by a density operator [78], which belongs to a subset of the canon-
ical constraints as defined at the beginning of Chapter 2.3. This means that there exists a
canonical gauge

Γ1 : N → R, Γ1(P ) = I1 (4.9)

where I1 = Dd is the set of d×d density operators. In fact, there exists a family of canonical
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Figure 4.1: Diagram illustrating (in the operator picture) noumenal states, representations
and gauges. N denotes the set of all noumenal states and P represents the set of states
that are physically allowed to prepare in principle. Elements in N are denoted as ni. R
denotes the set of representations for the noumenal states, which can be the set of all 2×2
matrices for qubits. Ii is the image of P under gauge Γi, and rji is the image of ni under
gauge Γj: in our example I1 = Dd is the set of density operators in L(Hd). Bij represents
a gauge transformation from Γi to Γj. Whether an object in R directly corresponds to
objects in P or not depends on the particular gauge under which the object is represented.

gauges that are all related to Γ1 through unitary gauge transformations, with some B that
describe unitary transformations in U(Hd): although each canonical gauge maps the same
point in P to different points in I1, the image of P remains unchanged. Satisfying the
canonical constraint implies that we should work in one of these canonical gauges. Now,
consider another gauge Γ2 which can be converted from Γ1 with a gauge transformation
B12, defined by

B12 := Γ2(Γ−1
1 ), B12(r1

∗) = r2
∗ (4.10)

and in the light of Equation 4.7, can be represented in the Pauli basis as

|B12(ρ)〉〉 := B12|ρ〉〉, 〈〈B12(M)| := 〈〈M |B−1
12 , GB12(Φ) := B12GΦB

−1
12 (4.11)

As a subset of R, I1 is generally not invariant under an arbitrary gauge transformation.
Consider a general trace-preserving transformation given by the following transformation
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matrix

B12 =

(
1 0
~x y

)
(4.12)

where ~x is a (d− 1) by 1 real vector and y is a (d− 1) by (d− 1) real matrix: this affine
transformation of I1 will result in a different subset of R which we call I2, the image of
P under Γ2. Such a gauge is perfectly valid in principle, provided that all the gates and
measurement operators are transformed according to 4.11 as well, even though I2 is no
longer the set of density operators.

The existence of a non-canonical gauge implies, for example, that a physical state
may or may not be represented by a density operator: as illustrated in Figure 4.1, r2

1 ∈ I1

whereas r2
2 /∈ I1. Similarly, a density operator in a non-canonical gauge does not necessarily

correspond to a physical state, as r2
3 ∈ I1 but n3 /∈ P . Now, using B12 = B from Equation

4.8, the image of n3 under Γ2 becomes 1
2
(I+σz), which is in I1 but only as a consequence of

the non-canonical gauge. We conclude that if the gauge is unknown, the mathematical form
of the representations does not automatically imply the noumenal state being physically
allowed or not. Of course, representations in a canonical gauge are much easier to work
with, so traditionally in a tomography experiment one aims to express all gate-set elements
in a natural gauge. But since the gauge is not directly available, and one can only change
from one gauge to the other by means of gauge transformations, it is impossible to conclude
the gauge being canonical or not when requiring only a finite number of tested states to
satisfy the canonical constraints, without making assumptions about the particular form
of any gate-set element.

4.3 Discussion

The existence of this gauge DoF has direct implications on quality measures for quantum
operations. The main problem is that there is no way to know whether an experimentally-
determined gate-set element is expressed in the same gauge as their target, which by
definition are written in a canonical gauge. Since changing the gauge will change the
expression for the experimental elements, any distance measure between the two will likely
change upon changing this indeterminable gauge. We have already seen in Section 4.1 that
by changing the gauge, the states can appear as having different expressions; the same
holds true for gates and measurement operators.

From quantum information theory, we have successfully attached some operational
meanings to various distance metrics: an important example is the interpretation for dia-
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mond norm distance (Equation 2.57) which can be simplified to

‖Φ0 − Φ1‖� =
1

2
max

0≤M1≤1Hd2 ,ρ∈D
d2
〈〈M1|((G0 −G1)⊗ 1L(Hd))|ρ〉〉 (4.13)

where Φ0 and Φ1 are CPTP maps, and {M1,1Hd2−M1} is a two-outcome measurement[12].
One can interpret Equation 4.13 as that ‖Φ1 − Φ0‖� corresponds to an optimal one-shot dis-
tinguishability between Φ1 and Φ0 by allowing arbitrary physical input states and making
arbitrary measurements. However, in the situation where Φ0 is an experimentally-measured
gate and Φ1 is its ideal target, the above interpretation that leads to its operational mean-
ing becomes fundamentally flawed. The reasoning is as follows: in order to compute this
norm one would need the representations for Φ0 and Φ1, for example their Choi repre-
sentation. While Φ1 is by definition represented in a canonical gauge, for Φ0 the gauge is
unknown. So the value of this norm could change if one artificially chooses to express Φ0 in
a different gauge, since its value depends on the exact representation. Next, consider the
case where Φ1 represents the identity gate, which has the same expression in any gauge.
Under this case one may say with confidence that Φ0 and Φ1 can be considered to be in
the same gauge; however, one must also be aware that (one out of the many equivalent
ways of) computing this norm requires optimizing over a given set of states and measure-
ments, whose representation is not gauge-invariant. By default, they are expressed in a
canonical gauge. Since we do not know in an experiment the gauge in which the gates
are represented, one typically assumes (implicitly) that Φ0 is in a canonical gauge, use it
as an input in 4.13, and perform the optimization according to the canonical constraints.
Obviously, while one wants to obtain the value when everything is expressed in the same
canonical gauge, they will typically not get this value if the optimization region is defined
with respect to the canonical gauge while the function being optimized is not. Note that
while a canonical gauge is in principle as valid as any other gauges, the desired value can
only be obtained when all gate-set elements are expressed in the same gauge: this can be
shown using the fact that for a change of variable y = g(x),

max
x∈I

F (x) = max
y∈g(I)

F (g−1(y)) (4.14)
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for all functions F (x), so

max
ρ∈I1,M1∈J1

〈〈M1|GΓ1|ρ〉〉 = max
σ∈B12(I1),N1∈B12(J1)

B−1
12 (〈〈N1|)GΓ1B

−1
12 (|σ〉〉)

= max
σ∈I2,N1∈J2

〈〈N1|B12GΓ1B
−1
12 |σ〉〉

= max
σ∈I2,N1∈J2

〈〈N1|GΓ2|σ〉〉

(4.15)

where we used J1 to denote the set of all operators σ satisfying 0 ≤ σ ≤ 1. If only the
gauge for gates is changed, the outcome will potentially change as well. And since its value
is not unique with respect to experimental data, the “diamond norm distance” in this case
cannot have a concrete operational meaning. Put in a different way, the outcome from such
optimization protocols can only be attached a meaning when the elements are represented
in the same gauge, an option which only exists in theoretical analysis.

In Chapter 3.3.1 and 3.3.2, we mentioned that the decay parameter rRB in an RB
experiment cannot be directly interpreted as an “averaged” average gate infidelity over
different error channels, and that GST experiments cannot fully determine every gate-
set element without prior assumptions on their forms. Both of these issues are in fact
due to this gauge freedom in expressing quantum operations. The “problem” with GST
shall be clear by reviewing Chapter 3.3.2 on how Linear GST is performed: since no
form of SPAM is being assumed, only the matrix G̃0 in Equation 3.22 is known instead
of the individual matrices A and B, allowing a gauge transformation between state and
measurement operators. For the interpretation of rRB, the subtlety arises because Ei(r(Ei))
depends on the representation of errors on each gate, Ei. While rRB is real and measurable,
Ei can change upon a gauge-transformation of the gate-set, which also changes the value of
Ei(r(Ei)): therefore, Ei(r(Ei)) (the average of r(Ei) over all gates Gi) is not an operational
quantity like rRB and cannot be equal to each other.

We briefly discuss several common practices related to this DoF in quantum tomogra-
phy. As we mentioned at the end of section 3.3.2, the process of “gauge optimization” is
commonly adopted in GST experiments whereby the gauge transformation matrix B is var-
ied to minimize the distance from the target gate-set according to a (non-gauge-invariant)
weighted distance measure[71]. However, this optimized gauge is just as arbitrary as any
other gauge, and the resultant gate-set is still not a faithful representation of the apparatus.
Moreover, such optimization undermines a common use of tomography, namely, assessing
the performance of a system against some external threshold (e.g., a fault-tolerance thresh-
old). Altering the gauge to make the channel being tested look like the target will artificially
reduce the distance between the two, and assigning different weights on SPAM and gates
will result in a difference in the output even though such weights are only based on rough
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initial guess about the relative quality of these components. Another common approach is
Maximum Likelihood Estimation (see section 3.2), which takes the estimated gate-set to be
the one that maximizes the likelihood function of obtaining the experimental data, while
restricting the gate-set elements to satisfy the canonical physicality constraints[79, 80].
However, it does not resolve the gauge ambiguity either because all gauge-equivalent gate-
sets are equally likely to produce the data by definition. In the process of optimization,
one will find that the likelihood function profile has the same value wherever two points
are related by a gauge-transformation, and the actual output is largely a matter of the
optimization algorithm and the initial parameters [81].

4.4 A gauge-invariant measure for gate-sets

We have seen that the gauge DoF prevents one from using conventional distance measures
to faithfully evaluate the “goodness” of quantum operations. Note that our discussion is
carried out in the absence of any additional errors such as finite-counting, and in a real
experiment the situation becomes even more complicated. Fundamentally, this problem is
due to the limited information that can be gained from experimental probabilities, com-
pared to the full characterization in the gate-set picture. A gauge-transformation re-assigns
state, gate, and measurement “errors” by adjusting their relative appearance in different
representations, while keeping the experimental measurables unchanged. This implies that
assumptions are somehow inevitable when representing real-life quantum systems in the
gate-set picture. Of course, it should also be clear from our discussion that this DoF can
be eliminated by asserting certain assumptions, for example by manually demanding the
initialized state to be |0〉, or by reporting everything with respect to the measurement
apparatus (i.e., assuming perfect measurements). Depending on the specific setup, the
validity of these assumptions may largely vary.

As far as we know, no fully gauge-invariant measure between quantum gates has been
reported [69, 81], nor for those between quantum states/measurements. In fact, what the
previous sections have established is that such measures cannot exist, because representa-
tions for individual states/measurements/gates are intrinsically non-gauge-invariant. Be-
low we propose a new, alternative distance measure for a gate-set which is gauge-invariant,
and provide a protocol to characterize and improve experimental control based on this
measure. As in section 4.1, let G denote the gate-set {S,G,M}; let ~Cm denote a par-
ticular experiment with input state ρ ∈ S, measurement M ∈ M, and a set of m gates
G1...Gm each selected from G. A well-motivated quality measure for ~Cm is the total vari-
ation distance between the measured outcome probability distribution and the ideal one,
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Figure 4.2: Mean variation error from Equation 4.18 for a gate-set with ρ = M1 = |0〉 〈0|,
and G = Cl1 being the 1-qubit Clifford group. Blue circles indicate self-inverting (identity)
circuits whereas red squares indicate random circuits. Each point consists of averaging
200 random circuits with length m. The error channel on every gate has an averaged gate
infidelity of 10−4. The depolarizing error channel is ED(ρ, r) = (1− 2r)ρ+ rI, whereas the

unitary error is EU(ρ, θ) = e−iθZ with θ = arccos
(√

1− 3r/2
)

. MVE may have different

behaviors under different error types (m or
√
m) for a random circuit, as compared to the

linear behavior for an identity circuit

defined by

δd(~Cm,
~̃Cm) :=

1

2

∑
d

∣∣∣〈M̃d, G̃m:1(ρ̃)〉 − 〈Md, Gm:1(ρ)〉
∣∣∣ (4.16)

where the tilde represents real versions of the ideal operations, and we used the shorthand
notation

Gb:a :=

{
GbGb−1...Ga if b ≥ a

1 otherwise
(4.17)

to represent the series of gates being applied sequentially. This definition satisfies the
requirements for being a metric (Definition 2.5.3), and is only based on measurable quan-

tities. Denoting the set of all experiments with gate sequence length m as ~Cm, we further
define the Mean Variation Error (MVE) over ~Cm with the underlying gate-set G as

x(G,m) := E~Cm [δd(~Cm,
~̃Cm)] (4.18)

where E stands for averaging over a set. This measure was proposed in [82] as a “com-
putationally relevant error per gate cycle”, but the gauge-invariance property was not
emphasized there. Note that although in each ~Cm only one state and one measurement
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is allowed (in order for the final outcome to be a valid probability distribution), there is

no constraint on how many are included in the gate-set. The size of ~Cm is thus given by∣∣∣~Cm∣∣∣ = |S||G|m|M|.

The MVE aims to quantify how well the apparatus performs all possible operations
available from a target gate-set. In the special case where the measurement is a 2-outcome
POVM and the gate sequence is signal-reversing (i.e. ideally an identity circuit), δd can
be simplified as

δd(~Cm,1) =
1

2

(∣∣∣Tr
[
M̃ †

0G̃m:1(ρ̃)
]
− 1
∣∣∣+
∣∣∣Tr
[
(I − M̃0)†G̃m:1(ρ̃)

]
− 0
∣∣∣)

= 1− Tr
[
M̃0, G̃m:1(ρ̃)

] (4.19)

whose average over ~Cm is nothing but 1 minus the “survival probability” plotted in a
conventional randomized benchmarking experiment. In particular, one expects that for
Markovian noise, the inverted decay curve can always be well approximated by a linear
relation to first order in the average error rate [72, 61].

We simulated random circuits of varying length m sampled from the gate-set {S =
|0〉 〈0| ,G = Cl1,M = |0〉 〈0| (with Cl1 denoting the 1-qubit Clifford group), where er-
roneous gates are represented as G̃ = EG with E being an error channel. We simulated
two types of random circuits: circuits from the entire set of possible experiments allowed
by the gate-set, and circuits from the set of possible experiments where the overall gate
applied is identity (i.e., Gm:1 = 1). In both simulations, the state and measurements are
assumed to be error-free. The results are shown in Figure 4.2. When the error follows a
depolarizing noise model, the MVE scales linearly with the gate sequence length m for both
random and identity circuits, with the decreased rate for random circuits being ∼ 1/3 the
rate for identity circuits. This is because because when the state is transformed onto the
xy-plane of the Bloch sphere right before measurement (which happens about 2/3 of the
time), the depolarizing channel does not affect the outcome probability of a Z-axis mea-
surement, resulting in an MVE of 0 for those circuit sequences. In contrast, when the error
is a gate-independent unitary error, the scaling remains linear for the identity circuits but
follows a

√
m dependence on gate sequence length. According to arguments in [82], this is

due to randomization of this error channel by the Clifford group operations, resulting in
an accumulative average error rate that essentially behaves like a 1-d random walk in the
step number m. The key result here is that the MVE behaves differently under different
realistic error models for a general random circuit, which reveals additional information
that are hidden by an identity circuit experiment like in randomized benchmarking.
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Unlike other distance measures where an improvement in quality can be caused by a bias
in choosing a gauge-representation, a decrease in MVE is unequivocally an improvement
due to its gauge-invariance and because, by definition, the output probability distribution
gets closer to ideal. An experimentalist can perform a feedback loop whereby they update
the control parameters, rerun the MVE evaluation experiment and compare to the previous
result to see if the error has decreased. Protocols that use feedback from experimental
outcomes to improve control over quantum devices have been proposed before, such as in
[84] where control parameters were optimized by minimizing the randomized benchmarking
decay rate. While having the same advantages as [84] such as being gauge-invariant and
robust to environmental noise, using MVE instead of the randomized benchmarking decay
rate as the error measure can provide more insight into the nature of the error process.

A protocol for calibrating a QIP device is presented as follows:

1. Choose a gate-set G = {S,G,M} of experimental interest.

2. Select NG random experiments ~Cm with gate sequence length m, with NG being large
enough to accurately approximate E ~Cm

.

3. Compute the ideal outcome probabilities 〈Md, Gm:1(ρ)〉 for each ~Cm.

4. Repeatedly collect the measurement outcomes forNM times to estimate 〈M̃d, G̃m:1(ρ̃)〉
for each ~Cm.

5. Calculate δd(~Cm,
~̃Cm) for each chosen ~Cm, average over them to estimate x(G,m).

6. Repeat step 2-5 for different values of m to measure the scaling behaviour of the
MVE.

7. Repeat steps 2-6 for different experimental control parameters, and track which pa-
rameter changes lower the MVE across all tested sequence lengths.

We briefly discuss the scalability of estimating the MVE here. In steps 2 and 4 in the above
protocol, the magnitudes of NG and NM essentially determine the accuracy of counting
experiments, and can be estimated using Hoeffding’s bound [83] if a particular precision
ε is desired with confidence 1 − δ. On the other hand, the scaling behavior of step 3
depends on the gates in G: while this step can be efficiently computed if it only contains
Clifford group elements according to the Gottesman-Knill theorem (Theorem 3.3.1), it is
computationally hard if G also contains general unitary gates. Of course, being hard does
not imply being impossible: for small systems with a few qubits, this procedure can still be
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performed quickly on a classical computer, which would still provide valuable information
on the actual performance of a device implementing a particular gate-set. Further analysis
on the behavior of this measure under different error models will be a highly desired result.
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Chapter 5

Characterizing state and
measurement operations

We have seen in the previous chapter how the gauge degree of freedom affects our de-
scription of a quantum system, and in particular how it prevents a fully self-consistent
characterization in the absence of any assumptions. In other words, no experiment is pos-
sible to simultaneously determine every element in a gate-set without assuming the form of
some elements. It is a question worth discussing that which of these assumptions are more
credible than others. Many recent experimental efforts chose to characterize the quality of
quantum gates by assuming ideal SPAM: this is not surprising considering that performing
gates involves fine-tuning many parameters such as magnetic field strength and sequence
duration, and is thus deemed more difficult than state preparation and measurements.
Since the number of gates required in a certain computation task is generally quite large,
it is reasonable to first improve gate performance at the earlier stage of quantum computing
research.

On the other hand, one must be aware that the results from benchmarking quantum
gates cannot be trusted if the SPAM being used to probe these gates are inherently faulty:
this issue is becoming particularly non-negligible in some implementations. For example,
in trapped ion systems, it is now possible to achieve an average gate fidelity on the order of
99% (and even 99.9% [85])for two-qubit gates and 99.99% for 1-qubit gates, whereas state
and measurement infidelity is still on the order of 10−2 to 10−1 [8]. While these numbers
are not directly comparable because they describe different processes, it is reasonable to
anticipate SPAM errors to at least contribute on a similar scale as gate errors in these
systems. As the quality of gates keep improving, the imperfectness on state preparation and
measurement may start to become a bottleneck both in characterizing quantum gates and
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in the overall control precision. Moreover, many recent fault-tolerant schemes of quantum
computation requires repeated rounds of state preparation and measurement operations,
such as the surface code. This implies that SPAM errors are in fact just as important to
overcome as gate errors. Therefore, protocols which focus on characterization of SPAM
errors will be important in the near future where precise control on quantum devices are
needed.

In this chapter, we introduce a method that characterizes single-qubit state and mea-
surement errors separately and unambiguously, by assuming close-to-ideal quantum gates.
The method uses common unitary gates and can be implemented on all known QIP plat-
forms. In Section 5.1 we illustrate the idea behind this method, why it overcomes the
aforementioned gauge ambiguity, and give the basic version of the protocol. In Section 5.2
we derive a bound on the effects of noisy quantum gates on the final output state in terms
of the worst case error rate of multiqubit gates, then integrate a technique called random-
ized compiling to reduce the effect of the gate errors. Finally in Section 5.3, we give an
approximate bound for the range of estimated parameters based on bounds on the output
states, and simulated the experiment against an adversarial error model to demonstrate
the robustness of our protocol.

5.1 Motivation and Basic Protocol

As we have seen previously, the gauge DoF effectively prevents separately characterizing the
state and measurement errors: for example, in a direct measurement experiment without
applying any external gates, one can assign the following gauge transformation

〈〈E||ρ〉〉 = (〈〈E|B−1)(B|ρ〉〉) (5.1)

which effectively includes all possibilities to assign the observed deviation from ideal to
different models of SPAM errors. In particular, consider the following two gauge matrices,
where the subscript t implies the desired (target) operation:

B1 = |ρt〉〉〈〈ρ|, B2 = |E〉〉〈〈Et| (5.2)

where the first will assign all the observed error to the measurement and outputs a perfect
initial state, while the second does the reverse. Consequently it is impossible to talk about
the individual errors on SPAM based only on this information. To achieve this goal, we
must break this gauge symmetry between SPAM.
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Our protocol is based on the following observation: if multiple state preparation is
performed, and if we assume that the intrinsic error occurred during each preparation
procedure is identical, then we can use multi-qubit gates to propagate these individual
state preparation errors such that their effects can be measured on a single qubit. The final
(potentially erroneous) measurement outcome from this qubit would have a contribution
from combined state error that depends on the number of state preparations involved, and
another fixed contribution from the measurement. The state and measurement parameters
can then be extracted from the outcome pattern based on their different behaviors.

Let’s first make this idea more concrete by considering the problem of characterizing
a single qubit. We assume that the target state is ρt = |0〉 〈0|, and we try to perform a
projective two-outcome measurement M with operators M1,t = |0〉 〈0| , M2,t = |1〉 〈1|. In
reality, the prepared state has a probability ε1 to be in the other Z-eigenstate |1〉 〈1|, allow-
ing it to be described by a mixed state ρr = 1

2
(I + (1− ε1)Z). The non-ideal measurement

also has a probability ε2 to output the opposite result given any Z-state inputs, and can be
described by M1,r = 1

2
(I + (1− ε2)Z), M2,r = 1

2
(I− (1− ε2)Z). Now consider the following

circuit with inputs and measurements given as above. Since X-errors (an “impurity” in
the Z-component) propagate from the control to the target bit through the CNOT gate,
the bit-flip error happening during the state preparation will accumulate on the first bit as
we increase the number of ancillary qubits. In the absence of gate errors, the “0” outcome
probability is given by

pr0(m) =
1

2
(1 + (1− ε1)m+1(1− ε2)) (5.3)

when a total of m gates are performed.

ρ M
ρ •
ρ •
...

ρ •
Figure 5.1: A state error amplifying circuit that transfers X-errors in state preparation to
the first qubit.

By recording the results from a series of experiments with different m and fitting to the
model pr0(m) = 1

2
(1 + bam+1) to find the parameters a and b, one can obtain an estimate
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on both ε1 and ε2. The total number of qubits required for this method is not as large as
suggested by the circuit: if state preparation (and reset) can be made fast enough compared
to gate time: in such cases, the we can replace the previous circuit by the two-qubit one
in Figure 5.2, where the reset step is simply resetting the second qubit using the same
method as in preparing the state initially. Because a reasonable fitting for Equation 5.3

ρ M

ρ • Reset

Figure 5.2: Simplified circuit for SPAM tomography method. Repeating the operations in
the dashed box m times has the same effect as in the full circuit, Figure 5.1.

can be made with only a few data points (as there are only two degrees of freedom in the
model), the state preparation time does not need to be indefinitely short compared to the
gate time, so in principle as few as two qubits would be sufficient to extract the SPAM
parameters. While in the following texts we still write the circuits in full for the sake of
clarity, reduction to this simplified circuit is always possible for our presented protocols.

This simple method eliminates the possible gauge ambiguity for the following reason.
The process of attaching an ancillary qubit in the state 1

2
(I + (1 − ε1Z)), performing an

ideal CNOT gate, and tracing out the ancilla can be expressed in Liouville form as

GΦ =


1 0 0 0
0 1 0 0
0 0 1− ε1 0
0 0 0 1− ε1

 (5.4)

The outcome probability for measuring the final state is pr0 = 〈〈M1|Gm
Φ |ρ〉〉, which is a

non-linear function in ε1 for m ≥ 1. Consequently, the transformation in Equation 5.1
fails to be a “gauge transformation” because it cannot, in general, preserve the outcome
probability by linearly transforming the state parameters. This shows that in principle,
state and measurement parameters can be determined individually, with the help of multi-
qubit gates.

The above simplified analysis has two key limitations. First, instead of having only
Z-components, the initial state and measurement are in fact described by a more general
model

ρ =
1

2
(I + aX + bY + cZ), M1 =

1

2
(dI + eX + fY + gZ) (5.5)

52



with constraints on the parameters a-g such that ρ, M1 and M2 all satisfy the canonical
constraints defined at the beginning of Chapter 2.3. Analyzing the same circuit with these
input/outputs give the following probability for having a 0-outcome: pr0,real(m) = 1

2
(d +

ae+cm(bf+cg)). This multi-variable expression hinders the simplicity of Equation 5.3 and
would require more than a line-fit to solve individually. Of course, in the experimentally-
relevant situation where both ρ and M are close to ideal, the parameters c, d, g will be
close to 1 whereas the others will be close to 0, and ignoring second-order terms in these
small parameters in pr0,real(m) will (almost) recover Equation 5.3 besides the extra factor
d, allowing us to solve for c and g approximately. It may then be possible to plug these back
in pr0,real(m) and iteratively solve for all parameters including the smaller ones. However,
this would add complication to data and error analysis. Second, the quantum gates being
applied in a real experiment would not be ideal. The error associated with each gate will
reveal itself in the final outcome, but in a way unknown to us; and since we assume complete
ignorance about states/measurements, we may not directly perform process tomography
to learn about the exact form of the gates. Therefore, it is crucial that our protocol can
bound the estimated parameters, with quality metrics on the gates that can be obtained
even without knowing the SPAM parameters.

In the remaining part of this chapter and the next, we introduce a modified version
of the protocol that resolves these problems. The important concept of randomization
will be used in overcoming both issues. The first issue can be addressed by using a state
randomization protocol: for any set G of unitary operators in U(H2n), we define the state
randomization map R0 that applies a random unitary gate from G as

R0(ρ,G) :=
1

|G|
∑
σi∈G

σiρσ
†
i (5.6)

The expectation (unbiased average) E of any linear function f of the state ρ after this
randomization is then given by

EG(f(ρ)) =
1

|G|
∑
σ∈G

f(σ†ρσ) (5.7)

For example, if we choose G to be G = {I,X, Y, Z}, then randomization will result in an
effective average state that is completely mixed; measurement on this state will yield an
outcome 0 with probability

pr0 = Tr[M1(I/2)] = d/2 (5.8)

allowing us to determine the value of d. This can be shown by noting that conjugating

53



one Pauli matrix by a different one will introduce an additional minus sign on the original
one, i.e.,

P †j PiPj = (−1)1−δijPi ∀i, j ∈ {x, y, z} (5.9)

m+ 1 bits



ρ R1
0 R1

m M

ρ R2
0 •

ρ R3
0 •

...

ρ Rm+1
0 •

Figure 5.3: A modified state error amplifying circuit with initial state and measurement
randomization. Each Ri

0 represents a randomly chosen gate (independent from qubit to
qubit) from a pre-defined set G in every run, and experiments with different random gates
are performed many times to obtain the expectation value over G to a desired precision.

It is then easy to see that, if in a different experiment we set G = {1, Z}, the averaged
output state will have I and Z components only. And since Pauli channels are their own
adjoint, performing the same randomization with G = {1, Z} right before the measurement
will turn the measurement operator into having only I and Z components too. Repeating
the same circuit as in Figure 5.1 gives an expression for measuring a 0-outcome as

pr0(m) =
1

2
(d+ cm+1g)

2pr0(m)− d = cm+1g
(5.10)

which allows us to determine c and g in a line fit with the previous knowledge about d.

Once the Z component of the state and measurement operators are determined, one
can in principle estimate all other components by performing single-qubit rotations (in
the Bloch-sphere picture, Figure 2.1) and using the Z-states as a known “probe”, just
as in standard state (measurement) tomography experiments with a known but imperfect
detector (probe state), using the reconstruction methods introduced in Section 3.2. For
example, to measure the component a, one could first perform state randomization with
G = {1, X}, followed by a Y−π/2 pulse that transforms it into a Z-state, and measure with
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the same measurement. Note that it would be both unwise and unnecessary to repeat
circuit 5.1 just to probe these smaller components: if ε1 ≈ 1 in Equation 5.3, pr0(m) will
quickly become indistinguishable from 1

2
for relatively small values of m, resulting in a

large relative error in the estimated parameters.

5.2 Reducing Gate Errors with Randomized Compil-

ing

We now address the second problem mentioned previously and analyze the effect of gate
errors. First, we derive a bound on the distance between final states in the presence and
absence of gate errors, using the diamond norm of a perturbation term in the gate that
represents its error; second, we apply a technique called randomized compiling [18] to
modify the previous bound by replacing the diamond norm error with an average gate
infidelity, which can be much smaller than the diamond norm error and may be estimated
in the presence of SPAM errors.

To start, we perturbatively expand every linear CPTP map Ã as Ã = At + δA, where
δA can be considered as the gate error. For now we can consider gate-dependent errors
so that δAi is different for every different gate Gi. We will only assume that the noise is
Markovian, so that they can be represented as a matrix in Liouville form. Since both A
and Ã represent CPTP maps, δA must be a trace-eliminating map. Now, consider the
state of qubit 1 in the circuit 5.3: with a total of m ancillary qubits, it can be written as

ρ̃rf = Tr2...m+1

[(
©m

n=2C̃n,1
)
◦

(
m+1⊗
n=1

R̃n,τ

)
(ρr)

⊗m+1

]

= Tr2...m+1

[
(©m

n=2(Cn,1 + δCn,1)) ◦

(
m+1⊗
n=1

(Rn,τ + δRn,τ )

)
(ρr)

⊗m+1

] (5.11)

where Rn,τ stands for the random gate (selected as στ ∈ P1) applied on qubit n, and Ca,b
is a CNOT gate that is controlled on qubit a and targeted on qubit b. Comparing with
the final state in the absence of gate errors, ρrf ,

ρrf = Tr2...m+1

[
(©m

n=2Cn,1) ◦

(
m+1⊗
n=1

Rn,τ

)
(ρr)

⊗m+1

]
(5.12)
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the first order term in the difference between these two gates is given by

ρrf − ρ̃rf = Tr2...m+1

[(
m+1∑
n′=2

©m+1
n=2 ((1− δn,n′)Cn,1 + δn,n′δCn,1)

)
◦

(
m+1⊗
n=1

Rn,τ

)
+

(©m
n=2Cn,1) ◦

(
m+1∑
n′=2

m+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

)]
(ρ̃) +O(δ2) (5.13)

where O(δ2) includes all terms of second order or higher in either δC or δR. The distance
between these two states reflects the error introduced by the imperfect gates. We quantify
this distance by bounding the 1-norm of the above first order term.

First note that by triangle inequality, the two sums in the above expression (which we
call A and B) can be separately bounded:

‖ρrf − ρ̃rf‖1 ≤ ‖A‖1 + ‖B‖1 +O(δ2) (5.14)

where

A = Tr2...m+1

[(
m+1∑
n′=2

©m+1
n=2 ((1− δn,n′)Cn,1 + δn,n′δCn,1)

)
◦

(
m+1⊗
n=1

Rn,τ

)]
(ρ̃)

B = Tr2...m+1

[
(©m

n=2Cn,1) ◦

(
m+1∑
n′=1

m+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

)]
(ρ̃)

(5.15)
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Both terms can be bounded in a similar manner: first,

‖A‖1 ≤
m+1∑
n′=2

∥∥∥∥∥Tr2...m+1

(
©m+1

n=2 ((1− δn,n′)Cn,1 + δn,n′δCn,1)
)
◦

(
m+1⊗
n=1

Rn,τ

)
(ρ̃)

∥∥∥∥∥
1

≤
m+1∑
n′=2

∥∥∥∥∥(©m+1
n=2 ((1− δn,n′)Cn,1 + δn,n′δCn,1)

)
◦

(
m+1⊗
n=1

Rn,τ

)
(ρ̃)

∥∥∥∥∥
1

≤
m+1∑
n′=2

∥∥(©m+1
n=2 ((1− δn,n′)Cn,1 + δn,n′δCn,1)

)∥∥
�

≤
m+1∑
n′=2

m+1∏
n

‖((1− δn,n′)Cn,1 + δn,n′δCn,1)‖�

=
m+1∑
n=2

‖δCn,1‖�

where from the top to bottom we used the triangle inequality, monotonicity of 1-norm with
respect to partial trace (Lemma 2.5.1), definition of the diamond norm(Equation 2.49),
submultiplicativity of the diamond norm (Equation 2.53), and the fact that ‖Φ‖� = 1 for
every CPTP map Φ.
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Similarly,

‖B‖1 ≤
m+1∑
n′=1

∥∥∥∥∥Tr2...m+1

[
(©m

n=2Cn,1) ◦

(
m+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

)]
(ρ̃)

∥∥∥∥∥
1

≤
m+1∑
n′=1

∥∥∥∥∥
[

(©m
n=2Cn,1) ◦

(
m+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

)]∥∥∥∥∥
�

≤
m+1∑
n′=1

(
m+1∏
n=2

‖©m
n=2Cn,1‖�

)∥∥∥∥∥
N+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

∥∥∥∥∥
�

=
m+1∑
n′=1

∥∥∥∥∥
m+1⊗
n=1

((1− δn,n′)Rn,τ + δn,n′δRn,τ )

∥∥∥∥∥
�

=
m+1∑
n′=1

m+1∏
n=1

‖((1− δn,n′)Rn,τ + δn,n′δRn′,τ )‖�

≤
m+1∑
n′=1

‖δRn,τ‖�

where from top to bottom we used the triangle inequality, monotonicity of 1-norm and
definition of diamond norm, submultiplicativity of diamond norm, ‖Φ‖� = 1 for a CPTP
map Φ, and multiplicativity of diamond norm with respect to tensor product of channels
(Equation 2.54). Summarizing, we have

‖ρrf − ρ̃rf‖1 .
m+1∑
n′=2

‖δCn,1‖� +
m+1∑
n=1

‖δRn,τ‖� (5.16)

Separating a map into the ideal plus a deviation map allows us to obtain this first-order
bound. On the other hand, the worst-case error (2.56) are defined for an error channel,
while the deviation map is not a channel since it is trace-eliminating. In order to relate
terms in Equation 5.16 to the worst-case error, note that for every real map G̃ decomposed
as G+δG where G is an ideal unitary channel, we can always write it equivalently as G◦E
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for some noise channel E (see Figure 5.4). Then

G ◦ E = G+ δG

E = 1T (Hn) +G† ◦ δG
E − 1T (Hn) = G† ◦ δG∥∥E − 1L(Hn)

∥∥
� =

∥∥G† ◦ δG∥∥� = ‖δG‖�

where the last line follows from the unitary invariance of ‖·‖1→1 (Equation 2.50 and 2.31)
and the fact that G†(X) = U †XU for some unitary operator U . This relation holds as
long as the target channel is unitary. Therefore, we may rewrite Equation 5.16 with more
commonly used quantities as

‖ρrf − ρ̃rf‖1 .
m+1∑
n=2

ε(E(Cn,1)) +
m+1∑
n=1

ε(E(Rn,τ )) (5.17)

with a different interpretation of gate error, where ε(E) is the worst case error rate for a
noise channel E defined in Equation 2.56.

G + δG = E1 G = G E2

Figure 5.4: Different ways to represent gate errors.

What we have essentially shown is that to first order in the error channels, the effect of
these erroneous gates on the final output state is upper bounded by the sum of diamond
norms on all the pre-multiplied noisy channels on all the gates in circuit 5.3. However, the
diamond norm of these deviation maps are not experimentally accessible unless full process
tomography is performed on every gate. Most experimental characterizations of quantum
gates report their quality in terms of the estimated average gate infidelity r(E) for a noise
channel E , which is related to ε(E) via the following bounds [86, 57]

r(E)
d+ 1

d
≤ ε(E) ≤

√
r(E)

√
d(d+ 1) (5.18)

It is known that the lower bound is saturated by Pauli noise channels1, whereas the
upper bound is saturated by pure unitary noise, up to some constant factors proportional

1A Pauli channel has a Kraus representation (Equation 2.10) with all Kraus operators being (tensor
product of) Pauli operators.
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to
√
d [11]. The upper bound scaling is clearly suboptimal in terms of the infidelity because

of the square root: it has been shown that one can easily construct a noise channel E for a
two-qubit generalized controlled phase gate with r(E) = 0.01, but having a worst case error
rate of ε(E) ≈ 0.13; in fact, the upper bound for arbitrary two-qubit noise channels with
r(E) = 0.01 is as high as 0.45 [11]. Therefore, the RHS of Equation 5.17 cannot be deemed
small for an arbitrary noise channel unless it has special properties. Our solution to this
problem is to modify our protocol using a technique called randomized compiling (RC)
invented by Wallman and Emerson [18]. The idea of RC is to insert error-randomizing
gates between the “hard-gates” (in our case the CNOT gate) in order to tailor the noise
on these gates to be a stochastic Pauli noise, which saturates the lower bound in Equation
5.18. Since the average infidelity of each gate can be estimated independent of SPAM
errors, our method has the advantage that both the estimated parameters and the bound
on them are obtained without prior assumptions about either the states or measurements,
in contrast to conventional state or measurement tomography.

The steps to integrate RC technique into our protocol are summarized as follows. First,
we insert a virtual identity gate 1H2m+1 between each neighboring CNOT gates so that the
protocol now have exactly the same form as the setup in [18]: that the circuit becomes
a sequence of alternating “simple” and “hard” gates corresponding to single-qubit Pauli
gates and two-qubit CNOT gates in our setup. Next, we insert a single-qubit gate T ji
right after each original single-qubit gate, and a correction gate T ci right before the next
series of single qubit gates, including the virtual identity gates (see Figure 5.5 (b)). T ji is
chosen randomly and independently from the set P1 at each position and in each run. The
correction gates are uniquely determined by the previous single-qubit randomizing gates,
defined as

~T ci := Ci,1 ~T †i (Ci,1)† ∀i ∈ {0, ..,m− 1} (5.19)

so that the circuit after applying ~T ci Ci,1 ~Ti is logically equivalent to the original circuit 2 (we

used the vector notation ~Ti to denote the tensor-product channel on all (m+ 1) qubits at
step i). Finally, the intermediate gates are compiled into a single gate Ĉi according to the
following rule

~̂R0 := ~T0
~R0, R̂1 := R1

~̂Ci := ~Ti ~T
c
i−1 ∀i ∈ {1, ...,m− 1}
~̂Cm := ~T cm−1

(5.20)

2Note that the notion AB for two quantum operations A and B implies an action on the operator X
in the order A(B(X)).
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Note that the compiled gates ~̂Ci all belong to the set of (m + 1)-fold tensor product
of Pauli channels, so there is no need to introduce new gates in addition to single-qubit
Pauli gates that are used to randomize the initial states. This is possible because the only
hard gate in our setup (the CNOT gate) belongs to the Clifford group that maps Pauli
operators to Pauli operators.

The formal protocol of the experiment is summarized as follows:

0. Measure the probability of obtaining outcome 0 (pr0) for the qubit prepared in the
target state ρt = |0〉 〈0| multiple times until desired precision is obtained, compute
the parameter d using Equation 5.8;

1. Uniformly sample to generate a list of random gates Rj
0, R1

m ∈ {I, Z} and T ji ∈
{I,X, Y, Z} for i = 0...m− 1 (denotes the i-th time step) and j = 1...m+ 1 (denotes

the j-th qubit), and collect to form ~R0 and ~Ti;

2. Compile the gates according to Equation 5.20;

3. Implement the circuit (c) in Figure 5.5, collect the measurement outcome x ∈ {0, 1};

4. Repeat steps 1-3 until a desired precision on the measurement outcome frequency
pr0(m) is obtained;

5. Repeat steps 1-4 for m = 1, 2, 3...mmax, fit to the decay model in Equation 5.10 and
extract parameter c and g.

6. Perform the state randomization - single-qubit rotation - measurement protocol dis-
cussed at the end of Section 5.1 to extract all single-qubit parameters.

5.3 Bounding Parameters and Simulation

We now address the issues mentioned in Section 5.1 about bounding the precision of estima-
tion and improving the worst case bound after randomized compiling. First we quantify the
benefits from RC using the results in [18]. To reduce complications from gate-dependent
noise in the simple gates, we further assume that all single-qubit Pauli gates can be per-
formed perfectly, i.e., E(Rn,i) = E(Tn,i) = 1L(H2) ∀n ∈ {1...m + 1}, i ∈ {x, y, z}, and we
only consider the major contribution of errors coming from the two-qubit CNOT gates.
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Under this assumption, according to Theorem 1 in [18], the effective error channel on the
CNOT gates will be tailored to Tj where

Tj = E~T
~T †E(Ck,1)~T (5.21)

which, according to [52], is a Pauli channel if the ~T ’s are sampled from Pauli channels. This
holds true as long as the gate error E ’s are Markovian. Thus, it satisfies the lower bound
in Equation 5.18. If we further assume that the error on CNOT gate is qubit-independent,
i.e. E(Ci,1) = E(C), then we obtain from Equation 5.18 that

‖ρrf − ρ̃rf‖1 .
m+1∑
n=2

2ε(E(Cn,1))

= 2mε(E(C))
= 3mr(E(C))

(5.22)

Using this result together with Hölder’s inequality (2.34), the difference between the
final measured probabilities in the absence (prf ) and presence (p̃rf ) of gate errors can be
bounded as∣∣prf (m)− p̃rf (m)

∣∣ = |〈M1, ρrf − ρ̃rf〉| ≤ ‖M1‖∞‖ρrf − ρ̃rf‖1 ≤ 3mr(E(C)) (5.23)

where the last inequality comes from the fact that ‖M1‖∞ = s1(M1) where s1(M1) is its
largest singular value [12], M1 is positive-semidefinite (implying that si(M1) = λi(M1)
where λi(M1) are its eigenvalues) and 0 ≤ M1 ≤ 1H2 (implying that its largest eigenvalue
satisfies λmax(M1) ≤ 1). From Equation 5.10 and defining

y(m) := 2prf (m)− d, (5.24)

a plot of y vs. m would ideally yield an exponentially-decaying curve gcm+1; from Equation
5.23 it is clear that the value of y in the absence of gate errors is bounded to first order in
r(E(C)) by

y(m) ∈ [ỹ(m)− 6mr(E(C)), ỹ(m) + 6mr(E(C))] (5.25)

where ỹ(m) = (2p̃rf (m)− d). Thus, each data point recording the 0-outcome probability
would have a bound in their value which grows linearly with m.

In order to obtain an estimated bound on the fitted parameters c and g from the bound
on y, it is more straightforward to take the log on both sides of Equation 5.10 which
linearizes the fitting model. This change of variable will alter the upper and lower bounds
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on y in Equation 5.25 into

log(y) ∈ [log(ỹ)− 6mr(E(C))
ỹ

, log(ỹ) +
6mr(E(C))

ỹ
] (5.26)

to first order in r. Since the linearized fitted model is

log(y(m)) = log(g) + (m+ 1) log(c), (5.27)

we can obtain upper and lower bounds on log(c) by fitting the upper and lower bounds of
log(y) (denoted as cup and clow) in Equation 5.26. By considering that when m = 0 there
is no contribution from gate errors, we can approximately write

log(y(m = 0)) = log(glow) + log(cup) = log(gup) + log(clow) (5.28)

which gives and approximate bound on log(g) and consequently g. More concretely, as-
suming that the lower/upper bounds on all parameters are not too far away from the fitted
value, we have

log(ỹ) +
6mr(E(C))

ỹ
≈ log(gfit) + (m+ 1) log(cup) (5.29)

and

log(ỹ)− 6mr(E(C))
ỹ

≈ log(gfit) + (m+ 1) log(clow) (5.30)

where the subscript “fit” is used to denote the parameter value returned from fitting. Thus,

12mr(E(C))
ỹ

≈ (m+ 1) log

(
cup

clow

)
cup ≈ exp

(
12r(E(C))

ỹ

m

m+ 1

)
clow

cup − clow ≈
12r(E(C))

ỹ

m

m+ 1
≈ 12r(E(C))

(5.31)

And from Equation 5.28, it is easily seen that the difference between upper and lower
bounds for g equals to that for c, so

gup − glow ≈ 12r(E(C)) (5.32)

again to first order in r. The bound on the difference between fitted parameters and their
true value may be estimated as half the difference between the upper and lower bounds.
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We simulated the experiment with and without randomized compiling to compare the
estimation accuracy. In our simulation, the state and measurement parameters are creal =
greal = dreal = 0.95 and areal = breal = ereal = freal = 0.05. All single-qubit Pauli gates are
assumed to be ideal, while the real CNOT gate is modeled with a “small” unitary rotation
gate En,1 := (X1)δθ ⊗ 1n followed by an ideal CNOT gate Cn,1, which systematically over-
rotates the qubit being measured at the end. The matrix power δθ in En,1 was chosen such
that it has an average gate infidelity of r(δθ), calculated using the formula given in Theorem
2.5.3 [19]. For each value of m, we uniformly sample 200 random circuits from all possible
ones with the same length to approximate the averaged output; and in each experiment
we used mmax = 6 ancillary qubits to perform fitting, based on realistic experimental
considerations. We also ignored statistical error in the final outcome probability for each
sequence. The results are shown in Figure 5.6: first, we show that for large values of r, the
survival curve without randomized compiling no longer follows the model given by 5.27,
whereas this effect is significantly reduced after compiling (see Figure 5.6 (iii) and (iv)). A
large inconsistency between the fitted and real parameters is observed for almost all values
of r in the non-compiled experiments 3, while the estimate accuracy are bounded by our
estimated bound for both parameters c and g (the blue dashed curves corresponding to
Equation 5.31 and 5.32) when randomized compiling is used. One may also notice that
the approximate upper bound for a general noise model (red dotted curve, using the upper
bound for ε(E) in Equation 5.18) is very loose, which supports our argument in Section 5.2
that a small average gate infidelity for a general error channel does not necessarily imply
a small worst-case error rate, especially for small errors. Overall, we demonstrated that
our method provides a good estimate for the SPAM parameters under a relatively strong
adversarial error model.

3The exponential scaling is largely due to our reconstructing method, because the desired values are
obtained from re-exponentiating the fitted parameters log(cfit) and log(gfit).
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(c)

Figure 5.5: Example of state error detection circuit with state/measurement randomization
and randomized compiling. (a) is the original circuit with virtual identity gates inserted.
(b) contains error-randomizing single-qubit gates T ji , each being a random gate from the

set P1 on qubit j; the correction gates are ~T ci = Ci,1 ~T †i (Ci,1)†. (c) is the equivalent, compiled
version of (b).
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Figure 5.6: Numerical results of SPAM parameter estimation protocol. (i) - (ii): Plot
of |creal − cfit| (i) and |greal − gfit| (ii) from simulated experiments, with the x-axis being
the average gate infidelity for the imperfect CNOT gate. The blue dashed lines are the
approximate upper bounds (Equation 5.31 and 5.32) for our protocol. Significant improve-
ment in estimation accuracy and favorable scaling with r(E) is observed with randomized
compiling. (iii) - (iv): example of measured 0-state outcome frequency (Equation 5.10) as
a function of m and a least-squares fitting line using Equation 5.27, with the same average
infidelity r(E) = 0.01 for the CNOT gate. (iii) and (iv) are implemented without and with
RC, respectively. The undesired effect of this systematic error is significantly reduced by
randomized compiling.
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Chapter 6

Conclusion and Future Work

In this thesis, we have focused on two different aspects concerning how to correctly repre-
sent and characterize noisy QIP devices. In the first half, we demonstrated how a gauge
DoF arises when representing a physical apparatus with a gate-set including a finite num-
ber of initial states, gates, and measurements, in the experimentally-relevant case where
only measured probabilities are available. We discussed how conventional quality metrics
for individual gate-set elements lost their operational meaning, when the object being char-
acterized is determined from a tomography experiment. Finally, an alternative operational
quality measure for a gate-set was proposed, and a method to improve experimental control
that is not biased by the gauge was also introduced. In the second half, we propose a proto-
col which separately characterizes all single-qubit state and measurement parameters that
is not biased by the gauge ambiguity, based on the assumption that high-quality quantum
gates are available. We improved the method by integrating a technique called random-
ized compiling, and demonstrated its performance by simulating the protocol under an
adversarial systematic unitary error model on the CNOT gate. Our approach provides ap-
proximate bounds on the estimated parameters based on the average gate infidelity, which
can be efficiently estimated without knowing the SPAM parameters. This provides an
alternative approach to benchmarking QIP devices that is, in some sense, complementary
to conventional process tomography.

Several points that were left unexplored in this thesis may be considered as interesting
future work. First, it would be useful to analyze the exact behavior of the gate-set mean
variation error under different error models in the case of random circuits, which allows
an experimentalist to infer quantitatively both the error type and strength based on the
protocol introduced at the end of Chapter 4.4. For the SPAM characterization protocol
introduced in Chapter 5, it is both interesting and useful to extend the protocol to mul-
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tiqubit systems, which requires more sophisticated experimental design and post-analysis.
It would be also very helpful to include a detailed error-analysis that provides a more re-
alistic bound which depends on the number of random sequences used to approximate the
population average, as well as the number of repeated measurements per sequence, thereby
providing a fully instructive guide to real experiments.
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[53] Benjamin Lévi, Cecilia C López, Joseph Emerson, and David G Cory. Efficient error
characterization in quantum information processing. Physical Review A, 75(2):022314,
2007.

[54] Christoph Dankert, Richard Cleve, Joseph Emerson, and Etera Livine. Exact and
approximate unitary 2-designs and their application to fidelity estimation. Physical
Review A, 80(1):012304, 2009.

[55] Easwar Magesan, Jay M Gambetta, and Joseph Emerson. Scalable and robust random-
ized benchmarking of quantum processes. Physical Review Letters, 106(18):180504,
2011.

[56] Easwar Magesan, Jay M Gambetta, and Joseph Emerson. Characterizing quantum
gates via randomized benchmarking. Physical Review A, 85(4):042311, 2012.

73



[57] Joel J Wallman and Steven T Flammia. Randomized benchmarking with confidence.
New Journal of Physics, 16(10):103032, 2014.

[58] Arnaud Carignan-Dugas, Joel J Wallman, and Joseph Emerson. Characterizing uni-
versal gate sets via dihedral benchmarking. Physical Review A, 92(6):060302, 2015.

[59] Jeffrey M Epstein, Andrew W Cross, Easwar Magesan, and Jay M Gambetta. In-
vestigating the limits of randomized benchmarking protocols. Physical Review A,
89(6):062321, 2014.

[60] Joel J Wallman. Randomized benchmarking with gate-dependent noise. arXiv preprint
arXiv:1703.09835, 2017.

[61] Timothy Proctor, Kenneth Rudinger, Kevin Young, Mohan Sarovar, and Robin
Blume-Kohout. What randomized benchmarking actually measures. arXiv preprint
arXiv:1702.01853, 2017.

[62] Daniel Gottesman. The Heisenberg representation of quantum computers. arXiv
preprint quant-ph/9807006, 1998.

[63] M Nest. Classical simulation of quantum computation, the gottesman-knill theorem,
and slightly beyond. arXiv preprint arXiv:0811.0898, 2008.

[64] JT Muhonen, A Laucht, S Simmons, JP Dehollain, R Kalra, FE Hudson, S Freer,
KM Itoh, DN Jamieson, and JC McCallum. Quantifying the quantum gate fidelity of
single-atom spin qubits in silicon by randomized benchmarking. Journal of Physics:
Condensed Matter, 27(15):154205, 2015.

[65] Jonas Helsen, Joel J Wallman, Steven T Flammia, and Stephanie Wehner. Multi-
qubit randomized benchmarking using few samples. arXiv preprint arXiv:1701.04299,
2017.

[66] Zijun Chen, Julian Kelly, Chris Quintana, R Barends, B Campbell, Yu Chen,
B Chiaro, A Dunsworth, AG Fowler, and E Lucero. Measuring and suppressing quan-
tum state leakage in a superconducting qubit. Physical Review Letters, 116(2):020501,
2016.

[67] T Xia, M Lichtman, K Maller, AW Carr, MJ Piotrowicz, L Isenhower, and M Saffman.
Randomized benchmarking of single-qubit gates in a 2d array of neutral-atom qubits.
Physical Review Letters, 114(10):100503, 2015.

74
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Appendix A

Conversion between representations
for quantum maps

Here we derive the formula given in [16] which converts between the Liouville and Choi
representations for quantum maps. Note that the formula presented here is slightly different
due to the use of a potentially alternative definition of the Choi representation in [16] than
the one used here. Recall that the Choi representation is defined for a map Φ in Equation
2.15 as

J(Φ) =
∑
a,b

Φ(Ea,b)⊗ Ea,b (A.1)

where Ea,b is the standard basis for 2n×2n matrices as before, having entry 1 at the (a, b)-th
position and 0 elsewhere. This representation allows for an easy verification of the positivity
of a map: recall from Theorem 2.3.1, Φ is CPTP iff J(Φ) ≥ 0 and Tr2(J(Φ)) = 1H2n .

The two formulas are presented as follows: to convert from the Liouville representation
to Choi, we use

JΦ =
∑
ij

(GΦ)ijPi ⊗ P T
j (A.2)

and backwards,

GΦ =
∑
i,j

Tr{JΦ(Pi ⊗ P T
j )}Ei ⊗ Ej (A.3)

with a slight abuse of notation, where we re-labeled the standard basis with a single
subscript which is ordered by the row and then column of the old labels. For example, for
2 × 2 real matrices, we re-label E11 as E1 and E21 as E3, etc. We will denote the set of
these re-labeled standard bases for n-qubits as En.
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Here we give a derivation of Equation A.2, and A.3 should follow directly by the or-
thonormality of Pauli basis matrices. To show the desired formula, it is useful to first
express the resultant state from acting Φ on an arbitrary operator A in terms of its Liou-
ville coefficients. This can be easily done using Equation 2.22: in particular,

Φ(A) =
∑
i

(GΦ|ρ〉〉)iPi =
∑
ij

Pi Tr[PiΦ(Pj)] Tr[APj] (A.4)

Next, we will need the conversion between the Pauli basis and the standard basis: by
collecting the Pauli and the standard bases in a vector form, one can succinctly write
down the conversion in the following matrix form

~P := U ~E, ~E = U † ~P (A.5)

where the components of ~P and ~E are elements of Pn and En, and U is a unitary matrix
because both ~P and ~E are orthonormal basis for the vector space L(H2n), and the trans-
formation matrix between two orthonormal bases is unitary. In particular, the rows and
columns of U are pairwise linearly-independent, so the following relationship holds:∑

j

U∗ijUkj =
∑
j

U∗jiUjk = δik (A.6)

The above also implies that

Ei =
∑
j

(U †ij)Pj =
∑
j

U∗jiPj (A.7)

With these we will express Ei and Φ(Ei) in a desired form. First, since all E’s are real,
we have

Ei = Ēi =
∑
j

U∗jiPj =
∑
j

UjiP
T
j (A.8)

where the last line is due to P̄j = P T
j ∀j.
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Second, using Equation A.4 and A.7, we have

Φ(Ei) =
∑
jkl

Pj Tr[PjΦ(Pk)] Tr[U∗liPlPk]

=
∑
jkl

U∗li Tr[PjΦ(Pk)]δlkPj

=
∑
jk

U∗ki Tr[PjΦ(Pk)]Pj

(A.9)

Plug the two above equation into the definition for JΦ, we have

JΦ =
∑
i

Φ(Ei)⊗ Ei

=
∑
ijkl

U∗kiUli Tr[PjΦ(Pk)]Pj ⊗ P T
l

=
∑
jkl

δkl Tr[PjΦ(Pk)]Pj ⊗ P T
l

=
∑
jk

Tr[PjΦ(Pk)]Pj ⊗ P T
k

=
∑
jk

(GΦ)jkPj ⊗ P T
k

(A.10)

which is the desired formula, Equation A.2.
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