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Abstract

Smart grid technologies have provoked a major paradigm shift in how power systems are
planned and operated. The transition to a smarter system is happening gradually; however,
researchers have reported that this transition is generally dealt with in a ‘react and provide’
manner. Proper planning studies allow for this transition to happen in a ‘predict and
provide’ fashion. One part of planning this transition is envisioning the future system.
Technical, social, environmental, and economical challenges are foreseen and tackled in the
literature; however, no generalized planning framework has been developed that addresses
the overall picture of different involved parties’ interests and their anticipated (and often
conflicting) interactions to properly plan for a better and fairer outcome. This work
addresses the issue in several steps: 1) it provides a backbone framework architecture for
asset sizing and allocation in the future smart distribution system (SDS), 2) it considers
the daily optimal operation of these assets in the long-term planning problem, and 3) it
considers the potential conflicts that exist in the long-term planning and on operational
levels. This architecture requires the development of a framework capable of absorbing
private investments, integrating new technologies, and promoting smart grid applications
while remaining feasible for all involved parties.

A strategic analysis of each of those who have a stake in the system (stakeholder)’s
involvement has been conducted. Proceeding from this analysis, deductions and conclusions
about venues for promoting and allowing a smoother transition to the new paradigm are
drawn. This analysis also highlighted potential conflicts that are showcased in two different
case studies. Potential ways in which the conditions affect the planning procedure and how
they can be overcome are proposed. The recommendations can be highlighted as follows:
1) promoting new smart grid technologies, 2) encouraging communications and cooperation
between involved parties, 3) considering the daily optimal operation of assets to fully take
advantage of their new active nature to better allocate them in the long-term planning
problem, and 4) the consideration of stakeholders interests in the planning phase to better
absorb investments and shift to the new paradigm.
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To size and allocate assets in the long-term planning problem for the SDS, first, a
building algorithm has been developed to size and allocate distributed generation (DG) units.
This algorithm breaks the problem into two subproblems to overcome the modeling and
computational challenges of the mixed-integer nonlinear programming problem. The first
subproblem is addressed using heuristic optimization techniques, namely a genetic algorithm,
and the second involving deterministic analytical means of nonlinear optimization, utilizing
the advancements made in branch-and-bound methods, and providing a proven global
optimal solution to non-convex problems. Considering the daily optimal operation and
electric utilities’ as well as investors’ objectives, the planning problem has been developed.
The results show greater private investments absorption, reduced costs to both parties, and
higher system performance due to decreased energy losses.

The expected increased numbers of customers opting to become resilient and have a
more reliable service pose several operational and planning challenges. In this work, a novel
consensus-based algorithm is introduced as an economically efficient tool for coordinating
prosumers’ interactions, within the feasible solution region. Several objectives are targeted
in this work; among these objectives, the global economic benefit maximization of all
interacting prosumers is the most salient. This economic benefit comprises the total
cooperative payoff of the interacting prosumers. Each prosumer has its own private bounds
defining the range of power production and consumption.

A novel definition is proposed for prosumers’ interactions in the hybrid microgrids.
The developed scheme’s importance stems from dramatic changes in the smart networks’
paradigms. Individual prosumers’ preferences are also recognized via the comprehensive
mathematical modeling of the evolved AC/DC network. The results are provided for a
basic two-prosumer scenario. However, these results highlight the potential of the proposed
approach in a practical system setting. More sophisticated case studies (i.e., multi-power
levels, multi-prosumers, and different system topologies) could also be studied using the
proposed work.
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Chapter 1

Introduction

“Planning is bringing the future into the present so you can do something
about it now.”

— Alan Lakein

This chapter introduces the thesis topic in Section 1.1, and its structure is explained in
Section 1.4. Moreover, the motivations behind the work are detailed in Section 1.2, and
the formulated objectives precedes a general description of thesis problems in Section 1.3.
The chapter is then concluded with a summary in Section 1.5.

1.1 Preamble

Time spent planning is time saved in execution is a well-known truism. For this reason,
planning studies are very important for any project. They provide the general architecture
and guidelines for other studies. In power systems, long-, medium-, and short-term planning
are common practices and continue to be of great interest in research. Research in the
areas of distribution and transmission networks planning has been primarily influenced by
potential economic benefits. Although the planning studies provide lower overall costs for
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many project categories, many drawbacks still need to be addressed. The new technologies
that are being integrated into power systems, interest in making power systems smarter,
electrification of transportation, growing demand for energy in general, and need for cleaner
and renewable energy also pose more challenges for planning studies. The drawbacks can
be summarized under four umbrellas: 1) insufficiencies in the models representing loads
and assets that are used in problem solving, 2) the exclusion of primary stakeholders of the
new system paradigm, 3) technical or economic benefit-based drawbacks that arise from the
failure to develop an optimal plan, and 4) the failure to provide a comprehensive planning
framework that allows for a smooth transition to the new SDS paradigm (i.e., smart grid).

Studies in the areas of generation, transmission, and distribution systems planning
have been steadily increasing in the past few decades as can be seen in Figure 1.1, which
represents a Scopus database search yield of keywords related to planning, power systems,
transmission, and distribution. Power system planning in the literature is studied from
several perspectives, depending on the type project. For example, the sizing and alloca-
tion of conventional generation stations is one category of power system planning studies.
Another area of planning in power systems is transmission and distribution system expan-
sion. Depending on the regulatory, environmental, and technical requirements, specific
expansions in certain parts of any power system are inevitable. However, planning studies
that focus on upgrading existing systems and reinforcing them with emerging and existing
technologies are of prime interest in this work. Classifications for these studies are found
in the literature in several forms, and depending on the purpose, a particular classification
criterion is chosen. For instance, chronological classification is commonly used to differen-
tiate the depth of planning. Moreover, feeder and substation reinforcement are classified
as long-term planning issues; thus, they can be considered top-level planning.

Therefore, a long-term SDSs planning framework that considers the optimal daily
operation of the system and its components, as well as satisfying all system stakeholders
with their coinciding or conflicting interests in a fair manner is needed. This work provides
a general framework for planning SDSs, which means increasing the hosting capacity of

2



distributed resources, integrating new technologies, overcoming any potential conflicts, and
providing a socially and economically fair and feasible architecture for all stakeholders.
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Figure 1.1: Publications on Power Systems Planning Studies

1.2 Thesis Motivations

This work aims to capitalize on existing distribution systems’ assets and upgrade them
at minimal cost by deploying smart grid technologies and distributed resources. The
notions of capitalizing on existing assets and integrating distributed resources and emerging
technologies into an SDS architecture are the prime motivations of this work, which can
be summarized as follows:

• the lack of clarity of stakeholders’ perceptions of SDSs and smart grid products in
general;
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• the conflicting nature of stakeholders, especially the financial aspect;

• the necessity for a feasible yet fair planning framework that is impartial to all parties
from a third-party perspective for all stakeholders;

• the general notion of an investment-attracting environment and its contemporary
importance;

• the need for a technically viable infrastructure that can accommodate existing and
emerging technologies;

• the importance of capitalizing on the existing infrastructure;

• the evident need to be able to adapt to new SDS technologies;

• the pressing necessity of autonomy and independence for greater reliability and re-
siliency.

1.3 Thesis Objectives

It is expected that if all motivational challenges are overcome, then a generalized framework
for long-term planning in SDSs can be developed. In doing so, a planning framework
that considers the operational details of distributed resources and emerging smart grid
technologies should be modelled. Moreover, potential conflicts that arise from the non-
cooperative nature of most stakeholders in SDSs must be eliminated. To eliminate these
conflicts, a cooperative decision-making infrastructure that works in a distributed fashion
is essential. Key steps in reaching this goal are listed below:

• strategically analyze stakeholders’ interests and their interactions to highlight poten-
tial conflicts and understand the future of SDS;
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– develop illustrative long-term planning case studies to showcase potential con-
flicts in the planning phase;

– develop illustrative operational planning case studies reflecting potential conflicts
and their effects on the overall long-term planning;

• develop an algorithm to provide optimal long-term sizing and allocation planning of
distributed generation (DG);

– consider daily optimal operation;

– consider both electric utility’s and investors’ interests;

– allow for the highest feasible investment absorption.

• design and develop cooperation methodology to overcome the anticipated conflicts;

– cooperative to eliminate the contradictory nature of noncooperative schemes;

– distributed to allow a more realistic approach to deal with isolated and grid-
connected microgrids;

– applicable to both AC and hybrid AC/DC systems for smoother transition to
future systems.

The thesis objectives can be summarized by the aforementioned completed and future
work. The ultimate goal of developing a generalized planning framework for SDSs that
incorporate emerging smart grid technologies can be materialized by following the diagram
shown in Figure 1.2.
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1.4 Thesis Structure

This work is divided into five chapters. An introductory section summarizing the topic and
highlighting challenges, motivations, objectives and expected contribution is provided in
Chapter 1. Following the introduction, Chapter 2 provides a literature survey of long-term
planning and smart grid technologies’ integration into distribution systems. In Chapter 3,
a strategic analysis covering SDS stakeholders and the potential arising conflicts from their
interaction is attempted. Long-term DG planning considering the daily optimal operation
and different stakeholders’ interests is formulated and showcased in Chapter 4. Chapter 5
introduces the developed cooperative autonomous interaction algorithm and demonstrates
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the actual technical realization of this proposed algorithm in an advanced system structure
(i.e., a hybrid AC/DC system). The study and its contributions are then summarized in
Chapter 6. Figure 1.3 poses a schematic of the thesis structure where solid arrows show
the physical flow and the dashed ones represent the information flow.

Chapter 1: Introduction Chapter 2: Background
and Literature Review

Chapter 3: Strategic AnalysisChapter 4: Long-term Allocation
Planning

Chapter 5: Consesus Algorithim
and Market Realization Chapter 6: Conclusion

Figure 1.3: Thesis Structure

1.5 Chapter Summary

Chapter 1 introduced the work’s motivations and objectives. It has established what the
thesis will address in subsequent chapters and illustrated the structure of how the issues
are addressed.

7





Chapter 2

Background and Literature Review§

“If I have seen further than others, it is by standing upon the shoulders of
giants.”

— Isaac Newton

Chapter 2 is divided into several sections: Section 2.2 provides a background of the topic
and summarizes the SDS concept, provides related definitions, and explains functions; Sec-
tion 2.3 describes studies involving stakeholders and their interactions; and Section 2.4 sur-
veys the current literature concerning the adaptation of smart grids in the planning of
future distribution systems (i.e., SDS). The survey conducted highlights several drawbacks
of the current research and practices related to SDS planning. Finally, a summary of the
chapter and gaps in the literature are provided in Section 2.5.

2.1 Introduction

In Chapter 1, the architecture, objectives, and motivations of this work were described. The
provided description drives the attention toward many important areas of the literature:

§Parts of this chapter are published in [3].
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the optimal long-term planning of distribution systems, the optimal operational planning of
distribution systems, cooperative decision making, and conflict resolution. Therefore, the
various optimal planning and operation approaches presented in the literature are surveyed
and critiqued; then, interactions between the concept of an SDS with the mentioned
approaches is analyzed. The features of an SDS are also studied. Finally, conflict resolution
and cooperative decision-making are examined.

2.2 Background

In this section, background information for several topics is summarized. First, Section 2.2.1
provides the definition and functions of a smart grid. Then, in Section 2.2.2, general
background information about power system components in the smart grid paradigm is
summarized. This background provides a necessary panoramic overview of the topic,
allowing for a more comprehensive understanding and hopefully yielding robust outcomes.

2.2.1 Smart Grid Definition and Functions

Smart grids have attracted significant attention lately. One may assess the level of attention
by the numerous survey studies focused on highlighting a definition and the anticipated
function of smart grids [4–10]. However, the definition of a smart grid can be summarized
from its functions and anticipated objectives. Generally, a smart grid is referred to as the
power system of the 20th century transformed into the 21st century digital age. From fast
communication and bidirectional power flows to resiliency and smart operation, this new
grid is obviously hyped in the literature. Moreover, several governmental and independent
organizations that advocate for standardization and conceptualization of this future grid
have been very active in recent years. For instance, countries such as the United States,
China, Japan, Germany, and Korea, as well as the European Union have all developed or
proposed roadmaps or mandates for smart grid structures. Agencies such as the Institute
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of Electrical and Electronics Engineers (IEEE), International Electrotechnical Commission
(IEC), Conference Internationale des Grandes Reseaux Electriques [International Conference
of Large Electric Grids] (CIGRE), and companies such as Microsoft have also shared this
interest in a roadmap of proposals and standards [6,11]. Several common functions can be
found in the literature. These functions, although very ambitious, are somewhat technically
viable and, in some cases, economically feasible; therefore, some could be applied in the
near future. Some functions are a continuation of current practices, but with the help of
smart grid applications and products, they

1. improve power quality and reliability;

2. optimize and defer the construction of back-up generation;

3. enhance the capacity and efficiency of existing electric power networks;

4. increase resilience to disruption;

5. enable predictive maintenance and self-healing responses to system disturbances;

6. seamlessly integrate renewable energy sources;

7. absorb higher investments from distributed energy sources;

8. increase the level of autonomous operation and maintenance;

9. reduce emissions and promote environmentally friendly technologies;

10. reduce oil consumption and dependence;

11. improve system security;

12. enable the transition to plug-in electric vehicles and new energy storage options;

13. enable more competition (consumer choice); and

14. enable emerging markets, services, and technologies.
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2.2.2 Power System Components in the Smart Grid Paradigm

Although the system will be in a new (conceptualized) architecture, as reported in the liter-
ature [8], the physical power components, not necessarily in their traditional representation,
will comprise the generation, transmission, and distribution of electricity. The overwhelm-
ing amount of literature devoted to distribution systems, in particular, is a product of the
dire need to integrate these anticipated applications and technologies into these systems.
However, most work in this area remains empirical because smart grid distribution efforts
require a high level of analysis before implementation in the field (over 60% of surveyed
articles in [7] were related to empirical research). Moreover, it is logical to draw this much
attention to distribution systems given their market share. In [12], a survey was conducted
and showed that the distribution sector constituted 25% of infrastructure spending for US
electric utilities. The remaining 75% was for generation, environment, transmission, and
other system components and services. In 2010, power systems in the US had 272, 000 km
of transmission lines [13].

Research described in [14] has highlighted potential areas in the smart transmission
grid as primarily involving 1) synchrophasor measurement, 2) data and communication,
3) coordination among power systems, and 4) security. Also, the authors suggested that
most of the attention in related research is directed toward distribution systems and how
consumers interact. For generation, bulk generation plays a vital role in power systems
as it relates to security, reliability, and stability. However, very limited contributions
are made toward conceptualizing new and smarter roles of conventional generation in
the smart grid. Apart from increasing efficiency and decreasing environmental impacts,
conventional generation will gradually shift from carbon-producing reliable service toward
an environmentally friendly source of stability and security in the smart grid.
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2.3 Stakeholders

This section addresses three tasks: stakeholder identification and description, categorization,
and an investigation of the relationship between them. Description and identification are
performed and stated based on key players in the SDS paradigm. Categorization is then
performed by means of an interest-influence matrix, where a relationship assessment is made
possible through the actor-linkage matrix. According to National Institute of Standards
and Technology (NIST), seven domains are suggested in their conceptual framework [1].
These domains are used as a starting point for stakeholder identification and description
in the following section and illustrated in Figure 2.1.

Figure 2.1: The NIST Conceptual Model for a Smart Grid [1]
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2.3.1 Stakeholder Analysis

Many standards that have been developed or are under development require refinements or
are recommended for different areas concerning the transformation to and operation of smart
grids [15]. Work in [11] surveyed the standardization efforts and recommendations for smart
grids. They stated that IEC TC 57 SIA is a good smart grid standardization framework
because it incorporates several standards. However, the authors also emphasized that the
standards prevent certain stakeholders from being involved in the process. Moreover, they
concluded with the notion that for a smart grid to become a reality, substantial efforts
toward cooperation and integration are important.

The term stakeholder is relatively new in the world of system and business development
and management. Reportedly, it was first invented in the 1960s as a derivation of the term
shareholder [16]. This deliberate play on words emphasized the fact that other players
have a role in the decision-making process of developing modern systems [16]. Generally,
stakeholders are those who have a stake in a particular system.

A stakeholder analysis is very important and can help in several ways. It can provide
an empirical understanding of those who are involved in a system [17] and can provide
important empirical knowledge regarding stakeholder involvement in the process and the
development of frameworks for the system [18]. This empirical knowledge may help poli-
cymakers understand the opportunities and help resolve conflicts. A stakeholder analysis
is commonly used for formulating policy and analyzing complex and conflicting situations.
Notably, a stakeholder analysis, especially in the identification phase, is a subjective and
iterative process. Some stakeholders that may be regarded as important and are associated
with a key role in a system at first may later become less or more involved. In [19], three
different rationales for performing a stakeholder analysis are summarized: descriptive, nor-
mative, and instrumental. Moreover, [19] emphasized the fact that a descriptive rationale
is very rarely for the mere sake of performing it and is usually performed as a first step
before normative- or instrument-based studies are conducted. This is because the descrip-
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tive rationale only involves describing the relationship between a system and the players
involved. It is important to mention that in the smart grid paradigm, the instrumental
rationale is important since it assumes a goal, and then an analysis is conducted based on
this goal. For normative studies, on the other hand, reaching a common goal is part of
the analysis. Thus, it is important to first describe all stakeholders and their relationships
with the system (i.e., the smart grid). A summary of rationales, typologies, and methods
is adapted from [19] and illustrated in Figure 2.2.

InstrumentalDescriptive Normative

Categorizing
Stakeholders

Identifying
Stakeholders

Investigating the
Relationship

Snowball
SamplingInterviewsFocus

Groups
Actor-Linkage

Matrix
Social

Network
Knowledge
Mapping

Analytical Reconstructive

Radical
Transactiveness Stakeholder-led Q

Methodology
Interest-Influence

Matrix

Figure 2.2: Summary of Rationales, Typologies, and Methods Used for Stakeholder Analysis

The wide range of methods used for stakeholder analysis are depicted in Figure 2.2;
however, only two of them can be performed by a practitioner/researcher: interest-influence
and actor-linkage matrices [19]. Therefore, these two methods will be adapted in this
work. The interest-influence matrix is used for stakeholder categorization, where the actor-
linkage matrix investigates the relationship between them. For stakeholder identification,
the relevant literature is consulted to highlight key stakeholders in future distribution
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systems. The description, categorization, and relationship investigations are performed as
a background for the strategic analysis conducted in Chapter 3.

2.3.2 Stakeholder Identification and Description

Stakeholders can have a significant impact on future SDSs by the role they play. Stake-
holders’ roles in affecting the integrity and successful operation of the system are described.
Moreover, stakeholders will be directly involved in envisioning the future distribution sys-
tem. Proceeding from the seven domains described in [1], stakeholders are identified and
described.

Cities, Politicians, and Legislators. As policymakers and lawmakers, these stake-
holders have an instrumental rationale in mind for moving the system toward a certain
direction. Policies designed to reduce environmental impacts and fossil fuel dependence
are key factors in forming the architecture of a future system. Politicians are also in direct
correspondence with end customers and their needs: the creation of jobs, private invest-
ment absorption, and conducting ethical business models. The supervisory role of these
stakeholders also guarantees the consideration of less influential stakeholders in the future
paradigm.

Regulators. Proceeding from strategic policies and governmental roles, the technical
actions of implementing such laws and transforming them into effective regulations are the
key functions of these stakeholders. Along with other stakeholders, they are responsible for
the successful integration and transformation of new technologies.

Emerging Markets and Businesses. Emerging markets are crucially significant
in the successful planning of SDSs. Many technologies and smart grid products are eco-
nomically infeasible without a proper introduction and architecture that facilitates their
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deployment. Conventionally, a limited number of markets are associated with the power
industry; however, with the changing roles of many stakeholders and the new capabilities
smart grid applications propose, many new markets will evolve.

Electrical Transportation Manufacturing Industry. Electric vehicle researchers
and producers have been developing new technologies at a very rapid pace. Building a
planning framework that considers the fast-moving pace of electric vehicle technology devel-
opment and how they can be integrated into future systems is important. Promoting such
technologies requires strong communication between industries, policymakers, regulators,
and, of course, end customers.

Car Parking Industry. As the number of electric vehicles increases, the parking
industry will inevitably respond by either accommodating charging facilities or developing
new business models. The parking industry has a key interest in new smart technologies,
as reported in a survey conducted by [20].

Electrical Equipment Manufacturing Industry. This industry will continue to
be in demand for as long as electricity is needed. However, as the system becomes smarter,
there will be less need for conventional equipment. Early involvement of this sector can
promote the faster adaptation of newer technologies and secure the industry’s market share
in future smart systems.

Electrical Installation and Maintenance Personnel. Moving forward without
considering these very important players will result in devastating results. Therefore, early
involvement and training concerning future technologies and products will increase these
personnel’s interest in switching to a company that implements smart systems. According
to the literature, there exists, at least in the US, a negative correlation between distribution
companies’ revenues and the number of employees [12].
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Asset Owners and Investors. Creating jobs and enabling new areas for development
and investment cannot be achieved without the direct consideration of owners’ needs in
SDSs. Proper market structures and planning frameworks can significantly affect the level
of private investments absorbed by SDSs.

Generation Company (GENCO) or Independent Power Provider (IPP). Al-
though they may seem to be in natural conflict with self-sufficient systems, generation
companies have provided and will continue to provide one critical service apart from en-
ergy: security. Concentrated bulk generation will not be obsolete in the near future. For
technical, geopolitical, environmental, and economical reasons, generation companies must
be considered key stakeholders in the success of developing a SDS.

Transmission System Operator (TSO). The technical burden of operating trans-
mission systems is undertaken by these stakeholders. Ensuring the safe, reliable, and
economic delivery of power to distribution systems embodies this player with a critical
role in future plans. The development of a geographical area is directly proportional to its
electrical transmission capabilities.

Distribution System Operator (DSO). Smarter options will inevitably increase
the involvement of DSO in a SDS. It is foreseen that more responsibilities will be handed
over to DSOs. However, the payback will increase along with the responsibilities.

Residential Customers. Although customers do not currently play an active role,
smart grid applications and markets will significantly make their role more active. With
electric vehicles, small-scale distributed generation, active energy management, and the
introduction of demand-side management (DSM), this passive nature will evolve into critical
decision-making power. Thus, customers are generally regarded as key stakeholders in future
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SDSs. An example of how SDSs equipped with smart grid products and applications can
significantly affect residential consumption is proposed in [21].

Commercial Customers. Like residential customers, the roles of conventional com-
mercial customers will change. The relatively higher demand of commercial customers can
adversely or positively affect the planning process.

Industrial Customers. The interests of industrial customers are not very different
from other customers. They, like other customer types, can suffer from outages and poor
reliability. For a system that provides more service options with increased resiliency and
reliability, factories and bulk customers will be among the first supporters. Also, their
involvement, along with residential and commercial customers, will eventually play a sig-
nificant role in the concept of smarter citizens for smarter systems.

Vehicle Owners. As increased transportation electrification needs create greater
penetration levels of electric-based vehicles (i.e. Plug-in Electric Vehicles (PEV)) into dis-
tribution systems, many technical and economic challenges arise [22]. With these challenges
in mind, planning an SDS, in principal, must meet and accommodate the technical and
geopolitical needs of these stakeholders. Electric vehicle owners should also be considered
a key stakeholder, as they are anticipated to greatly affect the transition into a smarter
grid. For instance, the discharging capabilities and distributed nature of these vehicles
require concentrated attention to fully take advantage and utilize them in a smart grid
environment.

2.3.3 Stakeholder Categorization

Plotting the aforementioned stakeholders in an interest-influence matrix yields four stake-
holder categories, as shown in Figure 2.3. It is clear from the figure that the most important
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category is ‘Manage Closely.’ This category contains the most influential and most interested
stakeholders in a SDS. They can provide key instruments to enable this transformation.
For the ‘Keep Satisfied’ category, significant influence can be made on the successful trans-
formation to a smart distribution, but with low interest. Customers and the electrical
equipment industry should be monitored because they affect the system, especially with
the anticipated changing roles.

The ‘Keep Informed’ category poses the fewest challenges since stakeholders in this
category are already open to a SDS. For a successful planning methodology, moving
the ‘Keep Satisfied’ category toward a higher interest region is necessary. The ‘Monitor’
category also needs to be moved to a higher interest region. These can be achieved by
direct and strong communication that promotes the new concepts and advertises the benefits
associated with such a transformation. The following section examines the communication
and feedback levels among these categories. It is important to mention that this process is
iterative and subject to changes according to the practitioner/researcher or when the study
is conducted.

20



H
ig

h
P

ow
er

Lo
w

Low Interest High

Monitor Keep Informed

Keep Satisified Manage Closely

Industrial
Customers

Commercial
Customers

Equipment
Industry

Residential
Customers

Investors Emerging
Markets

Parking
Industry PEV

Electricity
Personnel

GENCO TSO

DSO Vehicle Industry

Regulators Politicians

Figure 2.3: Stakeholder Influence-Interest Matrix

2.3.4 The Investigation of Stakeholders’ Relationships

Like the categorization process, the relationship among stakeholders is also iterative. How-
ever, in this work, insights and conclusions about the relationship are drawn from surveys
conducted in Ontario, Canada [23,24]. The relationships between the categories, in general,
is summarized in Table 2.1 (i.e., actor-linkage matrix). One of the important insights
gained from this matrix is that increased feedback and communication between the ‘Keep
Informed’ and ‘Monitor’ categories are advised. Furthermore, since the ‘Keep Informed’
category is already highly interested in a new smart system, higher levels of communication
and interaction are very advantageous with the ‘Keep Satisfied’ group.
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Table 2.1: Stakeholder Actor-Linkage Matrix

Category Monitor Keep Informed Keep Satisfied Manage Closely
Monitor —— L H H

Keep Informed L —— L H
Keep Satisfied H L —— H

Manage Closely H H H ——
L: none-to-low communication and feedback
H: medium-to-high communication and feedback

2.4 Planning

From a background of ‘predict and provide’ to a ‘react and provide’ or ‘fit and forget’ per-
spective, distribution system planning has been of central interest with major importance
given to network planners. Planning for future distribution systems requires a deep under-
standing of the technologies and players being introduced and integrated into the system.
In the previous section, an analysis of SDS stakeholders was performed. It provided several
insights; among them is the requirement to satisfy several stakeholders that will emerge in
the system in the foreseeable future.

2.4.1 Overview

Although planning studies have existed for as long as there have been distribution systems,
they have not become easier to design. More challenges have recently arisen with the
development of new paradigms, causing planners to become more reactive than active [25].
Planning is probably the most critical step in designing and implementing new systems
(or subsystems). Using short-term or operational planning, updates are gradually made
to the planning manuals [25]. However, writing these manuals requires a comprehensive
understanding of the system and the upcoming challenges. These challenges include ac-
commodating rising loads and integrating renewable sources as well as emerging players

22



into the system.

2.4.2 Distribution Systems Long-term Planning

The main objective of the long-term planning of distribution systems is accommodating
the rising demand in an economical and reliable fashion. Planners face many challenges
with the transition to a SDS, which will be discussed in Section 2.4.3.

In a survey conducted in 1997, authors in [26] summarized the planning and optimization
models used in planning studies of distribution systems. A similar technique is used to
categorize the literature of interest to the objectives of this work. This work assumes
normal operation of distribution systems; therefore, planning for normal operation is of
a centric interest. Although it is crucial, planning for emergencies and contingencies is
outside the scope of this work. For planning under normal conditions, conducting single-
period and multi-period planning studies are common practice. For a single-period, a single
snapshot of the system is used to perform the study, including uncertainties in loads and
generation. However, multi-period studies consist of either multiple single-period plans
or a holistic approach that incorporates decisions made in one period and considers their
effects on others. This work is primarily interested in multi-period studies and focuses on
the advancements made in such cases. Researchers may also expand the categorization
into expansion or reinforcement studies. Expansion studies optimally size and allocate
new distribution system equipment, such as substations, feeders, and transformers, while
serving technical and economic objectives and constraints. A reinforcement study provides
reinforcing decisions on existing assets while addressing technical and economic objectives
and constraints. Figure 2.4 summarizes the literature of interest that is related to this
work’s objectives.
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Figure 2.4: Summary of the Literature of Interest

2.4.3 Challenges in Planning Smart Distribution Systems

In the framework of distributed generation integration, the changing frameworks and the
uncertainties of incentives can result in ‘stranded costs’ or assets [27]. These costs are
directly related to countries’ subsidy practices. For example, the decade-old practice in
Germany (i.e., Energiewende) is expected to result in an increase of the already relatively
(i.e., compared to the US and Canada) high tariff [27]. Because of these and other challenges,
advanced and complex solutions that can result in more feasible plans are not adapted [28].
However, it is foreseeable that practice will overcome the difficulties of accepting new and
complex planning frameworks as the planning problem becomes more complex [29].

The authors in [29] have identified three planning tools that need to be used: stochastic
techniques, multi-objective planning, and the operational details of the system. Numer-
ous research articles have been developed to tackle the operational details of distributed
resources. These studies confirm that the operational details of DG can significantly affect
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the size and placement of the installed unit. For instance, the optimal integration of wind-
based generators into the system while considering the ramping effects is studied in [30].
Moreover, work performed in [31] and [32] examines the maximum installed capacity (i.e.,
hosting capacity) and its effects on power quality (i.e., voltage). Also, [33] proposed storage
concepts to best allocate them based on voltage sensitivity analysis. Work in [34] studies
phase unbalancing caused by the integration of small single-phase units (e.g., microFIT).
For power curtailment, [35] studied the benefits of optimally operating installed DG systems,
and the work concluded that there are two main benefits: voltage support at peak loading
and minimum power curtailment at minimum loading, yielding a greater hosting capacity.
The work used linear programming (LP)-based Optimal Power Flow (OPF) in a single-
year period. While sufficient for the purpose of validation, allocation and sizing problems
require a more complex representation of loads and DG as well as a suitable algorithm
to solve the resulting mixed integer (linear or nonlinear) problem over a longer time span.
Generally, one may conclude that as more distributed resources (i.e., DG, storage, and
capacitors) are integrated into the system, the smart grid technology investments become
more economically feasible [36].

However, the operational details pertaining to distributed generation (both dispatchable
and non-dispatchable) power curtailment while satisfying reverse power constraints, among
other technical constraints in a long-term planning framework, are still needed. This need
is seen from two perspectives:

1. local distribution company (LDC), Distribution Company (DISCO), or Technical
Virtual Power Plant (TVPP) perspective: the entity that holds the technical overview
of the system and ensures adequate resources and efficient operation.

2. Producer/Customer(Consumer): usually referred to in the literature as prosumers [37]
are the customers/consumers and producers of electric power and mostly interested
in the economic benefit of investment and the absorption of their investments.

LDCs or DISCOs (or TVPPs, as suggested in [38]) can offer incentives to private
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investors (or prosumers) to place distributed sources in optimal locations to improve the
voltage profile or power quality and reliability of service, or all of these, as described in [39].
Moreover, in addition to political, regulatory, and environmental drivers, accommodating
rising loads and integrating renewable sources and emerging players into the system are
additional incentives to move to a smarter system [40].

Several studies target some aspects of the emerging smart grid concepts. In [29, 41],
planning studies in active distribution networks are surveyed. The studies identified several
planning tools, including techniques that account for the contradicting nature of goals
amongst stakeholders (players). The studies concluded that new planning frameworks that
incorporate new concepts and envision the future in the process are needed. An example
of these concepts is the active distribution network concept. This concept poses several
challenges, such as the future regulatory and technical aspects of integrating the active
players into the system. Figure 2.5 shows the anticipated future of control schemes for
different system players [40]. Business As Usual (BAU) planning will result in an increased
passive loads and traditional transmission and generation capacities to meet these demands.
This practice can be optimized with the incorporation of active management capabilities.
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Figure 2.5: The Future of Control Schemes in Power Systems

2.4.4 State-of-the-Art Asset Planning Techniques

Many planning frameworks are proposed in the literature. They mainly differ in their
approach to three main criteria, namely the technique used in the planning, the purpose (i.e.,
the objective), and the modeling of the system. For the objective, several approaches have
proposed single objective formulations, where many others have formulated and proposed
multiple-objective planning frameworks. These objectives can be either technical or financial.
A wide range of techniques are found but primarily fall into two categories: numerical
and analytical. However, the combination of an objective (or multiple objectives) and a
technique for the optimal planning of distribution systems is the norm.
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Another area where works proposed in the literature differ from each other is the
modeling of the system and its components. Depending on the objective, the suitable (from
the authors’ perspectives) depth of representation is chosen. For instance, load uncertainty
modeling, distributed generation uncertainty modeling, SDS concepts (active components),
control, and time-frame are some examples of the differences that occur in representing the
system under study. For practicality, assumptions are usually considered in this criterion
of differences whenever a framework is conducted and causes different system awareness
levels among these frameworks.

In [42], a comparison of deterministic-based and heuristic-based techniques was con-
ducted. The study assessed the performance of optimally planning DG and state-of-the-art
techniques in both worlds (i.e., deterministic and heuristic). Results showed that branch-
and-bound-based mixed-integer nonlinear programming resulted in the highest percentage
of feasible designs. Compared to DC power flow models, which are faster and converge
almost every time in linearized but not feasible designs, the non-linearized model still suf-
fered from speed and feasible outcomes. This means that using AC power flow, if properly
incorporated into the planning problem, can be a preferable option with advanced solvers.
However, since this paper only focuses on assessing performance, it still sufferes from pro-
viding a planning framework for freely sizing and allocating DG units, and other assets
were not within the scope. Therefore, further investigation with optimal DG sizing and
allocation are advised. Moreover, it is also noticeable that the genetic algorithm used in [42]
can benefit from incorporating an advanced AC power-flow solver.

In [43, 44], analytical approaches were used on power losses. For a single snapshot of
load and generation, these analytical approaches can be performed for a specific objective,
and it can only be applied to one asset at a time. Moreover, this step allocation of units
may result in network sterilization and not allowing higher investment absorption. This
approach also cannot facilitate the operation of the installed assets, which is highly advised
for active system planning.

Exhaustive methodologies were used in [45–47]. For a single problem such as power
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losses, this technique explores most of the possible solution space. It is obvious that this
method favours assets of discrete sizes that do not necessarily cope well with the of tech-
nology enhancements used in developing these assets (e.g., photovoltaic). Although these
techniques increase in computational intensity with the more system-aware representation,
time is not a primary problem for long-term planning if it provides a feasible solution.
However, with the advancements in metaheuristic techniques, smart searching in the search
space is possible.

In principle, using linear programming techniques requires linearization of the power
flow. For discrete-based assets, [48,49] reported an insignificant error although it will always
entail a degree of error. With the objective to minimize annual generation curtailment, work
in [35] employed a linear power flow technique. However, work in [50] used AC power flow
for linearized sensitivity studies. For non-firm generation, work in [51] utilized an LP-based
model to optimize DG allocation with relaxed voltage constraints, whereas in [52], the
power flow was used in its traditional AC fashion. Both works reflect the great potential for
LP models’ fast response over other techniques when considering the operational aspects
of assets. However, this is not a problem in a long-term off-line planning framework.

AC OPF is commonly deployed for economic dispatching. In [53], the traditional
formulation of a nonlinear programming-based OPF is found, and it is widely appreciated
by both academia and industry because of the vast ready-made and advanced methods to
solve them. The method also entails a great aspect, which is the capability of adhering
to constraints and specific objectives. For instance, work in [54] modifies a traditional
technique to minimize power losses. Another objective can be found in [55], where the
objective is to minimize energy losses. Moreover, this has been extended to more recent
objectives, such as increasing the DG hosting capacity of a system [56,57]. However, the
aforementioned objective-oriented techniques suffer from two conventional assumptions:
the passive representation of DG and peak load modeling. Although it is sufficient for
traditional systems, smart grid applications require a more system-aware model that can,
first, reflect and take advantage of the active nature of the new systems, and second,
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utilize the advanced optimization techniques that allow for different generation and loading
scenarios to be considered.

In [58], work considering some of these features is proposed to allocate maximum DG
capacity. Security problems and voltage steps are examples of more complicated objectives.
However, work concerning these objectives can also be found in the literature [49, 59, 60].
A major weakness in the traditional nonlinear programming (NLP)-based AC power flow
or OPF is that it cannot incorporate, in its traditional framework, integer programming.
Work in [61] developed a mixed-integer NLP-based planning framework. The potential
complexity of such development increases significantly with the size of the system as the
number of variables and constraints increase dramatically. Additionally, for multi-period
studies, the burden is further extended. Aggregation techniques are developed in [49, 62].
However, with reduced periods representing the system, system awareness and accuracy
may be compromised. Also, it will be insufficient to fully represent an optimal hourly or
half-hourly optimization of assets in long-term asset planning.

In [63–66], stochastic planning of assets is proposed. For reliability purposes, three main
techniques are found in the literature, namely, 1) Monte Carlo simulations-based [67], 2)
analytical-based [68], and 3) hybrid [69] techniques. However, these techniques also suffer
from drawbacks. First, they require an enormous amount of data that is magnified with
the larger systems. Besides, it requires a very high technical background to translate the
data into plans, which, in turn, complicates the decision-making process. Moreover, they
require an adequacy analysis of several system states, which is part of the optimization
framework [70].

Proceeding with different objectives and different techniques, an area of planning is
developed with a new modification. It employs multiple objectives that can better represent
the system and/or utilize the new smart applications [68,71–73]. This branch of the planning
framework usually utilizes Pareto set (frontier) optimization, such as in [39,73,74]. Different
techniques are then used to assess this set, such as in [75]. A Pareto set can be reached by
optimizing each conflicting objective individually or by constraining each objective by the

30



other objectives until the frontier is reached.

Tuning is a major issue in metaheuristic algorithms, along with the number of iterations.
Without careful and appropriate tuning, finding a good (near optimal) solution within a
reasonable period of time may not be accomplished. This inherent lack of a guarantee that
a global optimal solution will be reached requires multiple successive iterations to reach
an acceptable solution. For DG allocation, a particle swarm optimization (PSO)-based
technique is proposed in [76]. Artificial bee colony optimization (ABC) algorithms were
also used for several objectives [77, 78]. However, a tendency towards favouring genetic
algorithms (GAs) is found in the literature [39,79–81]. This may be due to the simplicity
of solution representation. Although the authors proved that simulated annealing (SA)
outperformed GA in [82], the issue of tuning and the optimal setting of the algorithm arises.
GA is also applied to optimal investment planning [83], and GA-based frameworks are
found in the literature solving multiple objective problems with very complex objectives
considered [62,83–86]. Moreover, this tendency to favour GA is also found in single technical-
, environmental-, and economical-based objective optimization problem-solving [62,85,87–
89].

2.5 Chapter Summary

In this chapter, a background and literature survey of SDSs and what the term may
entail has been conducted. The chapter began with an introduction to the topic and the
general motives behind it. The topic required further background understanding about
what is envisioned in the smart grid as well as the role of power system components in
this smart paradigm. These notions needed further investigation and understanding about
the stakeholders of this envisioned SDS to properly explain how a generalized planning
framework may be developed. Moreover, an investigation of the current planning literature
was needed and conducted. It is now clear that any long-term planning framework that
facilitates a smooth transition to a SDS while utilizing linearized OPF compromises accuracy.
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Capitalizing on the capabilities of metaheuristic techniques and how NLP-based OPFs can
enhance them are now of great interest to this work. With ever-advancing commercial
solvers designed to address non-convex, nonlinear, and mixed-integer problems, as well as
those with a large number of constraints and variables, challenging these solvers with even
greater objectives becomes a natural progression.
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Chapter 3

Strategic Analysis of Potential
Conflicts in the Smart Grid Paradigm
and Their Effects on Planning§

“Out beyond right and wrong, there is a field. I will meet you there.”

— Jelaluddin Rumi

This chapter strategically investigates the relationship and interaction among future smart
grid stakeholders. This is done to better understand and highlight potential conflicts and
determine how to overcome them. The topic is first introduced in Sections 3.1 and 3.2, and
then it addresses two main relationships: 1) between the LDC and investors in Section 3.3
and 2) among prosumers in Section 3.4. The chapter and its outcomes are then summarised
in Section 3.5.

§Parts of this chapter are published in [90,91].
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3.1 Preamble

Assessing and developing any new framework is part of envisioning it. This futuristic
approach allows for a greater response from all involved parties. The early involvement of
parties in envisioning a system has often been reported to have a substantial impact on the
success of any new system. Thus, this chapter attempts to strategically analyze and assess
future SDS stakeholders and their interactions. In the following section, the process begins
with the identification and analysis of future system stakeholders. This allows the analyst
to become critically aware of the areas in which conflict may arise, and ultimately provide
guidelines toward a generalized long-term planning framework that engages all stakeholders
while eliminating any points that can damage the harmony of the interactions between
them. However, to do so, a conflict analysis has to be performed for these arising conflicts.

3.2 Introduction

This work aims to investigate potential conflicts in future grids and their effect on planning
distribution systems. Smart grid technologies are prevalent, especially in systems that
look almost the same today as they did decades ago (i.e., power systems). Planning a
transformation requires a comprehensive understanding of future challenges. Although the
optimality and accuracy of planning techniques are evolving, many challenges are yet to
be discovered and analyzed. In this chapter, potential conflicting goals in the smart grid
are identified, and their impact on the planning process is analyzed. Two types of conflicts
can arise with conventional planning techniques. The first involves potential conflicts
between DSOs (e.g., LDC, DISCO, or TVPP) and prosumers), and the second involves
potential conflicts among prosumers in the operation of SDSs. The research paths required
to overcome these conflicts are described in this chapter.

For several important reasons, electric systems and all of their players are moving toward
smarter systems (i.e., smart grids). The concept of the smart grid has been a central
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interest for many researchers in several fields as well as in practice; power engineers are no
exception. They are at the core of this interest, as they are responsible for implementing
and integrating the new technologies posed in the literature. Moreover, transforming
decades-old technologies and business models to a smarter and more resilient infrastructure
is not an easy task. To overcome any challenge, it first needs to be clearly identified and
analyzed. Many challenges have been identified, and many more are foreseen, yet others
are still hidden in the future. This work, among others, attempts to identify a problem that
can cause conflicts in the planning frameworks of a smart system. For many years, power
markets have been studied. Many research studies have aimed to enhance the transparency
and performance of such markets. Policies, regulations, and technical standards are the
most salient results of such research. However, as the structures and architectures of power
systems change, so do the tools used to study them. An understanding of the future grid
is based on several stakeholders’ changing roles or perhaps even new ones coming into
existence. For instance, in the future, customers of a grid are seen as playing different
roles as they change from a passive player to a more active player. Prosumers increase the
complexity from both technical and market perspectives [7]. In [9], the authors also suggest
that a prosumer can be a collective or group of single physical entities (i.e., microgrids).
Thus, their role can change from being a consumer to a producer in a short period of
time, depending on self-interests. Furthermore, research in the area of bidirectional energy
management is of interest [92]. This work aims to investigate the potential conflicts in
future grids and their effect on planning distribution systems.

Although the NIST reports a consensus exists among stakeholders regarding interoper-
ability standards [1], stakeholders are categorized differently regarding their interest and
influence. This difference may be a reason for potential conflicts that arise in the long-term
planning of SDSs. It is also important to capitalize on the strong communication relation-
ships between categories to eradicate any potential conflict and further promote smart grid
technologies. Proceeding from these insights, the following sections investigate potential
conflicts between involved parties. The promotion aspect will be the subject of a future
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study.

Following the introductory section, an analysis of potential conflicts and their effect on
planning studies is presented in Section 3.3 and Section 3.4. Section 3.5 offers conclusions
and final remarks.

3.3 Conflict Between LDCs and Investors

The authors in [39] suggest that DSOs or TVPPs, as suggested in [38], can incentivize
private investors to place distributed sources in optimal locations and improve the voltage
profile, power quality, or both, as well as improve service reliability. These incentives may
be similar in principle to the ones studied in the literature for IPPs, such as [93], or for the
demand-side bidding strategy, such as in [94]. In the following section, a case study that
examines the relationship between system costs and voltage profiles is conducted. Several
insights regarding their effect on the long-term planning problem are duly drawn.

3.3.1 Problem Description and Formulation

Two objectives are studied in this case. The first is an index for the voltage profile described
in Equation 3.2, and the second is the total costs, as Equation 3.3 describes. The multi-
objective GA deployed here utilizes a controlled elitist variant of non-dominated sorting
genetic algorithm II (NSGA-II) [95]). The costs considered in this problem are the line
upgrade cost, DG capital costs, DG operation and maintenance costs, cost of energy losses,
cost of purchased energy from the grid, and cost of surplus energy from DGs. This case
study of a long-term planning problem can be defined by

min
Ω

([f1(Ω) f2(Ω)]) (3.1)
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where Ω vector of decision variables and subject to constraints formulated in Equations 3.2
to 3.16

f1(Ω) =
∑
y∈Y

∑
d∈D

∑
h∈H

∑
i∈I

∣∣∣V(i,h,d,y) − V target
∣∣∣

V target , (3.2)

where V(i,h,d,y) is the magnitude of the voltage in (V or pu) at bus i in hour h, day d, and
year y, and V target is the targeted voltage level set by the operator; Y, D, and H are the
sets of planning years, days, and hours; I is the set of system buses;

f2(Ω) =
∑
y∈Y

∑
i∈I

∑
dg∈DG

S(i,dg,y)C
Capital
(i,dg,y)

(1 + r)y , (3.3)

where DG is the set of available DG technologies; CCapital
(i,dg,y) capital cost of every allocated

DG of technology dg at bus i and at year y ($/MVA); S(i,dg,y) is allocated DG of technology
dg at bus i and year y (MVA) and described in Equations 3.6 and 3.7, r is the effective
discount rate (discount and inflation) [2];

V spec
min ≤ V(i,h,d,y) ≤ V spec

max ∀i, h, d, y, (3.4)

where V spec
min and V spec

max are specified minimum and maximum voltages (V or pu) according
to regulations and standards;

I(i,j,y) ≤ I(i,j,y)max ∀i, y, i 6= j, (3.5)

where I(i,j,y) is the current in line between bus i and j (A or pu) and I(i,j,y)max is the
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maximum line current carrying capacity at year y between bus i and j (A or pu);

S(i,dg,y) = $(i,dg,y) × κ(i,dg,y) ∀i ∈ Qdg, y ∈ Y , (3.6)

S(i,dg,y) ≤ Smaxdg ∀i ∈ Qdg, y ∈ Y , (3.7)

where $(i,dg,y) is a binary decision variables to place DG of technology dg at bus i and year
y and κ(i,dg,y) is a variable size of allocated DG of technology dg; Smaxdg is maximum DG
size of technology dg (MVA); Qdg is the set of candidate buses for DG of technology dg

(Qdg ⊆ I);

$(i,dg,y) :


Integer : dg only available in steps

Continuous : otherwise

∀ dg ∈ DG,

∑
y∈Y

∑
dg∈DG

S(i,dg,y) ≤ Smaxi , (3.8)

where Smaxi is the maximum allowed total DG capacity in bus i (MVA);

Pg(i,h,d,y) +
 ∑
dg∈DG

P(i,dg,h,d,y)

− PD(i,h,d,y) =
∑
j∈J

V(i,h,d,y)V(j,h,d,y)Y(i,j,y)

cos
(
θ(i,j,y) + δ(j,h,d,y) − δ(i,h,d,y)

)
∀i, j ∈ I (I = J ) i 6= j, h ∈ H, d ∈ D, y ∈ Y ,

(3.9)

where Pg(i,h,d,y) is the active power purchased from grid in bus i , at hour h , day d , and
year y (MW); P(i,dg,h,d,y) is the produced active power for DG of technology dg in bus i , at
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hour h , day d , and year y (MW); PD(i,h,d,y) is the active demand for bus i at hour h, day
d, and year y (MW); Y(i,j,y) is the magnitude of the Y -bus matrix admittance (f or pu);

Pg(i,h,d,y) =


Pg(i,h,d,y) : i ∈ G

0 : i /∈ G

∀i ∈ I, h ∈ H, d ∈ D, y ∈ Y ,

(3.10)

P(i,dg,h,d,y) ≥ PF(i,dg,h,d,y) × S(i,dg,y)

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y ,
(3.11)

where PF(i,dg,h,d,y) is minimum allowed power factor for DG of technology dg in bus i at
hour h , day d , and year y;

PRev
g ≤ Pg(i,h,d,y) ≤ PMax

g ∀i ∈ G, (3.12)

where PRev
g and PMax

g are maximum reverse and supplied active power at the grid connected
buses (i ∈ G) and G ⊂ I;

Qg(i,h,d,y) +
∑

dg∈DG
Q(i,dg,h,d,y) −QD(i,h,d,y) = −

∑
j∈J

V(i,h,d,y)V(j,h,d,y)Y(i,j,y)

sin
(
θ(i,j,y) + δ(j,h,d,y) − δ(i,h,d,y)

)
∀i, j ∈ I (I = J ) i 6= j, h ∈ H, d ∈ D, y ∈ Y ,

(3.13)

where Qg(i,h,d,y) is the reactive power purchased from grid in bus i , at hour h , day d , and
year y (MVAR); Q(i,dg,h,d,y) is the produced reactive power for DG of technology dg in bus
i , at hour h , day d , and year y (MVAR); QD(i,h,d,y) is the reactive demand for bus i at
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hour h, day d, and year y (MVAR);

Qg(i,h,d,y) =


Qg(i,h,d,y) : i ∈ G

0 : i /∈ G

∀i ∈ I, h ∈ H, d ∈ D, y ∈ Y ,

(3.14)

Q(i,dg,h,d,y) = sin
[
cos−1

(
PF(i,dg,h,d,y)

)]
× S(i,dg,y)

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y ,
(3.15)

QRev
g ≤ Qg(i,h,d,y) ≤ QMax

g ∀i ∈ G, (3.16)

where QRev
g and QMax

g are maximum reverse and supplied reactive power at the grid con-
nected buses (i ∈ G) and G ⊂ I;

3.3.2 Case Study

This case study is performed on a typical test system found in the literature [96]. The
system, shown in Figure 3.1, is composed of residential, commercial, and industrial loads
with different loading levels. The costs are adapted from [97], and the energy prices are
based on the average hourly prices in Ontario over the past four years; the data were
retrieved from [98]. The study is performed for a period of 20 years with a load increase
of 10% per year. Three types of DGs are considered: wind, Photovoltaic (PV), and gas
turbine.
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Figure 3.1: The 38-bus Test System Used in the Study of LDCs and Investors Conflict
Case Study

3.3.3 Results

The design, with a minimum cost of $653, 100 and a minimum voltage deviation sum of 2.82,
is found at the utopia point; however, these minimums are paired in reality with a maximum
cost of $40, 330, 910 and a maximum deviation sum of 21.02. It is clear from Figure 3.2
that the objectives are conflicting, and the conflict can significantly impact the decisions
made by planners. Enhanced voltage profiles can be attained with investments many times
higher than the minimum costs resulting in possibly stranded assets. These investments
can either be made by the LDC or a private investor, and an expected economic benefit is a
reasonable rate of return on investment. However, since the minimum cost design satisfies
voltage limit constraints, private investors are not interested in a low marginal contribution
that enhances the LDC’s performance with no acceptable rates of return on investments.
The LDC is left with the decision to either pay for the necessary installations or face the
burden of a system operating near voltage limits. Increasing the marginal contribution
of installed units guarantees better rates of return and the higher absorption of private
investments. This objective should be considered in planning SDSs; thus, the optimal
operation of units is a necessary part of planning the allocation of these assets.
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Figure 3.2: The Resulting Pareto Optimal Set

3.4 Conflict Between Prosumers

Given the insights gained from the previous case study in Section 3.3, further study is
needed. In a case where a planner chooses to implement a design that provides minimum
voltage, private investors pay more. Assuming that private investors will opt in on a design
based on incentives, daily operations are yet to be analyzed. To generalize such cases, an
example of a prosumer connected to a common service point is defined and studied. An
analysis of which prosumer will respond and how equilibrium can be achieved is discussed
in the following section.

3.4.1 Stability Definitions

A range of solution concepts (stability definitions) are defined within the paradigm of game
theory to predict the possible output of an interaction. These stability definitions work as a
case-based reasoning system that answers any what-if questions. The two solution concepts
adopted in this work that evaluate the stability of a state for each Decision Maker (DM)
are Nash stability [99, 100] and sequential stability (SEQ) [101]. For coalitional stability
and equilibria, similar definitions are adapted from [102]. These definitions include Nash
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and SEQ coalitional stability. The definition of the reachable set and equilibria is slightly
modified.

3.4.2 Case Study and Results

Figure 3.3 shows a general architecture of what a prosumer would be. At the service
point, the utility or another player offers a price for power (1 MW in this case study).
Both prosumers are able to respond to the request. Assuming two stages of generation
and demand for both players, options can be summarized in Table 3.1. Moreover, due to
the assumption of close geographical proximity, the price structure for service can also be
assumed to be similar for both prosumers.

Figure 3.3: General Architecture of Two Prosumers
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Table 3.1: Decision Makers and Options

DM Options DM Options

Prosumer 1

Sell 2 Yes

Prosumer 2

Sell 2 Yes
No No

Sell 1 Yes Sell 1 Yes
No No

Idle Yes Idle Yes
No No

Buy 1 Yes Buy 1 Yes
No No

Buy 2 Yes Buy 2 Yes
No No

The combination of all options yields 210 = 1024 states. Removing the infeasible states,
due to mutual exclusivity, will result in the elimination of 999 states; thus, the number of
feasible states (i.e., players’ points of view) is 25. The remainder of 25 does not guarantee
market feasibility. If we assign weights, preference ranking can be conducted as in Table 3.3.

According to the definitions, Nash stability is a subset of sequential stability. Therefore,
for a dynamic market, it is best to represent stable conditions by both sequential stability
and Nash, so the rationality in a free market can be represented. However, it is important to
mention that equilibria, from the perspective of a player, is not necessarily a market-feasible
state. For a noncooperative, complete information, and dynamic game, the rationale that
leads to an equilibrium (i.e., stable state) is not guaranteed to be a viable situation, whereas
a free market is composed of a leader (i.e, the macrogrid) and followers (i.e., prosumers),
which can be considered a Stackelberg competition.

In the case shown in Figure 3.4, only one state was stable. This very critical situation
will increase in complexity if more players are considered (with similar price structures).
Additionally, the stable state involves both prosumers opting ‘yes’ to ‘Buy 2,’ since prices
are low. Moreover, one primary function of SDSs is the decentralization, which, in part,
does not allow for a centralized authority to perform conventional optimization techniques.
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This may not yield a market clearing status. However, if a coalition is considered between
both prosumers, the results will be significantly different. Figure 3.5 clearly shows that
increased chances of equilibria states arise. Since this is an ordinal analysis of the situation,
random descending payoffs were assigned to options based on the preferences. Table 3.2
summarizes the list of feasible states for both prosumers.
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Table 3.2: List of Feasible States

State P1 P2 MismatchS2 S1 I B1 B2 S2 S1 I B1 B2
1 Yes No No No No Yes No No No No −5
2 No Yes No No No Yes No No No No −4
3 No No Yes No No Yes No No No No −3
4 No No No Yes No Yes No No No No −2
5 No No No No Yes Yes No No No No −1
6 Yes No No No No No Yes No No No −4
7 No Yes No No No No Yes No No No −3
8 No No Yes No No No Yes No No No −2
9 No No No Yes No No Yes No No No −1
10 No No No No Yes No Yes No No No 0
11 Yes No No No No No No Yes No No −3
12 No Yes No No No No No Yes No No −2
13 No No Yes No No No No Yes No No −1
14 No No No Yes No No No Yes No No 0
15 No No No No Yes No No Yes No No +1
16 Yes No No No No No No No Yes No −2
17 No Yes No No No No No No Yes No −1
18 No No Yes No No No No No Yes No 0
19 No No No Yes No No No No Yes No +1
20 No No No No Yes No No No Yes No +2
21 Yes No No No No No No No No Yes −1
22 No Yes No No No No No No No Yes 0
23 No No Yes No No No No No No Yes +1
24 No No No Yes No No No No No Yes +2
25 No No No No Yes No No No No Yes +3
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Table 3.3: Preferences Rank

Options Payoffs
P1 P2 P1 P2

M
ost

P
referred

−−−−−−−−−−−−→
L

east
P

referred

5 21 5 5
10 22 5 5
15 23 5 5
20 24 5 5
25 25 5 5
4 16 4 4
9 17 4 4

14 18 4 4
19 19 4 4
24 20 4 4
3 11 3 3
8 12 3 3
13 13 3 3
18 14 3 3
23 15 3 3
2 6 2 2
7 7 2 2
12 8 2 2
17 9 2 2
22 10 2 2
1 1 1 1
6 2 1 1
11 3 1 1
16 4 1 1
21 5 1 1

47



Figure 3.4: Payoffs and Equilibria While Prosumers Are Not Working Together

In similar cases, having similarly behaving prosumers fighting for resources (i.e., power
or revenue) affects planning. Either of these cases should be eliminated from initial planning
studies or cooperative or coalitional market structures should be worked toward, or both
these approaches could be used. The equilibria obtained in Figure 3.4 is at the maximum
total payoff. For this to happen, however, chronological agreements between parties need to
be in place. At 25, both may receive the maximum, but it cannot be cleared in the market.
A coalition stability analysis is performed using the Nash and sequential stability concepts,
revealing that states, such as 10 and 22 (market feasible states), can achieve equilibrium if
a coalition between prosumers takes place (as shown in Figure 3.5).
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Figure 3.5: Payoffs and Equilibria While Prosumers Are Working Together

3.5 Chapter Summary

Several insights can be duly drawn from this strategic analysis, which first identified,
categorized, and assessed the relationships between stakeholders and the two anticipated
conflicts: the long-term planning level and the operation level. Feedback systems between
different stakeholder categories have been seen as advantageous, especially for groups with
lower interest in an SDS. Moreover, it highlighted the importance of keeping private
investors continuously informed about new developments that lean toward their interests
(i.e., smarter systems). Direct engagement and monitoring of all customer types are essential
to a successful transition.

To conclude, contradictory goals can occur in a smart grid framework. These contradic-
tions affect the planning process and should not be ignored [90]. As systems move toward
multiple ownership and multiple stakeholders, planning entities must consider the goals of
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new stakeholders. Meeting conflicting objectives inherently involves compromises between
parties; however, with smart grid technologies, ultra-fast communications and emerging
markets and players make cooperation, coalition formation, and the optimal operation of
assets necessary in the planning of future SDSs.

50



Chapter 4

Long-Term DG Allocation Planning
Considering the Daily Operational
Planning and Both Investor and
Operator Interests§

“You can’t solve problems until you understand the other side.”

— Jeffrey Manber

Proceeding from Chapters 1 to 3, this chapter provides the backbone of a generalized
planning framework. It addresses several objectives; however, it primarily provides an
architecture for higher DG penetration into distribution systems utilizing smart grid tech-
nologies (i.e., active components). Thus, it can guide the route toward greater private
investment absorption. The chapter is organized as follows: Section 4.2 introduces the
work; the description and formulation are then detailed in Sections 4.3 and 4.4; Section 4.5

§Parts of this chapter are published in [103,104].
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proposes the algorithm developed to address the problem; an example case is then stud-
ied and discussed in Sections 4.6 and 4.7; contributions and summary of the chapter are
highlighted in Section 4.8.

4.1 Preamble

A literature review exploring state-of-the-art planning frameworks and the techniques used
was conducted in Chapter 2. It highlighted significant unexplored options in designing a
planning framework. It first highlighted the need for greater attention to different stake-
holders’ interests that needs to be considered during the early planning stage. This early
adaptation allows for the planners and their plans to become more predictive and compre-
hensive and require minimal operational updates. It also highlighted the untapped area of
hybrid optimization techniques related to long-term planning that considers daily optimal
operation over the planning period.

4.2 Introduction

An algorithm that maximizes the DG’s hosting capacity in a system while lowering the
overall system cost is proposed in this chapter. This algorithm considers several realistic
aspects of long-term DG planning, such as the cost-effective design of feeder reinforcement.
It allocates DGs and provides the type, size, location, and year of installation. Different
DG technologies are used in the formulation. The complexity of the problem necessitates
modeling the problem in a mixed-integer nonlinear programming fashion. Long-term
planning is performed while considering the daily optimal operation of the allocated DGs.
It also reselects different loading and renewable generation conditions to provide a more
resilient plan. Active power management capabilities are also considered in the means
of active power curtailment and power factor range (i.e., non-firm generation). A case
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study of a test system was conducted over a planning period of 20 years, with every year
consisting of eight-day patterns and each day having 24 varying hours. The rationales that
necessitated these numbers are as follows: 1) a long-term duration that reflects the multiple
periods and duration of a planning problem, 2) a minimum amount of days representing
a year to capture load and generation behavior considering that this algorithm will be
further modified to incorporate different components in further studies, and 3) a time series
representation that can take advantage of advanced solvers and be able to optimally operate
components on a daily basis.

4.3 Problem Description

The allocation and sizing of DGs in distribution systems is a critical problem because they
not only affect the cost of upgrading the system but may also lead to catastrophic technical
performance of the system if not properly designed. The problem can be divided into two
major subproblems:

• Allocation, type, sizing, and year of installation of the DG while satisfying physical
and environmental constraints;

• Meeting technical constraints while minimizing operational costs (in terms of OPF).

The first subproblem introduces a mixed-integer component to the overall problem due to
the decisions regarding placement and the integer steps of sizing. For the second subproblem,
OPF introduces high nonlinearity because of the power flow equations. The binary decision
of upgrading lines also causes an increase in the complexity of the overall problem. This
problem, when studied for large systems and over long timespans, is computationally very
challenging.

In an SDS, conflicting interests are inevitable due to the various characteristics and roles
of players. However, planning a distribution system while considering various interests may
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resolve some of the potential conflicts. For instance, the absorption of private investment can
be accommodated by enabling higher hosting capabilities in the system while benefiting
the system operator (e.g., lowering paid incentives to DG owners [39]). Therefore, a
description of all costs associated with all system players is presented. In the following
sections (Section 4.3.1 to Section 4.3.7), descriptions of each cost venue are presented.

4.3.1 Distributed Generation Capital Cost

The first subproblem seeks to optimally allocate and size the DG unit in a timeframe
that provides minimum capital cost. For each year, the amount of capital to be invested
is calculated and summed over the study period. It is necessary to mention that any
algorithm optimizing this cost must inherently favour larger units because of the $/MVA
rate at installation. Moreover, changes mostly involve increases, as the amount to be paid
as Net Present Value (NPV) decreases for larger units;

NPVCapital
DG =

∑
y∈Y

∑
i∈I

∑
dg∈DG

S(i,dg,y)C
Capital
(i,dg,y)

(1 + r)y . (4.1)

4.3.2 Cost of Fuel and Operation/Maintenance of Operating Dis-
tributed Generation Units

An important detail of the aforementioned operational details required for an enhanced
planning framework is the operation and maintenance costs associated with every kW
operated. This cost can be represented in several forms, such as $/kW or MW. Depending
on the options and planning area infrastructure, several fuel-based DG technologies can be
considered. It is always beneficial to consider less environmentally harmful technologies,
such as gas or biomass. However, the operational costs associated with any fuel-based DG
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can be calculated based on the price of fuel of each technology at different locations as
$/kW or MW;

NPVFuel
DG =

∑
y∈Y

∑
i∈I

∑
d∈D

∑
h∈H

∑
dg∈DG

P(i,dg,h,d,y) × CFuel
(i,dg,h,d,y)

(1 + r)y ; (4.2)

NPVOM
DG =

∑
y∈Y

∑
i∈I

∑
d∈D

∑
h∈H

∑
dg∈DG

P(i,dg,h,d,y) × COM
(i,dg,y)

(1 + r)y . (4.3)

4.3.3 Cost of Active and Reactive Energy Purchased from Dis-
tributed Generation

According to [105], the cost of purchasing active energy from a DG is usually regulated.
Therefore, as part of the operational detail, minimizing this cost for the overall benefit of
the smart system is needed. It is important to mention that some of the allocated DGs
can be used for ancillary services and must be compensated;

NPVAPower
DG =

∑
y∈Y

∑
i∈I

∑
d∈D

∑
h∈H

∑
dg∈DG

P(i,dg,h,d,y) × CAPower
(i,dg,h,d,y)

(1 + r)y ; (4.4)

NPVRPower
DG =

∑
y∈Y

∑
i∈I

∑
d∈D

∑
h∈H

∑
dg∈DG

Q(i,dg,h,d,y) × CRPower
(i,dg,h,d,y)

(1 + r)y . (4.5)
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4.3.4 Cost of Surplus (Unused) Energy from Distributed Gener-
ation

Given the description provided for the cost in subsection Section 4.3.3, any curtailed energy
must be compensated to benefit all the players. This cost, if minimized, can reduce the
waste of energy that can be harvested from distributed sources;

NPVUnused
Energy =

∑
y∈Y

∑
i∈I

∑
d∈D

∑
h∈H

∑
dg∈DG

PUnused
(i,dg,h,d,y) × CUnused

(i,dg,h,d,y)

(1 + r)y . (4.6)

4.3.5 Cost of Active and Reactive Power Purchased from the
Grid

Unlike the cost associated with DG-purchased energy, energy purchased from the grid usually
follows variable pricing. Depending on the independent system operator and regulations,
different market structures exist. However, these prices usually reflect the market-clearing
prices of bulk electrical energy. Reactive power support is essential to the optimal operation
of a distribution system. In addition to demand, reactive power support is a common
practice for voltage and power quality optimal operation;

NPVAPower
Grid =

∑
y∈Y

∑
d∈D

∑
h∈H

∑
i∈G

Pg(i,h,d,y) × C
APower
(i,h,d,y)

(1 + r)y ; (4.7)

NPVRPower
Grid =

∑
y∈Y

∑
d∈D

∑
h∈H

∑
i∈G

Qg(i,h,d,y) × C
RPower
(i,h,d,y)

(1 + r)y . (4.8)
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4.3.6 System Costs of Active and Reactive Power Losses

Minimizing system costs associated with losses (both active and reactive) is directly related
to better performance. These costs, which can be relatively small, also directly affect system
performance;

NPVAPower
Loss =

∑
y∈Y

∑
d∈D

∑
h∈H

∑
i∈I

P(i,h,d,y)(loss) × C
APower
(i,h,d,y) Loss

(1 + r)y ; (4.9)

NPVRPower
Loss =

∑
y∈Y

∑
d∈D

∑
h∈H

∑
i∈I

Q(i,h,d,y)(loss) × C
RPower
(i,h,d,y) Loss

(1 + r)y . (4.10)

4.3.7 Line Upgrade Cost

As part of the overall system cost problem, as seen in a system that considers all players’
interests within the system, it is important to minimize the line upgrade cost;

NPVUpgrade
Lines =

∑
l∈L

CUP(l)

(1 + r)
y(UP(l))

; (4.11)

CUP(l) = UP(l) × A(l) × LH(l) × CUnit
(base); (4.12)

4.4 Problem Formulation

This section mathematically formulates the problem. It begins with the objective, and the
constraints to which the formulated objective is subject are subsequently developed.
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4.4.1 Objective Function

In trying to satisfy multiple player gains in a situation, social welfare maximization is
generally preferred. However, the distribution system is inherently incapable of maximizing
revenues since revenues are only derived from selling electric power to end consumers.
Therefore, the best practice is to minimize costs, but for a regional planner, the interests
of several stakeholders in a distribution system are at the core of any conducted study. For
LDCs, minimizing system upgrade requirements that meet technical and environmental
constraints are needed. Investors’ interests, however, are mainly focused on absorbing their
investments while foreseeing acceptable returns. To comply with system requirements and
engage investors, additional (i.e., not needed from an LDC viewpoint) upgrades may be
required. Therefore, the overall objective function for any regional planner interested in
satisfying both parties is described in Equations 4.13 to 4.15. This objective is subject to
the constraints formulated in Equations 4.16 to 4.32.

Obj. : min
(
NPVSystem

Cost + NPVInvestor
Cost

)
; (4.13)

where,

NPVSystem
Cost = NPVLoss

Energy +NPVUnused
Energy + NPVAPower

DG

+ NPVUpgrade
Lines +NPVAPower

Grid + NPVRPower
DG

+ NPVRPower
Grid

, (4.14)

and,

NPVInvestor
Cost = NPVCapital

DG + NPVOM
DG + NPVFuel

DG . (4.15)

One can notice that to minimize overall costs, some system or investor costs may be
increased compared to the case in which one cost interest is the objective. Regional planners
must carefully study and make comparisons to base cases to reflect proper cost associations
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for all parties when considering cost increases. For instance, in NPVUpgrade
Lines , NPVCapital

DG

is strongly coupled and can either ease or put pressure on this cost. Therefore, further
analysis of the marginal contribution and benefit is required to assign the variation of costs.
However, this formulation (i.e., considering both parties’ interests) is considered successful
only if the total cost compared to the case of a single interest is lowered. A clear distinction
can be drawn between the interests of the planners depending on the ownership of the units
to be placed. For instance, LDC ownership of a DG unit is allowed in some countries but
not all. However, the difference in ownership only directly affects two costs: NPVAPower

DG

and NPVRPower
DG . If the LDC owns the DG unit, it is counterintuitive to minimize such costs.

Therefore, in this case, these two costs can be removed from Equation 4.14. However, it
remains part of the overall cost incurred, as seen from the third-party planner viewpoint
in other cases. The following Sections 4.4.2 to 4.4.6 describes the set of constraints.

4.4.2 Constraints on Distributed Generation Unit Sizes and Al-
location

These constraints are satisfied in the first step of the algorithm (a genetic algorithm). They
govern the placement and sizing of DG units:

S(i,dg,y) = $(i,dg,y) × κ(i,dg,y) ∀i ∈ Qdg, y ∈ Y . (4.16)

S(i,dg,y) ≤ Smaxdg ∀i ∈ Qdg, y ∈ Y . (4.17)

$(i,dg,y) :


Integer : dg only available in steps

Continuous : otherwise

∀ dg ∈ DG;
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∑
y∈Y

∑
dg∈DG

S(i,dg,y) ≤ Smaxi . (4.18)

4.4.3 Power Curtailment Constraints

With new technologies emerging and being introduced to power systems, new planning
frameworks that take advantage of these technologies must be developed. For instance,
wider communication capabilities allow for several components that traditionally could not
communicate with each other freely and efficiently. Furthermore, smart inverters allow for
greater control of a DG’s output power. This additional formulation allows DGs to be
allocated, and then power can be curtailed if this allocation minimizes the overall cost of
the objective function. The following set of constraints utilizes these capabilities to better
plan future SDSs.

Sinj(i,dg,h,d,y) = Ψ(i,dg,h,d,y) × AF (dg,h,d,y) × S(i,dg,y)

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y .
(4.19)

Sinj(i,dg,h,d,y) where is the injected total power after curtailment, power factor incorporation,
and renewable availability; AF (dg,h,d,y) is the availability factor for DG of technology dg in
bus i at hour h, day d, and year y;

P(i,dg,h,d,y) = PF(i,dg,h,d,y) × Sinj(i,dg,h,d,y)

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y .
(4.20)

Q(i,dg,h,d,y) = sin
[
cos−1

(
PF(i,dg,h,d,y)

)]
× Sinj(i,dg,h,d,y)

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y .
(4.21)
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Sinj(i,dg,h,d,y) =
√(

P(i,dg,h,d,y)
)2

+
(
Q(i,dg,h,d,y)

)2

∀ i ∈ I, dg ∈ DG, h ∈ H, d ∈ D, y ∈ Y .
(4.22)

4.4.4 Line Power Flow Constraints

Although they add to the complexity of the problem, power flow constraints are essential
to any optimal planning or operation study.

Pg(i,h,d,y) +
∑

dg∈DG
P(i,dg,h,d,y) − PD(i,h,d,y) =

∑
j∈J

V(i,h,d,y)V(j,h,d,y)Y(i,j,y)

cos
(
θ(i,j,y) + δ(j,h,d,y) − δ(i,h,d,y)

)
∀i, j ∈ I (I = J ) i 6= j, h ∈ H, d ∈ D, y ∈ Y ,

(4.23)

Pg(i,h,d,y) =


Pg(i,h,d,y) : i ∈ G

0 : i /∈ G

∀i ∈ I, h ∈ H, d ∈ D, y ∈ Y ,

(4.24)

PRev
g ≤ Pg(i,h,d,y) ≤ PMax

g ∀i ∈ G, (4.25)

Qg(i,h,d,y) +
∑

dg∈DG
Q(i,dg,h,d,y) −QD(i,h,d,y) = −

∑
j∈J

V(i,h,d,y)V(j,h,d,y)Y(i,j,y)

sin
(
θ(i,j,y) + δ(j,h,d,y) − δ(i,h,d,y)

)
∀i, j ∈ I (I = J ) i 6= j, h ∈ H, d ∈ D, y ∈ Y ,

(4.26)
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Qg(i,h,d,y) =


Qg(i,h,d,y) : i ∈ G

0 : i /∈ G

∀i ∈ I, h ∈ H, d ∈ D, y ∈ Y ,

(4.27)

QRev
g ≤ Qg(i,h,d,y) ≤ QMax

g ∀i ∈ G. (4.28)

4.4.5 Voltage Limits Constraints

V spec
min ≤ V(i,h,d,y) ≤ V spec

max

∀i ∈ I, h ∈ H, d ∈ D, y ∈ Y .
(4.29)

4.4.6 Line Upgrades and Current Constraints

I(l,h,d,y) ≤ I(l,y)max

∀l ∈ L, h ∈ H, d ∈ D, y ∈ Y .
(4.30)

UP(l) =


1 : I(l,h,d,y) ≥ I(l,y)max

0 : I(l,h,d,y) < I(l,y)max

∀l ∈ L, h ∈ H, d ∈ D, y ∈ Y .

(4.31)

I(l,y)max =


ICAP(l) : ∀ y < y(UP(l))

A(l) × ICAP(l) : ∀ y ≥ y(UP(l))

∀l ∈ L, y ∈ Y .

(4.32)
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4.5 Proposed Solution Algorithm

Most population-based techniques do not guarantee global optimality. However, it is very
common to find numerous variations of the heuristic means used to solve long-term planning
problems [106–109]. Figure 4.1 describes the flowchart of the proposed algorithm. It solves
the first subproblem by means of a genetic algorithm. A typical gene would include the
type, size, location, and year of placement of each DG. This generation is then passed to
the OPF engine, which partially solves the second subproblem and stores the operational
costs. This sequence is subject to several technical constraints, which are described in
Section 4.4 and repeated until the exit criterion is met.
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Figure 4.1: Proposed Algorithm Flowchart
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4.6 Case Study

The power level’s daily variation is taken for both non-dispatchable generation and loads.
Moreover, the loads also differ in type: residential, commercial, and industrial. This work
also considers eight days to reflect the season and day type (weekday or weekend). For
each season, two days reflecting a weekday and a weekend are adapted from [110]. This
representation allows the problem to be more dynamic. Therefore, the costs described in
Section 4.3 are multiplied by 365

8 to reflect the total days in a year. Figure 4.3 showcases
an example of these days. Results are compared using a planning methodology without
considering the daily optimal operations (i.e., Equations 4.19 to 4.22). Both are constrained
according to the most recent regulations and technical parameters. Moreover, the results
clearly indicate the superiority of the proposed methodology: lower costs, lower average
voltage deviations, and higher DG hosting capacity. This case study is performed on a
typical test system found in the literature [96]. The renewable data used are adapted
from [111] and shown in Figure 4.4. The test system, shown in Figure 4.2, is composed of
residential, commercial, and industrial loads with different loading levels. These levels are
illustrated in Figure 4.3.

Figure 4.2: The 38-bus Test System Used in the Allocation of the DG Case Study

The objective to be minimized is shown in Equation 4.13. The costs are adapted
from [97], and the energy prices are based on the average hourly prices in Ontario over
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the past four years and retrieved from [98]. For reactive power, average compensation for
reactive power support paid by [112] in 2014 is used, which is similar to the typical ranges
reported in [113].

Figure 4.3: A Discretized Day Pattern of Hourly Loading Variation for Three Customer
Types Over a 24-hour Span From 6 AM to 6 AM

The study is performed for a period of 20 years with a load increase of 10% per year.
Three types of DGs are considered: wind, solar, and gas turbine. Hourly patterns of wind
and solar power are illustrated in Figure 4.4.
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Figure 4.4: Discretized Hourly Available Capacity of Renewable Power Over a 24-hour Span
From 6 AM to 6 AM

However, in this case study, the cost of purchased energy from a DG is not considered.
The reason for excluding this cost is to mimic the behavior of utility-owned DG where the
energy is virtually free. Nevertheless, the cost of curtailed (unused) energy is minimized by
associating a cost with it. The cost used in this work for curtailed power (depending on the
size and technology of the DG) is adapted from [105] (i.e., FIT and microFIT programs).
Comparisons are made with base cases: a system with no DG allocation (line upgrades only)
(i.e., Base 1) and a system with allocation of DG considering both parties’ interests and
neglecting power curtailment (i.e., Base 2). Specifically, Base 1 is the basic case that does
not consider DGs at all, while Base 2 utilizes the formulated algorithm with the negation
of one operational detail. A label ‘Purposed’ is given to the methodology that combines
Base 2 with the power curtailment of DG units. It is assumed in this case study that fuel
costs are time and location independent, and candidate buses are limited in the case of
wind turbines (due to the physical and environmental constraints) and relaxed for the other
two technologies considered (solar- and gas-based).
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4.7 Results and Discussion

It is clear from Tables 4.3 and 4.4 that the proposed algorithm is superior to both Base 1
and Base 2 algorithms in total incurred costs. The comparison is conducted for different
cases: Base 2 is compared with Base 1, and the proposed algorithm is compared to Base 1.
It is noticeable that the proposed algorithm, as expected, incurs more capital costs overall
for allocated DGs because more generation is used. It is important to mention that the
total cost of active power loss is slightly higher (7.1%) in the proposed algorithm than in
Base 2 due to time variation and the price of the incurred losses, yet the total active losses
in the system are 17% lower in the proposed scheme. The lower active losses yield better
voltage profiles as a by-product. In the case of Base 2, the average voltage deviation is
lowered by 64.6% compared to Base 1. This improvement is very significant, and improving
it without leading to additional costs is achieved by the proposed algorithm. An additional
71.5% reduction in the average voltage deviation from Base 2 is achieved by the proposed
methodology. This enhancement is an almost 90% improvement compared to Base 1. In
Figures 4.9 and 4.10, the frequency of occurrence of voltage magnitude over the study is
illustrated in histograms of all three cases in both single and multiple ownership cases.
Moreover, Figure 4.5 showcases the minimum voltage magnitude occurring in each case. It
is clear, due to lower power losses, that the proposed algorithm yields better performance as
a by-product. The substation voltage in this study was set to 1.05 pu, yielding an average
voltage magnitude of 1.01389, 1.03115, and 1.04118 for Base 1, Base 2, and the proposed
algorithms, respectively. Figure 4.6 summarizes the average voltage of each bus over the
planning period in all three cases.

Tables 4.1 and 4.2 summarize the placement, size, and year of installation for all DG
technologies used in the case study. A continuous size is used for the solar DG, and the
discrete sizes are used for gas-based and wind DGs. Base 2 managed to allocate a total
of 6.0403 MVA of DG capacity in the system, whereas the allocated capacity increased by
65.7% to a total of 10.0062 MVA in the proposed system.
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Table 4.1: Technology, Size, Location, and Year of Installation of Allocated DGs Using the
Proposed Algorithm

i/y 3 5 8 13 19 20 ∑
dg∈DG

5 0.1 0.1
7 0.1 0.1
8 0.2 0.2
10 1.2348 1.2348
12 0.9 0.9
14 0.8123 0.8123
27 1.5 1.5
29 1.2421 1.2421
30 1.3 0.8 2.1
32 1.0842 1.0842
36 0.1532 0.1532
38 0.5796 0.5796∑
i∈I

0.1532 1.2348 2.3421 0.1 1.3 4.8761 10.0062

Figure 4.5: System Voltage Profile Containing the Minimum Voltage Occurrence for Each
Case Over the Planning Period in the Single Ownership Case
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Figure 4.6: Average Voltage for Every Bus Over the Planning Period for all Three Cases
in the Single Ownership Case

Figure 4.7: System Voltage Profile Containing the Minimum Voltage Occurrence for Each
Case Over the Planning Period in the Multiple Ownership Case

73



Figure 4.8: Average Voltage for Every Bus Over the Planning Period for All Three Cases
in the Multiple Ownership Case

Figure 4.9: Voltage Magnitudes Occurrences Over the Planning Period for All Three Cases
in Single Ownership
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Figure 4.10: Voltage Magnitudes Occurrences Over the Planning Period for All Three Cases
in Multiple Ownership

4.8 Chapter Summary

In this chapter, a long-term allocation planning framework for higher private investment
absorption, hourly optimal operation, cost effective design, employment of different tech-
nologies, and feasible computational time (from a planning perspective), as well as the
consideration of active network applications (i.e., an adaptive DG power factor and control-
lable DG output power) has been developed. This framework provides the backbone for
future SDS asset and product integration. With overall objectives in mind for all stakehold-
ers’s interests, the developed framework allows for further enhancements and refinements
to achieve higher accuracy and economic benefits. As a starting point, this work falls short
of an absolute comprehensive adaptation of all possible practical constraints and repre-
sentations. This drawback can be addressed in future studies. For instance, an optimal
communication infrastructure between the newly formed (because of the generation units
allocated) dynamic or static microgrids within the system is proposed for further study.
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This communication infrastructure can allow for fair power sharing among prosumers or
microgrids and better facilitates the cost/benefit allocation of each party within the plan-
ning problem. As suggested in this chapter, increasing the penetration level of DGs may,
and probably will, increase costs on system operators (e.g., line reinforcements). These
challenges and others will be tackled in future studies.
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Chapter 5

Consensus-Based Algorithm for
Cooperative Operation among
Prosumers and the Realization of
Market Clearance Alternatives§

“Nothing is more obstinate than a fashionable consensus.”

— Margaret Thatcher

This chapter begins with an introduction in Section 5.1. It introduces the proposed coop-
erative algorithm and its realization in hybrid AC/DC systems. Section 5.2 formulate and
verify the proposed cooperative algorithm. The realization of the proposed application in
the AC/DC systems is showcased in Section 5.3. The chapter is then concluded with a
summary in Section 5.4.

§Parts of this chapter are published in [114].
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5.1 Introduction

For several important reasons, such as the move toward Active Network Management
(ANM), electric systems and all of their players are moving toward smarter systems (i.e.,
smart grids). The concept of the smart grid has been the central interest of many researchers
in several fields as well as in practice; power engineers are no exception. They are at the
core of this interest, as they are responsible for implementing and integrating the new
technologies posed in the literature. The understanding of the future grid is based on
several stakeholders’ changing roles or perhaps even new ones coming into existence. For
instance, in the future, customers of a grid are seen as playing different roles as they change
from a passive nature to a more active nature. Prosumers increase the complexity from
both a technical and a market perspective [7]. In [9], the authors also suggest that the
prosumer can be a collective or group of single physical entities (i.e., microgrids). Thus,
their role can change from being a consumer to a producer within a short period of time,
depending on their self-interests or preferences.

The role of customers/consumers has changed dramatically with the advent of SDSs.
For instance, feed-in tariff (FIT) and micro feed-in tariff (microFIT) programs have engaged
prosumers in the decision-making process. The ability to be self-sufficient and produce
surplus energy is technically viable, although it is economically arguable. This new player
(i.e., the prosumer) will inevitably be highly interested in a new framework that allows
better integration and economic feasibility.

The main pillar of a smart-grid setup is the evolution from a vertically integrated,
partially-automated and producer-controlled electric power network to a decentralized
one that enables interactions among customers, network operators, and power producers.
Accordingly, the existing and emerging stakeholders will change their roles. Furthermore,
the smart networks are characterized by a paradigm shift from exclusively AC to DC and
hybrid AC/DC networks.

The proposed algorithm utilizes the average consensus theory to stimulate prosumers
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to exchange and thus update their information synchronously. The simplicity of the new
algorithm and the minimal associated implementation and communication requirements
constitute essential positive features that will facilitate practical application.

In this work, the economic model of the producers/consumers (prosumers) in hybrid
networks is developed based on a mathematical formulation of their interactions along with
the network’s technical aspects. The results demonstrate the effectiveness and validity of
the proposed scheme in realizing possible buying/selling alternatives among the prosumers.

As systems develop and transform into a new futuristic paradigm, so does their technical
and economic modeling. New emerging players and players that will change their roles in the
new infrastructure complicate the situation. Authors in [90] concluded that even systems
that are all AC in nature and connected to the main grid will suffer from contradictory
goals in the new smart infrastructure, let alone the technical difficulties embedded in the
successful operation of hybrid systems. Thus, a new economic model that can represent the
stakeholders’ interests in the new paradigm is needed. In this work, the economic model
of prosumers is introduced. Accordingly, the gain scheduling of the DG units as well as
the interlinking converter is addressed to realize a market clearing alternative in AC/DC
hybrid microgrids.

5.1.1 Prosumer Definition

The expected increased numbers of customers opting to become more resilient and reliable
service poses several operational and planning challenges. There are two main distinctive
features of prosumers: several power level capabilities and preferences that don’t necessarily
depend on economic factors. Based on these features and the prosumers’ interactions, the
following definition is proposed.

Definition 1 Let P = {p1, p2, . . . , pn} denote the set of all prosumers, where n ≥ 2. For
pi ∈ P, let Zpi

=
{
z1, z2, . . . , zmpi

}
denote the set of pi’s power levels, where mpi

is the total
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number of power levels pi has, and for every pi ∈ P, mpi
≥ 3. Then, the Cartesian Products

of all prosumers’ power levels mathematically define the prosumers’ market interaction,
denoted as Ẑ, as shown in Equation 5.1.

Ẑ =
n�
i=1
Zpi

(5.1)

5.1.2 Prosumer Preferences

This section introduces the modeling of prosumers’ interests. The method used is based on
the attidute/preference matrix proposed in [115,116]. In Equation 5.2 and Figure 5.1, each
prosumer chooses comfort/cost values, µk and φk, based on its own preference. Given its
internal demand, generation, and associated costs (i.e., Dk, Gk, ρk, and υk), the preference
value Ek is determined.

Ek = Dk [1− ρkµk (1− φk)]−Gk [1− υkµk (1− φk)] (5.2)

0.5 1

0.5

1

µk

φk

Figure 5.1: Attitude/Preference Matrix
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5.2 Cooperative Decision Making for Prosumers

An average consensus algorithm is used for the proposed cooperative approach.Prosumers
share the average values they have estimated for specific variables. It is based on a dis-
tributed control approach where prosumers are considered control agents that exchange
information iteratively. A weighted graph among prosumers is modeled for exchanging data
as follows:

G = {V , E ,A}, in which V = {1, 2, . . . , n} is a set of vertices (i.e. prosumers), where G is
a set of grid connected busses ; A :=

[
Aji
]

is the adjacency matrix with Aji ≥ 0 representing
a weight of edge (i, j); and E ∈ V × V/diag(V) is a set of non-zero edges. In other words,
(i, j) ∈ E if the weight Aji > 0.

The neighbouring nodes of node i are ones that can send and receive information
to or from node i, denoted Ni = {j ∈ V : (i, j) ∈ E , andj 6= i}. Assumptions related to
communication in the graph are derived from [117,118].

1. A path that connects any two vertices Always exists. j,i ∈ V , j 6= i.

2. A balanced communication defined by a doubly stochastic adjacency matrix as de-
scribed in Equation 5.3.

Aji =



1
(max (|Ni|, |Nj|) + 1) if j ∈ Ni

1−
∑
t∈Ni

Aji if j = i

0 otherwise .

(5.3)

The primary objective of the average consensus theory is sharing an average value of
a specific variable ξ among agents. For instance, ξ can represent the average preference
mismatch. Each agent (i.e., prosumer) would have an initial value ξ[0] that represents its
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own average estimation at the beginning of the data exchange. For an agent to update its
estimation of the average value, it must exchange information about its estimated average
value with its neighbours as shown in Equation 5.4.

ξi[1] =
∑

j∈{Ni}∪{i}
Ajiξj[0] (5.4)

The vector ξ[k] =
[
ξ1[k]ξ2[k] . . . ξ(Ng)[k]

]T
collects the average values estimated by all

of the prosumers. Equation 5.5 generalizes the process of any iteration k + 1. Then, the
relationship between ξ[0] and ξ[m] is formulated in Equation 5.6.

ξ[k + 1] = Aξ[k] (5.5)

ξ[m] = Amξ[0] (5.6)

Since A is an irreducible and doubly stochastic matrix, lim(m→∞)Am converges to a
rank-one deterministic matrix. This means |σ2(lim(m→∞)Am)| → 0, where σ2 is the second
largest eigenvalue of a matrix. Am also converges at a geometric rate subject to σ2(A) [119].

The more connected the graph, the smaller the σ2(A) value and the faster the conver-
gence [120]. Figure 5.2 showcases arbitrary chosen modifications to a graph, which resulted
in reduced average iterations. However, the original connectivity is used in the case study
presented in Section 5.2.1. Figures 5.3 and 5.4 illustrate examples of a positive and a nega-
tive incremental cost/benefit. However, these examples involve unstable scenarios where
market clearing alternatives are not possible (i.e. there is no Nash or Sequential stability
in a market clearing situation).
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Figure 5.2: Modified 38 Prosumers Graph

Figure 5.3: Negative Incremental Cost/Benefit
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Figure 5.4: Positive Incremental Cost/Benefit

An economic dispatch problem can be formulated for each prosumer as in Equation 5.7
and subject to Equations 5.8 to 5.11.

min
∑

(i∈G)
OCi(pi) (5.7)

where each prosumer minimizes their own OCi by adjusting their power level pi;

∑
(i∈G)

pi =
∑

(i∈D)
pd + Ploss (5.8)

it is important to mention that the implementation of droop control, as described in
Section 5.3, implies that losses are always shared and satisfied among the community;

pmini ≤ pi ≤ pmaxi ∀i ∈ G (5.9)
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upper and lower boundaries are only know for each prosumer and satisfied during the update
algorithm described in Equation 5.12; proceeding from that, incremental cost/benefit for
each prosumer can be rewritten as follows;

OCi(pi) = ai + bipi + cip
2
i (5.10)

λi = bi + 2cipi (5.11)

then, the update algorithm becomes ready and can be summarized in Equation 5.12.

λi(k + 1) = Aλi(k) + εy(k)

pprefi (k + 1) = Apprefi (k) + εy(k)

pi(k + 1) = min
(
λi(k + 1)− bi

2 ∗ ai
, pmaxi

)

pi(k + 1) = max
(
pi, p

min
i

)
y(k + 1) = Ay(k)−

(
pi(k + 1)− pprefi (k + 1)

)
(5.12)

where pprefi is initially estimated using Equation 5.2.

Proceeding from the previous formulation and update algorithm, λi is given by Equa-
tion 5.13, where λ∗i becomes the individual optimal incremental cost for each prosumer.


λi = λ∗i if pmini < pi < pmaxi

λi ≥ λ∗i if pi = pmini

λi ≤ λ∗i if pi = pmaxi

(5.13)
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5.2.1 Case Study

This section describes a test of the proposed algorithm on a 38-prosumer test system.
Figure 5.5 presents the line diagram of the test system. Assuming that communication
between prosumers is established in an existing physical connection, the system-directed
graph is shown in Figure 5.6. Equation 5.14 presents the structure of the symmetrical
adjacency matrix. Data used for maximum, minimum, and costs are based on uniformly-
distributed random variables.

Aji =


a1,1 . . . a1,38

... . . . ...
a38,1 . . . a38,38

 (5.14)

Figure 5.5: Test System of 38 Prosumers
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Figure 5.6: 38 Prosumers Graph

Figures 5.7 to 5.10 showcase four different preference scenarios for each of the 38 pro-
sumers. It is important to mention that although iteration number differ in each scenario,
mismatch zero is reached on average in less than 3000 iterations. Depending on each agent’s
hardware, iteration time ranges from 4 ms to approximately 120 ms. These numbers lead
to communication being deployed for minute-based dispatching. The top figure in each sce-
nario shows the individual power levels, while the middle figures show the power mismatch
in the community, and the bottom figures show the different capabilities and preferences
of each prosumer. In each scenario, the algorithm attempting to match power levels to
the preference. However, this is not always 100% successful as can be seen in the different
scenarios. While each prosumer starts with its preference in the beginning of the iterations,
the cooperative consensus derives each one to global zero power mismatch.
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Figure 5.7: Preferences Scenario: 1
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Figure 5.8: Preferences Scenario: 2
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Figure 5.9: Preferences Scenario: 3
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Figure 5.10: Preferences Scenario: 4

In the community, repeating the interaction over time will result in enhanced preference
tracing. In Figure 5.11, two weeks of interactions is simulated. It is clear that with
time, as each prosumer is locally minimizing the deviation from their preferences, the
gap between realized cost/benefit and preference cost/benefit is decreasing. Figures 5.12
and 5.13 showcase two-week and one-week examples of stable and unstable preference
relaxation. While the unstable realization provides minimum overall cost for preferences
(i.e. equal incremental cost λi), they are not market clearing alternatives (power mismatch
6= 0). However, the proposed algorithm locally minimizes cost and preference deviation as
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it attempts to achieve a global community constraint. Although both operations can reach
consensus, Figures 5.14 and 5.15 showcase scenarios where consensus is reached faster for
the stable market clearance situation.
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Figure 5.11: Realized Cost/Benefit for Each Prosumer after Two Weeks of Operation
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Figure 5.12: Stable and Unstable Operation over Two Weeks
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Figure 5.13: Stable and Unstable Operation over One Week
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Figure 5.14: Stable and Unstable λi Realization
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Figure 5.15: Stable and Unstable λi Realization

5.3 Realizing Market Clearance Alternatives in Hy-

brid AC/DC Systems

Proceeding from the previous sections, prosumers can agree on certain power levels to be
either demanded or supplied into the community. Also, proceeding from the consistently
increasing number of DC and AC/DC hybrid systems emerging, realizing interactions in a
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hybrid AC/DC system is studied in this section.

5.3.1 Hybrid AC/DC Modeling

Radical changes in the ratio of AC and DC loading and in the generation blend have
promoted for power distribution in DC paradigms. Electronically-based DG units are more
compatible with DC distribution than AC networks. Greater economies could be achieved
if energy storage systems and renewable energy resources, such as wind and PV, were
integrated into DC systems. However, major loads, such as modern elevators, operate
based on variable speed drives [121]. PEV will be a crucial component in future electric
distribution.

The evolving DC network will be integrable with the traditional AC network through in-
terlinking converters, which will form a new hybrid distribution paradigm. If the connection
with the main substation is lost, the hybrid distribution system forms an islanded microgrid
that can partially or totally supply the local loads in the AC and DC subgrids. For higher
system security, such islanded microgrids are characterized by droop control schemes that
enable overall load sharing among the installed DGs [122]. For an AC subgrid, frequency
and voltage are adapted to govern the output’s active and reactive powers, respectively.
Similarly, in a DC subgrid, the output power is controlled by adjusting the DG voltage.
To maintain a power balance between the AC and DC subgrids, the interlinking converter
adopts an operational criterion that relates the AC frequency to the DC voltage [123–125].

Modeling AC systems

Static AC load representation is one of the most commonly utilized models in AC analysis
since it incorporates load behaviour with changes in the applied voltage and frequency. To
capture the frequency dependency in load modeling, several factors can be added:

Pac,li = P o
ac,i (Vac,i)

α (1 +Kpf,i∆ω) (5.15)
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QLi = Qo
i (Vac,i)β (1 +Kqf,i∆ω) (5.16)

where P o
ac,i and Qo

i are the nominal values for the active and reactive powers, respectively;
α and β are the active and reactive power exponents. ∆ω is the deviation of the frequency
(i.e. ∆ω = (ω − ω0) and Kpf , and Kqf are two constants that range from 0 to 2 and from
-2 to 0, respectively) [126]. As for the DG units, either PQ, PV, or droop characteristics
are implemented to share the system loading. Both PV and PQ modes are frequency inde-
pendent, and thus, their incorporation into the power flow formulation is straightforward.
The steady-state model for the droop-based DG units, as depicted in Figure 5.16, can be
given by

Pac,Gi = µi (ω∗i − ω) (5.17)

QGi = ηi
(
V ∗ac,i − Vac,i

)
(5.18)

where Pac,G and QG are the DG output’s active and reactive powers, ω∗ and V ∗ac are the no-
load reference values for the DG output frequency and voltage, µ and η are the reciprocals
of the DG droop gains. The droop characteristic in Equation 5.17 implies an active power
feedback that renders all DG units operating under a common frequency value, according
to which, the fractional contributions of active power are achieved as intended. Likewise,
Equation 5.18 suggests a reactive power feedback to assist reactive power sharing among
the DGs.
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Figure 5.16: Steady-State Model for a Droop-Based DG Unit in the AC Subgrid

Modeling of DC systems

In general, constant power, constant current, and constant resistance loads are the main
loading types in DC distribution systems [127–129]. Constant power loads are the most
common since DC motors, variable speed drives, and DC-DC power supplies belong to this
load category. However, some motors draw almost the same current for a wide range of
input voltage; hence, the constant current model shows better fitting in this case. However,
various types of lamps, heaters, and relays conform to constant resistance modeling. Only
the constant resistance loads can be modeled implicitly within the system conductance
matrix. Thus, Pdc,Li an aggregated load connected at bus i can be generically modeled as

Pdc,Li = P o
dc,i + Vdc,iI

o
dc,i (5.19)

where P o
dc,i and Iodc,i are the load constant power and constant current portions, respectively.

Although constant resistance loads are considered in the conductance matrix (Gi,j where
i = j), the relative load size of constant resistance compared to constant power is low.
The DG units follow either constant power or droop-based characteristics to share system
loading in DC subgrids. The integration of constant power DGs in the system model
formulation is similar to the constant power loads but with an opposite sign. The droop
characteristics can be realized via a P − V droop structure, as illustrated in Figure 5.17.
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This operational characteristic could be modeled as follows:

Pdc,Gi = ϑP
(
V ∗dc,i − Vdc,i

)
(5.20)

where Pdc,Gi is the DG out power, V ∗dc is the DG no-load reference voltage, and ϑP is the
reciprocal of the droop gains for the DG output power.

Figure 5.17: Steady-State Model for a Droop-Based DG Unit in the DC Subgrid

Modeling of AC/DC Interlinking Converter

If neither the AC nor DC subgrid has a relatively higher capacity, the main objective of
the interlinking is to coordinate the AC and DC subgrids to achieve source power sharing.
The interlinking converter realizes the source power sharing objectives by measuring and
normalizing the frequency and DC voltage as loading indicators for the AC and DC subgrids,
respectively. Then, the active power transfer between the two subgrids equalizes the
normalized values of the frequency and DC voltage. This behavior could be modeled as

ωpu = Vpu,i ∀i ∈ Ic (5.21)

99



with,

ωpu = ω − 0.5 (ωmax + ωmin)
0.5 (ωmax − ωmin) (5.22)

Vpu,i = Vdc,i − 0.5 (Vdc,max + Vdc,min)
0.5 (Vdc,max − Vdc,min) (5.23)

where Ic is the set of the interlinking converters within the hybrid microgrid. Substituting
from Equation 5.22 and Equation 5.23 in Equation 5.21 yields

aωω − aV Vdc,i − aωV = 0 (5.24)

with,

aω = 2
(ωmax − ωmin) (5.25)

aV = 2
(Vdc,max − Vdc,min) (5.26)

aωV = (ωmax + ωmin)
(ωmax − ωmin) −

(Vdc,max + Vdc,min)
(Vdc,max − Vdc,min) (5.27)

5.3.2 Solution Realization

To realize the market clearing price for the different alternatives, three main entities should
be defined in this work: 1) the AC prosumer, 2) DC prosumer, and 3) the interlinking
converter between the microgrids. Each prosumer should solely prepare the appropriate
gain schedule of its own components to meet the different operational scenarios as follows:
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AC Prosumer

The central controller in this prosumer is responsible for restoring the system frequency
and voltage to their nominal values and achieving the generation requirements according to
the power alternative. This can be realized by formulating a dispatch problem, according
to which, the drop gains and no-load reference values could be adjusted. The objective
function is defined as:

min
∑

u∈DGac

OCu (pu) (5.28)

The main constraints are:

∑
u∈DGac

pu −
∑
d∈Lac

pd − Plossac = PTac (5.29)

V ∗aclb
≤ V ∗ac,i ≤ V ∗acub

(5.30)

OCu is the operational cost of the DG, DGac is a set of the DG units in the AC system,
Plossac is the AC system loss, and PTac the power exported from the AC system.

DC Prosumer

Similarly, this prosumer aims to maintain the microgrid voltage at the nominal value as well
as achieve the power schedule through adjusting the DG droop gains and no-load voltages.
Accordingly, a dispatch problem is formulated as

min
∑

u∈DGdc

OCu (pu) (5.31)
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Given that:

∑
u∈DGdc

pu −
∑
d∈Ldc

pd − Plossdc = PTdc
(5.32)

V ∗dclb
≤ V ∗dc,i ≤ V ∗dcub

(5.33)

DGdc is a set of DG units in the DC system, Plossdc is the DC system loss, and PTdc
the

power exported from the DC system.

Interlinking Converter Action

This element is not a prosumer but holds the coordination role between both AC and DC
prosumers. Given that both AC and DC subsystems operate at their nominal frequency
and voltage values, the interlinking converter could manipulate the power transfer between
the two subgrids after agreement:

PTac + PTdc
= 0 (5.34)

5.3.3 Case Study

This case study illustrates the interaction between AC and DC prosumers in a hybrid
microgrid paradigm Figure 5.18 [130]. For simplicity, the DG units in the AC prosumers
are assumed to be identical at 0.5 p.u. each. The system loading is 0.4 and 0.2 in the
AC and the DC prosumers, respectively. The prosumers can change their role from power
consumers to power producers in a very short period of time. Such a dramatic change
in behavior has to be analyzed carefully from both technical and economic perspectives.
From an economical perspective, these interacting parties have to reach a market clearing
feasible situation for any successful operation. For instance, Table 5.1 demonstrates the list
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of power-level options a prosumer may have. Depending on the cost of production or the
cost of load shedding, prosumers can change preference. Tables 5.2 and 5.3 summarize the
DG parameter setting in the AC and DC subgrids, respectively, that realize the economic
alternatives. Table 5.4 shows the possible interactions that can be technically realized for
any successful agreement in the hybrid network via the interlinking converter setting (aωV ).

Figure 5.18: AC/DC Test System

Table 5.1: Prosumers Options for Power Levels

Prosumer Options
AC prosumer, p1 {sell,idle,buy}
DC prosumer, p2 {sell,idle,buy}
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Table 5.2: AC Prosumer p1 Power Level Settings

Option Power (p.u.) Droop setting {µi, ω∗i }
sell 0.2 {25,1.0080}
idle 0 {25,1.0053}
buy 0.2 {25,1.0027}

Table 5.3: DC Prosumer p2 Power Level Settings

Option Power (p.u.) Droop setting {ηi, V ∗ac,i}
sell 0.2 {10,1.020}
idle 0 {10,1.010}
buy 0.2 {10,1.005}

Table 5.4: Possible Market Interaction

Interaction Pairs Interlinking converter parameters {aω, aV , aωV }

Ẑ

{sell,sell} N/A
{sell,idle} N/A
{idle,sell} N/A
{idle,idle} {100,20,79.83}
{idle,buy} N/A
{buy,sell} {100,20,79.83}
{buy,idle} N/A
{sell,buy} {100,20,79.83}
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5.4 Chapter Summary

In this work, a novel consensus-based algorithm is introduced as an economically efficient
tool for coordinating prosumers interactions within the feasible solution region. Several
objectives are targeted in this work; the global economic benefit maximization of all inter-
acting prosumers is the most salient among them. This economic benefit comprises the
total cooperative payoff of the interacting prosumers. Each prosumer has its own private
bounds defining the range of power production and consumption. Furthermore, the to-
tal power transfer of all interacting prosumers are confined by the system infrastructure.
Thus, the formulated problem is classified as convex with private and global constraints
governing the interactions. The proposed algorithm can provide a global optimal solution
for the aforementioned problem in a distributed manner. When compared to centralized
communication, this distributed framework entails minimum communication requirements
to provide reliable connections with higher data security among prosumers. The output
results demonstrate key positive features for the proposed work’s practical implementation.

A novel definition is proposed for prosumers’ interactions in hybrid microgrids. The
developed scheme stems from the dramatic change in the smart networks paradigms. Ad-
ditionally, individual prosumers’ preferences are recognized via the comprehensive math-
ematical modeling for the evolved AC/DC network. The results are provided for a basic
two-prosumer scenario. However, these results highlight the potential of the proposed
approach in a practical system setting.
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Chapter 6

Conclusions and Future Research

“I’ve come to the conclusion that players want to be treated alike.”

— Tom Landry

This chapter summarizes the work of this thesis and draws conclusions in Section 6.1. It
also provides a list of major contributions this work has accomplished in Section 6.2. Finally,
it proposes future paths for research in Section 6.3.

6.1 Thesis Summary and Conclusion

Chapter 1 introduced the work’s motivations and objectives. It has established what the
thesis will address in subsequent chapters and illustrated the structure of how the issues
are addressed.

In Chapter 2, a background and literature survey about SDSs and what the term may
entail has been conducted. The chapter began with an introduction to the topic and the
general motives behind it. The topic required further background and an understanding
of what is envisioned in the smart grid as well as the role of power system components
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in this smart paradigm. These notions needed further investigation and understanding of
the stakeholders of this envisioned SDS to properly describe how a generalized planning
framework may be developed. Moreover, an investigation of the current planning literature
was needed and conducted. It is now clear that any long-term planning framework that
facilitates a smooth transition to smart grids and utilizes a linearized OPF is considered to
be a compromise in accuracy. Capitalizing on the capabilities of metaheuristic techniques
and how NLP-based OPFs can enhance them are now of great interest to this work. With
the ever-advancing commercial solvers created to address non-convex, nonlinear, and mixed-
integer, as well as large numbers of constraints and variables-type problems, challenging
these solvers with even greater objectives becomes a natural progression.

Several insights can be duly drawn from the strategic analysis in Chapter 3, which
first identified, categorized, and assessed the relationship between stakeholders and the
two anticipated conflicts: the long-term planning level and the operation level. Feedback
systems between different stakeholder categories have been seen as advantageous, especially
for groups with lower interest in an SDS. Moreover, it highlighted the importance of
continuously keeping private investors informed about new developments that leans toward
their interests (i.e., smarter systems). Direct engagements and monitoring of all customer
types are essential to a successful transition. To conclude, contradictory goals can occur in
a smart grid framework. These contradictions affect the planning process and should not
be ignored [90]. As systems move toward multiple ownership and multiple stakeholders,
planning entities must consider the goals of new stakeholders. Meeting conflicting objectives
inherently involves compromises between parties; however, with smart grid technologies,
ultra-fast communications and emerging markets and players make cooperation, coalition
formation, and optimal operation of assets necessary in the planning of future SDSs.

In Chapter 4, a long-term allocation planning framework for greater private investment
absorption, hourly optimal operation, cost effective design, employment of different tech-
nologies, feasible computational time (from a planning perspective), and consideration of
active network applications (i.e., adaptive DG power factor and controllable DG output
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power) has been developed. This framework provides the backbone for asset and product
integration in future SDSs. With overall objectives in mind, the developed framework
allows for further enhancements and refinements to achieve greater accuracy and economic
benefits. As a starting point, this work falls short of an absolute comprehensive adaptation
of all possible practical constraints and representations. This drawback can be addressed
in future studies. For instance, an optimal communication infrastructure between the
newly-formed (because of generation units allocated) dynamic or static microgrids within
the system is proposed for further study. This communication infrastructure can allow for
fair power sharing among prosumers or microgrids and better facilitates the cost/benefit
allocation of each party within the planning problem. As suggested in this chapter, increas-
ing the penetration level of DG may, and probably will, increase costs on system operators
(e.g., line reinforcements). These challenges and others will be tackled in future studies.

In Chapter 5, a novel consensus-based algorithm is introduced as an economically
efficient tool for coordinating prosumers’s interactions within the feasible solution region.
Several objectives are targeted in this work, and global economic benefit maximization
of all interacting prosumers is the most salient. This economic benefit comprises the
total cooperative payoff of the interacting prosumers. Each prosumer has its own private
bounds defining the range of power production and consumption. Additionally, the total
power transfer of all interacting prosumers are confined by the system’s infrastructure.
Thus, the formulated problem is classified as convex with private and global constraints
governing the interactions. The proposed algorithm can provide a global optimal solution
for the aforementioned problem in a distributed manner. When compared to centralized
communication, this distributed framework entails minimum communication requirements
to provide reliable connections with higher data security among prosumers.

The output results demonstrate key positive features for the proposed work’s practical
implementation. Moreover, a novel definition is proposed for prosumers’ interactions in the
hybrid microgrids. The developed scheme gains its importance from the dramatic change
in the smart networks paradigms. Furthermore, the individual prosumers’ preferences are
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recognized via the comprehensive mathematical modeling of an evolved AC/DC network.
The results are provided for a basic two-prosumer scenario. However, these results highlight
the potential of the proposed approach in a practical system setting. More sophisticated
case studies (i.e., multi-power levels, multi-prosumer, and different system topologies), could
also be studied using the proposed work.

6.2 Contributions

Strategically analyzed stakeholders’ interests and their interaction to highlight potential
conflicts and understand the future of SDSs; this involved a detailed description and listing
of the involved stakeholders based a conceptual NIST SDS. The strategic analysis of stake-
holders yielded the development of interest-influence matrix categorizing stakeholders based
on their keenness towards an SDS and how strong their decisions can affect the transition
into the new system. Proceeding from the developed description and categorization, an
actor-linkage matrix is developed using current and expected involvement reported in the
literature and regulatory surveys. Conclusions were drawn that for the successful transition
into an SDS, conflicts on two levels has to be addressed, namely; conflicts on the long-term
planning level and conflicts on the operational levels.

Proceeding from previous findings, two conflicts were identified that require further study
of their nature and how a resolution can be made. For that, a case study has been developed
to highlight and showcase long-term planning studies’ potential conflicts in the means of
assessing two objectives using an NSGA-II optimization. The two objectives reflected
two parties interests in a long-term planning study. The case study yielded evidence of
a major conflict of interest between LDCs and investors. Conclusions were drawn that a
multiobjective type of long-term planning has to be the new norm for regional planners by
incorporating both parties interests. This framework can be achieved by lowering overall
parties costs and increasing their participation to improve their revenues. Moreover, a
second case study reflecting potential conflicts on the operational planning levels. It has
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shown their effects on daily operations of the involved players and the overall long-term
planning consequences. The case study utilized graph theory for conflict resolution-based
technique to assess states’ stability. It concluded that, with BAU planning, independent and
noncooperative interactions of parties would result in both market interactions infeasibility
and conflict instability. Proceeding from these two conflicts and what overcoming them
can achieve for transitioning to SDSs, two objectives were formulated and achieved in the
subsequent chapters.

To overcome long-term planning conflicts, an algorithm to provide optimal long-term
sizing and allocation planning of DGs that considered daily optimal operation, and consid-
ered electric utilities’ and investors’ interests to allow for the highest possible investment
absorption has been developed. This algorithm divided the main problem into two subprob-
lems: allocation and optimal operation. Although the operation studied in this part of the
work does not reflect a proposed solution to overcome the conflicts on this level, it provided
a solution for the long-term planning conflicts and a backbone that any developed future
operation level conflicts solution technique can utilize. The developed algorithm solved the
conflict via incorporation of two objectives that formulates costs and revenues associated
with planning and operation. It introduced variables that expands the pareto front of such
problems yielding results that overcome the conflicts and facilitates integration.

The operational level planning has shown potential conflicts in BAU-based transition.
For that, this work designed and developed a consensus-based cooperation methodology
to overcome these anticipated conflicts. This approach is cooperative to eliminate the
contradictory nature of noncooperative schemes; it is also distributed to allow a more
realistic approach to deal with isolated and grid-connected microgrids; and applicable to
both AC and hybrid alternating current/direct current (AC/DC) systems for a smoother
transition to future SDSs.
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6.3 Directions for Future Work

The strategic analysis of stakeholders is an ongoing process. To ensure a successful and
seamless transition to future smart grids, information regarding stakeholders, their na-
ture, and their relationships have to be revisited on a regular basis. Further surveys of
stakeholders’s interests that help understand their positions is also highly encouraged. As
stakeholders become more involved in the planning process, the complexity increases. This
leads to a belief that the early adaptation of sophisticated planning tools at the industry
level will provoke further research in the areas of deterministic operation and long-term
planning. The naturally non-convex and np-hard problem requires further investigation
on how operational-level planning can be reflected in the long-term planning framework in
an entirely deterministic process. Furthermore, as smart grid technologies become more
prominent, early inclusion in the planning process can dramatically increase the likelihood
of successful integration.

Prospect theory and game theory need to be explored to better reflect human emotions
and thinking to model what is typically a traditional optimization problem. Droop-based
control in either AC or DC systems suffers from voltage magnitude measurements because it
is a local rather than global variable. This inherently renders problems in DC active power
sharing and reactive power sharing in the AC systems. Although this work is DC-based,
DGs’s droop characteristics work to keep the linking convertor bus voltage at a specific
value; the problem of equal sharing while satisfying the consensus algorithm outcome still
needs investigation. Moreover, reactive support is essential for the successful operation of
islanded systems; thus, incorporating reactive power in the cooperative scheme is important.
Further stability studies are also recommended to eliminate any possibility of hunting or
degradation.
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Glossary

prosumer

Customer/consumer and producer of electric power. pp: viii, xx, xxii, xxiii, 25, 26,
33–35, 42–45, 48, 49, 76, 78–87, 91, 92, 95, 100–105, 109, 110

stakeholder

those who have a stake in the system. pp: vii, xix, xxi, 2–4, 6, 9, 14–22, 26, 31, 33–35,
49, 50, 52, 58, 75, 78, 79, 108, 110, 112
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