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#### Abstract

Let $\mathrm{MAJ}_{n}$ denote the Boolean majority function of $n$ input variables. In this paper, we study the construction of depth two circuits computing $\mathrm{MAJ}_{n}$ where each gate in a circuit computes $\mathrm{MAJ}_{m}$ for $m<n$.

We first give an explicit construction of depth two $\mathrm{MAJ}_{\lfloor n / 2\rfloor+2} \circ \mathrm{MAJ}_{\leq n-2}$ circuits computing $\mathrm{MAJ}_{n}$ for every $n \geq 7$ such that $n \equiv 3(\bmod 4)$ where $\mathrm{MAJ}_{m}$ and $\mathrm{MAJ}_{\leq m}$ denote the majority gates that take $m$ and at most $m$ distinct inputs, respectively. A graph theoretic argument developed by Kulikov and Podolskii (STACS '17, Article No. 49) shows that there is no $\mathrm{MAJ}_{\leq n-2}$ 。 $\mathrm{MAJ}_{n-2}$ circuit computing $\mathrm{MAJ}_{n}$. Hence, our construction reveals that the use of a smaller fanin gates at the bottom level is essential for the existence of such a circuit. Some computational results are also provided.

We then show that the construction of depth two $\mathrm{MAJ}_{m} \circ \mathrm{MAJ}_{m}$ circuits computing $\mathrm{MAJ}_{n}$ for $m<n$ can be translated into the construction of a newly introduced version of bipartite expander graphs which we call a list expander. Intuitively, a list expander is a c-leftregular bipartite graph such that for a given $d<c$, every $d$-leftregular subgraph of the original graph has a certain expansion property. We formalize this connection and verify that, with high probability, a random bipartite graph is a list expander of certain parameters. However, the parameters obtained are not sufficient to give us a $\mathrm{MAJ}_{n-c} \circ \mathrm{MAJ}_{n-c}$ circuit computing $\mathrm{MAJ}_{n}$ for a large constant $c$.
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## 1 Introduction

Let $\mathrm{MAJ}_{n}$ denote the Boolean majority function of $n$ variables, i.e.,

$$
\operatorname{MAJ}_{n}\left(x_{1}, \ldots, x_{n}\right)=\mathbf{1}\left[\sum_{i=1}^{n} x_{i} \geq n / 2\right]
$$

here $\mathbf{1}[\cdot]$ denotes 1 if the condition in the bracket is satisfied, and 0 otherwise.
The problem of finding an efficient construction of circuits (or formulas) computing the majority function has attracted many researchers for a long time (e.g., [2, 10, 13]). The

[^0]famous AKS sorting network [1] can be viewed as an $O(\log n)$ depth circuit computing $\mathrm{MAJ}_{n}$ if we pick the middle bit of all the outputs. A probabilistic construction of $\sim 5.3 \log n$-depth Boolean formula by Valiant [13] is another beautiful result on this problem. Here we mention that both of these constructions are monotone, i.e., they do not use negation gates. For more backgrounds and results, see e.g., the introduction of [4] or [7].

Recently, Kulikov and Podolskii [7] initiated the study on the "down scale" version of this problem. Specifically, they studied the construction of a small depth circuit for $\mathrm{MAJ}_{n}$ consisting of gates computing $\mathrm{MAJ}_{m}$ such that $m<n$.

In this paper, we restrict our attention to the case of depth two. Namely, we consider the following type of problems: What is the minimum value of $m$ such that $\mathrm{MAJ}_{n}$ can be computed by a depth two circuits consisting of $\mathrm{MAJ}_{\leq m}$ gates? How to compute $\mathrm{MAJ}_{n}$ by a depth two circuit consisting of $\mathrm{MAJ}_{\leq m}$ gates for $m<n$ ?

In spite of the simplicity of the problem statement, its solution might be highly non-trivial even for small values of $n$. For example, constructing a depth two circuit consisting of the 5 -bit majority gates that computes the 7 -bit majority function is already not trivial.

Formally, we consider depth two circuits of the form $M_{2} \circ M_{1}$ for $M_{1}, M_{2} \in\left\{\mathrm{MAJ}_{m}\right.$, $\left.\mathrm{MAJ}_{\leq m}\right\}$ where $\mathrm{MAJ}_{m}$ and $\mathrm{MAJ}_{\leq m}$ denote the majority gates that take $m$ and at most $m$ inputs, respectively. Here $M_{2}$ denotes the top gate and $M_{1}$ denotes the bottom gates. In addition, we impose the restriction that each $\mathrm{MAJ}_{m}$ (or $\mathrm{MAJ}_{\leq m}$ ) gate on the bottom level takes $m$ (or at most $m$ ) distinct input variables. Note that this restriction affects the difficulties for computing $\mathrm{MAJ}_{n}$. Kulikov and Podolskii [7, Lemma 11] showed that there is no $\mathrm{MAJ}_{n-2} \circ \mathrm{MAJ}_{n-2}$ circuit computing $\mathrm{MAJ}_{n}$ for every odd $n$ under this restriction. On the other hand, the author of this paper and Yoshida [3] showed that such circuits do exist for every odd $n \geq 7$ if some of the bottom gates are allowed to read an input variable multiple times. For example, the following circuit (which was presented by Kulikov and Podolskii [7, Introduction]) computes $\mathrm{MAJ}_{7}$.

$$
\begin{aligned}
& \operatorname{MAJ}_{7}\left(x_{1}, \ldots, x_{7}\right) \\
& \quad=\operatorname{MAJ}_{5}\left(\operatorname{MAJ}_{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \operatorname{MAJ}_{5}\left(x_{1}, x_{2}, x_{5}, x_{6}, x_{7}\right), \operatorname{MAJ}_{5}\left(x_{1}, x_{3}, x_{4}, x_{6}, x_{6}\right),\right. \\
& \left.\quad \operatorname{MAJ}_{5}\left(x_{2}, x_{3}, x_{3}, x_{5}, x_{6}\right), \operatorname{MAJ}_{5}\left(x_{2}, x_{4}, x_{5}, x_{7}, x_{7}\right)\right) .
\end{aligned}
$$

One of the most interesting problems in this line of research is to find the minimum value of $m$ such that $\mathrm{MAJ}_{n}$ can be computed by a $\mathrm{MAJ}_{\leq m} \circ \mathrm{MAJ}_{\leq m}$ circuit. Kulikov and Podolskii [7] proved a lower bound of $m \geq n^{13 / 19+o(1)}$. This was then improved to $m=\Omega\left(n^{0.8}\right)$ by Engels, Garg, Makino and Rao [4]. For the upper bound, the construction of such a circuit for $(n, m)=(7,5),(9,7)$ and $(11,9)$ is provided by Kulikov and Podolskii [7]. This was then generalized to $(n, m)=(n, n-2)$ for all odd $n \geq 7$ by the author of this paper and Yoshida [3]. However, in all of these constructions some of the gates at the bottom level read an input variable multiple times. In our restricted setting, i.e., every bottom gate can read each variable only once, no non-trivial upper bounds were previously known.

Note that, throughout the paper, we only use the gates computing the standard majority, i.e., the majority gates with the threshold value $m / 2$ where $m$ denotes its fan-in. In [11], Posobin gave the construction of a depth two circuit for $\mathrm{MAJ}_{n}$ consisting of gates with fan-in $m=(2 / 3) n+4$ where the threshold value of the bottom gates is not restricted to $m / 2$.

## Contributions

The contribution of this paper is twofolds. First, we present an explicit construction of $\mathrm{MAJ}_{\lfloor n / 2\rfloor+2} \circ \mathrm{MAJ}_{\leq n-2}$ circuits computing $\mathrm{MAJ}_{n}$ for every $n \geq 7$ such that $n \equiv 3(\bmod 4)$. The construction is quite simple, but as far as we know, this is the first non-trivial depth
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two circuits for $\mathrm{MAJ}_{n}$ consisting of the standard majority gates of fan-in strictly less than $n$ and without multiple weights. Since a graph theoretic argument developed by Kulikov and Podolskii [7] can show that there is no $\mathrm{MAJ}_{\leq n-2} \circ \mathrm{MAJ}_{n-2}$ circuit computing $\mathrm{MAJ}_{n}$, our construction reveals that the use of a smaller fan-in is essential for the existence of such a circuit. Some computational results are also provided in the paper.

During this work, we feel that constructing such a circuit for $(n, m)$ with $m \ll n$ or even $m=n-4$ may be a hard problem. This motivates us to give an explanation or evidence on this hardness, which leads to the second contribution of this paper.

In the second part of the paper, we show that the construction of depth two $\mathrm{MAJ}_{m} \circ \mathrm{MAJ}_{m}$ circuits computing $\mathrm{MAJ}_{n}$ for $m<n$ can be translated into the construction of a newly introduced version of bipartite expander graphs which we call a list expander. Intuitively, a list expander is a $c$-leftregular bipartite graph such that for a given $d<c$, every $d$ leftregular subgraph of the original graph has a certain expansion property. We formalize this connection, and verify that, with high probability, a random bipartite graph is a list expander of certain parameters. However, the parameters obtained are not sufficient to give us a $\mathrm{MAJ}_{n-c} \circ \mathrm{MAJ}_{n-c}$ circuit computing $\mathrm{MAJ}_{n}$ for a large constant $c$.

## Organization of the Paper

The organization of the paper is as follows. In Section 2, we give an explicit construction of $\mathrm{MAJ}_{\lfloor n / 2\rfloor+2} \circ \mathrm{MAJ}_{\leq n-2}$ circuits computing $\mathrm{MAJ}_{n}$ for $n \equiv 3(\bmod 4)$. The results of some computational experiments on the total fan-in of the bottom gates of a $\mathrm{MAJ}_{\leq n-1} \circ \mathrm{MAJ}_{\leq n-1}$ circuit are also provided. In Section 3, we discuss the connection between the construction of depth two $\mathrm{MAJ}_{m} \circ \mathrm{MAJ}_{m}$ circuits and the construction of a newly introduced notion of bipartite expander graphs, which we call a list expander. Then, in Section 4, we give an analysis on the expansion property of a random bipartite graph. We close the paper by giving the conclusions in Section 5.

## 2 Depth Two Majority Circuits for Majority

For an integer $n,[n]$ denotes the set $\{1,2, \ldots, n\}$. For a set $S,|S|$ denotes the cardinality of $S$. For an $n$-bit string $\boldsymbol{x} \in\{0,1\}^{n}, x_{i}$ denotes the $i$-th bit of $\boldsymbol{x}$ and $|\boldsymbol{x}|$ denotes the number of 1 's in $\boldsymbol{x}$, i.e., $|\boldsymbol{x}|=\left|\left\{i \in[n]: x_{i}=1\right\}\right|$.

In this section, we first give a simple construction of depth two majority circuits for $\mathrm{MAJ}_{n}$.

- Theorem 1. For every $n \geq 7$ such that $n \equiv 3(\bmod 4)$, there is a $\mathrm{MAJ}_{\lfloor n / 2\rfloor+2} \circ \mathrm{MAJ}_{\leq n-2}$ circuit computing $\mathrm{MAJ}_{n}$.

We should note that in Theorem 1 the use of gates with fan-in less than $n-2$ at the bottom level is necessary since Kulikov and Podolskii [7, Lemma 11] proved that, for every odd $n$, there is no depth two $\mathrm{MAJ}_{n-2} \circ \mathrm{MAJ}_{n-2}$ circuit computing $\mathrm{MAJ}_{n}$, and a simple generalization of their proof can be extended to establish the non-existence of $M A J_{\leq n-2} \circ M A J_{n-2}$ circuits for $\mathrm{MAJ}_{n}$.

Proof. The proof is by construction.
Let $n=4 k+3$ for some $k \geq 1$. We will construct a $\mathrm{MAJ}_{2 k+3} \circ \mathrm{MAJ}_{\leq 4 k+1}$ circuit computing $\mathrm{MAJ}_{n}$. For $1 \leq i \leq 2 k+1$, let $S_{i}:=[n] \backslash\{2 i-1,2 i\}$. Let $S_{2 k+2}:=\{1,3, \ldots, 4 k+1\}$ and $S_{2 k+3}:=\{2,4, \ldots, 4 k+2\}$. For $1 \leq i \leq 2 k+3$, the $i$-th bottom gate $g_{i}$ computes the majority
of all the $x_{j}$ 's such that $j \in S_{i}$. The top gate $C$ computes the majority of all the $g_{i}$ 's, i.e., $C(\boldsymbol{x}):=\mathbf{1}\left[\sum_{i} g_{i}(\boldsymbol{x}) \geq k+2\right]$. For ease of understanding, we show below a $0 / 1$-matrix representing our circuit (for $n=11$ ). The ( $i, j$ )-th entry is 1 iff the gate $g_{i}$ reads the variable $x_{j}$.

| 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |

Below we verify that this circuit correctly computes $\mathrm{MAJ}_{n}$. We first observe that it is sufficient to verify $C(\boldsymbol{x})=0$ only for every input $\boldsymbol{x}$ with $|\boldsymbol{x}|=2 k+1$. The correctness for $\boldsymbol{x}$ with $|\boldsymbol{x}|=n-(2 k+1)=2 k+2$ will follow from the fact that every majority gate in our circuit has an odd number of inputs and hence computes a self-dual function. This implies that $C\left(x_{1}, \ldots, x_{n}\right)=1-C\left(\overline{x_{1}}, \ldots, \overline{x_{n}}\right)$. Then, all other cases will follow from the monotonicity of our circuit.

It is convenient to consider a hypergraph $G$ over the vertex set $V=\{1,2, \ldots, n\}$ consisting of edges $E_{1}, \ldots, E_{2 k+3}$ where $E_{i}=[n] \backslash S_{i}$ for $1 \leq i \leq 2 k+3$. Note that $G$ contains $2 k+1$ edges of size two and two edges of size $2 k+2$. We call the former small edges, and the latter large edges. For a set of vertices $S \subseteq V$ and an edge $E$, we say that $S$ covers $E$ if $|E \cap S| \geq|E| / 2$.

For $\boldsymbol{x} \in\{0,1\}^{n}$, let $V_{\boldsymbol{x}}:=\left\{i \in[n] \mid x_{i}=1\right\}$. It is easy to observe that $g_{i}(\boldsymbol{x})=0$ iff $V_{\boldsymbol{x}}$ covers $E_{i}$ for $|\boldsymbol{x}|=2 k+1$. Therefore, it is sufficient to verify that the number of edges that are covered by $V_{\boldsymbol{x}}$ is at least $\left\lceil\frac{2 k+3}{2}\right\rceil=k+2$ for every $\boldsymbol{x} \in\{0,1\}^{n}$ with $|\boldsymbol{x}|=2 k+1$.

We divide the proof into two cases.

Case $14 k+3 \notin V_{\boldsymbol{x}}$.
Observe that $V_{\boldsymbol{x}}$ covers at least $k+1$ small edges. If $V_{\boldsymbol{x}}$ covers $k+2$ or more small edges, then we are done. Therefore, we can assume that $V_{\boldsymbol{x}}$ covers exactly $k+1$ small edges. However, in this case, $V_{\boldsymbol{x}}$ must cover one of two large edges, and hence $V_{\boldsymbol{x}}$ covers $k+2$ edges in total. This completes the proof.

Case $24 k+3 \in V_{\boldsymbol{x}}$.
We view that small edges form a bipartite matching between $2 k+1$ left vertices (odd numbers up to $4 k+1$ ) and $2 k+1$ right vertices (even numbers up to $4 k+2$ ). If $V_{\boldsymbol{x}}$ covers at least $k+1$ left vertices of small edges or at least $k+1$ right vertices of small edges, then at least $k+2$ edges are covered in total since $V_{\boldsymbol{x}}$ also covers one of two large edges. If $V_{\boldsymbol{x}}$ covers exactly $k$ left vertices and $k$ right vertices of small edges, then it also covers both large edges and hence $V_{\boldsymbol{x}}$ covers at least $k+2$ edges in total. This completes the proof.

Remark that it is quite plausible that there are many other constructions of $\mathrm{MAJ}_{\leq n-2} \circ$ $\mathrm{MAJ}_{\leq n-2}$ circuit for $\mathrm{MAJ}_{n}$. For example, for every $n \geq 9$ with $n \equiv 3(\bmod 6)$, it seems likely that the $\mathrm{MAJ}_{\frac{3}{2} n+1} \circ \mathrm{MAJ}_{\leq n-2}$ circuit given below also computes $\mathrm{MAJ}_{n}$. Let $n=3 k$ and suppose that $k$ is odd. For $i \in[k], S_{2 i-1}=[n] \backslash\{3 i-2,3 i\}$ and $S_{2 i}=[n] \backslash\{3 i-1,3 i\}$. In
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addition, we let $S_{2 k+1}:=\{3,6, \ldots, 3 k\}$. For $i \in[2 k+1]$, the $i$-th bottom gate $g_{i}$ is defined to be

$$
g_{i}(\boldsymbol{x})=\mathbf{1}\left[\sum_{i \in S_{i}} x_{i} \geq \frac{\left|S_{i}\right|}{2}\right],
$$

and the top gate computes the majority of all the $g_{i}$ 's. We have computationally verified the correctness of this circuit up to $n=27$, and it may be a good exercise to give a formal proof.

## Sum of Bottom Fan-ins

Let $F(n)$ denote the smallest number of the total fan-ins of all the bottom gates of a depth two $\mathrm{MAJ}_{\leq n-1} \circ \mathrm{MAJ}_{\leq n-1}$ circuit that computes $\mathrm{MAJ}_{n}$. It would be interesting to find the value of $\bar{F}(n)$. The circuit constructed in the proof of Theorem 1 gives the upper bound of $F(n) \leq(n-2)\left\lfloor\frac{n}{2}\right\rfloor+\left\lfloor\frac{n}{2}\right\rfloor \cdot 2=n\left\lfloor\frac{n}{2}\right\rfloor \sim n^{2} / 2$.

We show below some computational results on $F(n)$ for small values of $n$. We obtain these results by using an IP solver [6]. More specifically, if we fix the fan-in of the top gate to $m_{2}$, then the optimal value of the following IP problem gives $F(n)$. Intuitively, for each $S \subseteq[n]$, $G_{S}$ represents the number of wires connecting from the bottom gates $\mathbf{1}\left[\sum_{i \in S} x_{i} \geq \frac{|\overline{S \mid}|}{2}\right]$ to the top gate. The number of variables is $\sim 2^{n}$, and the number of constraints is $\sim 2\binom{n}{\lfloor n / 2\rfloor}$ as we only need to check for $\boldsymbol{x}$ with $|\boldsymbol{x}| \in\{\lceil n / 2\rceil,\lfloor n / 2\rfloor\}$ by monotonicity.

$$
\begin{aligned}
\text { Minimize: } & \sum_{\emptyset \neq S \subsetneq[n]}|S| G_{S} \\
\text { Subject to: } & \sum_{\emptyset \neq S \subsetneq[n]} G_{S}=m_{2}, \\
& \sum_{S:\left|S \cap V_{x}\right| \geq \frac{|S|}{2}} G_{S} \geq \frac{m_{2}}{2}, \quad\left(\forall \boldsymbol{x} \in\{0,1\}^{n} \text { s.t. } \operatorname{MAJ}_{n}(\boldsymbol{x})=1\right), \\
& \sum_{S}<\frac{m_{2}}{2}, \quad\left(\forall \boldsymbol{x} \in\{0,1\}^{n} \text { s.t. } \operatorname{MAJ}_{n}(\boldsymbol{x})=0\right) . \\
& S:\left|S \cap V_{\boldsymbol{x}}\right| \geq \frac{|S|}{2} \\
& G_{S} \geq 0: \text { integer } \quad(\forall S) .
\end{aligned}
$$

Here $V_{\boldsymbol{x}}$ denotes $\left\{i \in[n]: x_{i}=1\right\}$ as in the proof of Theorem 1.
Note that $F(n)$ is undefined for $n \leq 5$ since a simple exhaustive search shows that there is no $\mathrm{MAJ}_{\leq n-1} \circ \mathrm{MAJ}_{\leq n-1}$ circuit computing $\mathrm{MAJ}_{n}$ for $n \leq 5$. The result of our experiments is as follows.

- $F(6)=18$.
- $F(7)=21$. This is identical to the value given by the circuit in the proof of Theorem 1.
- $F(8)=31$.
- $F(9)=37$.
- $F(10)=50$.
- $F(11)=55$. This is identical to the value given by the circuit in the proof of Theorem 1.

We show an example of circuits that attain $F(n)$ for $n=6,8,9$ and 10 in Table 1. Given these data, we conjecture that $F(n)$ is of the order of $n^{2}$.

- Conjecture 2. $F(n)=\Theta\left(n^{2}\right)$. More ambitiously, $F(n) \sim \frac{n^{2}}{2}$.

Table 1 The matrix representation of an example of a $\mathrm{MAJ}_{\leq n-1} \circ \mathrm{MAJ}_{\leq n-1}$ circuit for $\mathrm{MAJ}_{n}$ of a smallest total fan-ins for $n=6,8,9$ and 10 . Here the $(i, j)$-entry of each matrix represents whether the $i$-th bottom gate reads the variable $x_{j}$.

| 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 |  | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |  | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 |  | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |  | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |  | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |  | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |  |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |  | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |  |
|  |  |  |  | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |  |  |  |
|  |  |  |  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 |  | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |  |  |

## 3 Connection between Circuits and List Expanders

For a $\mathrm{MAJ}_{m_{2}} \circ \mathrm{MAJ}_{m_{1}}$ circuit on $n$ input variables, we naturally associate a bipartite graph over $m_{2}$ left vertices and $n$ right vertices as follows.

- Definition 3. Let $C$ be a $\mathrm{MAJ}_{m_{2}} \circ \mathrm{MAJ}_{m_{1}}$ circuit on $n$ input variables where the bottom gates are labeled by $g_{1}, \ldots, g_{m_{2}}$. We define a bipartite graph $G_{C}=(L \cup R, E)$ associated to $C$ as follows: Let $L=\left\{g_{1}, \ldots, g_{m_{2}}\right\}$ and $R=\left\{x_{1}, \ldots, x_{n}\right\}$, i.e., each left vertex is corresponding to a bottom gate and each right vertex is corresponding to an input variable. For $g_{i} \in L$ and $x_{j} \in R,\left(g_{i}, x_{j}\right) \in E$ iff the gate $g_{i}$ does not read $x_{j}$ as an input in $C$.

Let $G=(V, E)$ be a graph. For a vertex $v \in V, N_{G}(v)$ denotes the neighbors of $v$, and for a set of vertices $S \subseteq V, N_{G}(S)$ denotes the neighbors of $S$, i.e., $N_{G}(S):=\{u: \exists v \in$ $S$ s.t. $(v, u) \in E\}$.

By Definition 3, a bipartite graph $G_{C}$ associated to a $\mathrm{MAJ}_{m_{2}} \circ \mathrm{MAJ}_{n-\ell_{1}}$ circuit $C$ is $\ell_{1}$-leftregular, which means that every left vertex has exactly $\ell_{1}$ neighbors, i.e., $\left|N_{G_{C}}(v)\right|=\ell_{1}$ for every $v \in L$.

The following is the main theorem in this section, which translates the construction of depth two circuits computing $\mathrm{MAJ}_{n}$ into the construction a bipartite graph with a certain expansion property.

- Theorem 4. Suppose that $n$ is an odd integer. For every even numbers $\ell_{1}, \ell_{2}>0$, the following are equivalent.
(i) A depth two $\mathrm{MAJ}_{n-\ell_{2}} \circ \mathrm{MAJ}_{n-\ell_{1}}$ circuit $C$ computes $\mathrm{MAJ}_{n}$.
(ii) Let $G_{C}=(L \cup R, E)$ be a $\ell_{1}$-leftregular bipartite graph associated to $C$. Then, for every $\left(\ell_{1} / 2+1\right)$-leftregular subgraph $G^{\prime} \subseteq G_{C}$ over the same set of vertices of $G_{C}$,

$$
\left|N_{G^{\prime}}(S)\right| \geq\left\lceil\frac{|R|}{2}\right\rceil+1 \text { for every } S \subseteq L \text { with }|S|=\left\lceil\frac{|L|}{2}\right\rceil
$$

Proof. By using an argument similar to the one used in the proof of Theorem 1, we see that the statement (i) is equivalent to the statement that for every $\boldsymbol{x} \in\{0,1\}^{n}$ with $|\boldsymbol{x}|=\lceil n / 2\rceil$, $C(\boldsymbol{x})=1$, which we refer to as ( $\mathrm{i}^{\prime}$ ). Here we use the assumption that $n$ is odd as well as the fan-in of each gate is also odd.
(i') $\rightarrow$ (ii) Assume for contradiction that there exists an $\left(\ell_{1} / 2+1\right)$-leftregular subgraph $G^{\prime}$ of $G_{C}$ such that $\left|N_{G^{\prime}}(S)\right| \leq\lceil|R| / 2\rceil$ for some $S \subseteq L$ with $|S|=\lceil|L| / 2\rceil$. Fix an arbitrary such $S$. Let $X_{1} \subseteq R$ be an arbitrary superset of $N_{G^{\prime}}(S)$ with $\left|X_{1}\right|=\lceil|R| / 2\rceil=\lceil n / 2\rceil$. Define
$\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ so that $x_{j}=1$ iff $x_{j} \in X_{1}$ for $j \in[n]$. For every $g_{i} \in S$, we have $g_{i}(\boldsymbol{x})=0$ and hence $C(\boldsymbol{x})=0$ since $|S|=\lceil|L| / 2\rceil$. This contradicts the statement (i'), completing the proof.
(ii) $\rightarrow$ (i') Assume for contradiction that there exists an input $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ such that $|\boldsymbol{x}|=\lceil n / 2\rceil$ and $C(\boldsymbol{x})=0$. Fix an arbitrary such $\boldsymbol{x}$. Define $X_{1} \subseteq R$ as $X_{1}:=\left\{x_{j}: x_{j}=1\right\}$, and for $1 \leq i \leq|L|$, let $V_{i} \subseteq R$ be the set of variables $x_{j}$ such that $g_{i}$ reads $x_{j}$. By the construction of the graph $G_{C}$, we have

$$
\left|\left\{g_{i} \in L:\left|V_{i} \cap X_{1}\right| \leq\left\lfloor\frac{n-\ell_{1}}{2}\right\rfloor\right\}\right| \geq\left\lceil\frac{|L|}{2}\right\rceil
$$

Since $\left|X_{1}\right|=\lceil n / 2\rceil$, this is equivalent to

$$
\left|\left\{g_{i} \in L:\left|\overline{V_{i}} \cap X_{1}\right| \geq \frac{\ell_{1}}{2}+1\right\}\right| \geq\left\lceil\frac{|L|}{2}\right\rceil
$$

where $\overline{V_{i}}$ denotes the set $R \backslash V_{i}$.
Let $S$ be an arbitrary $\lceil|L| / 2\rceil$-element subset of $\left\{g_{i} \in L:\left|\overline{V_{i}} \cap X_{1}\right| \geq \frac{\ell_{1}}{2}+1\right\}$. Then we can pick an $\left(\ell_{1} / 2+1\right)$-leftregular subgraph $G^{\prime}$ of $G_{C}$ such that $N_{G^{\prime}}\left(g_{i}\right) \subseteq X_{1}$ for every $g_{i} \subseteq S$. For this graph $G^{\prime}, N_{G^{\prime}}(S) \subseteq X_{1}$, and hence $\left|N_{G^{\prime}}(S)\right| \leq\left|X_{1}\right|=\lceil n / 2\rceil$, contradicting the statement (ii).

We see that the statement (ii) in Theorem 4 has a similar spirit to bipartite expander graphs. This leads us to the following definition.
$\rightarrow$ Definition 5. Let $d_{1} \geq d_{2}>0$ be two integers. A $d_{1}$-leftregular bipartite graph $G=$ $(L \cup R, E)$ with $|L|=m$ and $|R|=n$ is said to be an $\left((m, n),\left(d_{1}, d_{2}\right), K, A\right)$ list expander if for every $d_{2}$-leftregular subgraph $G^{\prime}$ of $G$ over the same set of vertices of $G$, it holds that
$\left|N_{G^{\prime}}(S)\right| \geq A$ for every $S \subseteq L$ with $|S|=K$.
When $d_{1}=d_{2}$ we simply call it an expander. Formally, a $d_{1}$-leftregular bipartite graph $G=(L \cup R, E)$ with $|L|=m$ and $|R|=n$ is said to be an $\left((m, n), d_{1}, K, A\right)$ expander if
$\left|N_{G}(S)\right| \geq A$ for every $S \subseteq L$ with $|S|=K$.
Note that our definition of an expander is different from the usual definition in a sense that the expansion property is only required for the sets of size equal to $K$.

The existence of a $\mathrm{MAJ}_{n-4} \circ \mathrm{MAJ}_{n-4}$ circuit computing $\mathrm{MAJ}_{n}$ is equivalent to the existence of an $\left((n-4, n),(4,3),\left\lceil\frac{n-4}{2}\right\rceil,\left\lceil\frac{n}{2}\right\rceil+1\right)$ list expander. Moreover, an explicit construction of such a circuit implies an explicit construction of such an expander, and vice versa. Currently, we do not know whether such an expander can be built from known constructions of expanders in the usual sense.

A similar argument to the proof of Theorem 4 can show that a list expander of the form " $d_{1}$ choose $d_{2}$ " for $d_{2}>d_{1} / 2+1$ captures a promise version of the problem for constructing majority circuits. The proof of Theorem 6 is very similar to the proof of Theorem 4 and omitted in this version.

- Theorem 6. Let $n$ be an odd integer, and $c \geq 2$ be an even integer. Let $C$ be a $\mathrm{MAJ}_{n-c} \circ$ $\mathrm{MAJ}_{n-c}$ circuit over $\left\{x_{1}, \ldots, x_{n}\right\}$ and let $G_{C}$ be a c-leftregular bipartite graph associated to $C$. Suppose that $d$ is an integer such that $d \geq \frac{c}{2}+1$. Then, the following are equivalent.
(i) $C(\boldsymbol{x})=1$ for every $|\boldsymbol{x}|=\left\lfloor\frac{n}{2}\right\rfloor-\frac{c}{2}+d$ and $C(\boldsymbol{x})=0$ for every $|\boldsymbol{x}|=\left\lceil\frac{n}{2}\right\rceil+\frac{c}{2}-d$.
(ii) $G_{C}$ is an $\left((n-c, n),(c, d),\left\lceil\frac{n-c}{2}\right\rceil,\left\lfloor\frac{n}{2}\right\rfloor-\frac{c}{2}+d\right)$ list expander.

```
Algorithm 1 Construct an witness for refuting an expansion property.
    procedure Convert \((G)\)
        \(\tilde{S}:=S\) and \(\tilde{T}:=N_{G}(S)\)
        \(d:=d_{1}\)
        while \(d>d_{2}\) do
            \(S^{\prime}:=\tilde{S}\) and \(T^{\prime}:=\tilde{T}\)
            repeat
                Let \(v^{*}\) be a vertex \(v \in T^{\prime}\) minimizing \(\left|N_{G}(v) \cap S^{\prime}\right|\). Ties are broken arbitrary.
                    Put \(S_{v^{*}}:=N_{G}\left(v^{*}\right) \cap S^{\prime}\)
                Remove all edges connecting \(v^{*}\) and a vertex in \(S^{\prime}\) from \(G\)
                \(\tilde{T}:=\tilde{T} \backslash\left\{v^{*}\right\}\)
                \(S^{\prime}:=S^{\prime} \backslash S_{v^{*}}\)
                \(T^{\prime}:=T^{\prime} \backslash\left(N_{G}\left(S_{v^{*}}\right) \cap T^{\prime}\right)\)
            until \(|\tilde{T}|<\left(1+\frac{d-d_{2}}{5 d_{1}^{2}}\right) A\)
            \(d:=d-1\)
        end while
    end procedure
```


### 3.1 List Expanders imply Expanders

In this subsection, we give a result roughly stating that a list expander implies an expander of a certain expansion factor, and observe that converse of it is not true.

- Theorem 7. Let $d_{1}>d_{2}>0$ be two integers. Suppose that a bipartite graph $G=(L \cup R, E)$ is an $\left((m, n),\left(d_{1}, d_{2}\right), K, A\right)$ list expander for $A \geq K$. Then, $G$ is an $\left((m, n), d_{1}, K,(1+\epsilon) A\right)$ expander for $\epsilon=\left(d_{1}-d_{2}\right) /\left(5 d_{1}^{2}\right)$.

Note that we did not optimize the constant $\epsilon$ in Theorem 7 .

Proof. The proof is by contrapositive. Put $\epsilon=\left(d_{1}-d_{2}\right) /\left(5 d_{1}^{2}\right)$. Assume that a $d_{1}$-leftregular bipartite graph $G=(L \cup R, E)$ is not an $\left((m, n), d_{1}, K,(1+\epsilon) A\right)$ expander for $A \geq K$. This means that there exists a set of vertices $S \subseteq L$ with $|S|=K$ such that $\left|N_{G}(S)\right|<(1+\epsilon) A$. We will see that for this case, $G$ is not an $\left((m, n),\left(d_{1}, d_{2}\right), K, A\right)$ list expander. In order to show this, it is sufficient to show that there exists a $d_{2}$-leftregular subgraph $G^{\prime}$ of $G$ such that for some $\tilde{S} \subseteq L$ with $|\tilde{S}|=K$ and for some $\tilde{T} \subseteq R$ with $|\tilde{T}|<A,\left|N_{G^{\prime}}(\tilde{S})\right| \subseteq \tilde{T}$ holds.

We set $\tilde{S}:=S$. We will find a subgraph $G^{\prime}$ and a set $\tilde{T} \subseteq T$ by using Algorithm 1 shown above.

First we observe that whenever $\left|T^{\prime}\right| \geq A$, there are at least $A / 2 v$ 's in $T^{\prime}$ such that $\left|N_{G}(v) \cap \tilde{S}\right| \leq 2 d_{1}$ since if otherwise, we have $\sum_{v \in T^{\prime}}\left|N_{G}(v) \cap \tilde{S}\right|>A d_{1} \geq K d_{1}$, which contradicts the assumption that $G$ is $d_{1}$-leftregular. Suppose that a vertex $v^{*}$ chosen in Line 7 satisfies $\left|S_{v^{*}}\right| \leq 2 d_{1}$. We refer to this condition as $\left(^{*}\right)$. Then, in Line $12,\left|T^{\prime}\right|$ decreases at most $2 d_{1}^{2}$. For every fixed $d$, the number of iterations of Lines 6 to 13 is at least $\frac{1}{5 d_{1}^{2}} A$. Since $2 d_{1}^{2} \frac{1}{5 d_{1}^{2}} A<\frac{1}{2} A$, the condition $\left({ }^{*}\right)$ is always satisfied.

A crucial observation is that after each execution of the While loop in the algorithm, $G$ satisfies that $\left|N_{G}(v)\right| \geq d$ for every $v \in \tilde{S}$ and $N_{G}(\tilde{S}) \subseteq \tilde{T}$. Hence, after the execution of the entire algorithm, we have a graph $G$ such that $\left|N_{G}(v)\right| \geq d_{2}$ for every $v \in \tilde{S}$ and $N_{G}(\tilde{S}) \subseteq \tilde{T}$ with $|\tilde{T}|<A$. Then, an arbitrary $d_{2}$-leftregular subgraph of $G$ is not an expander for the parameter given in the statement of the theorem.
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We remark that an argument below suggests that the converse of Theorem 7 is not true. Let $G=(L \cup R, E)$ be a bipartite graph with $L=R=\mathbb{Z}_{p}$ and edge set $\{(x, x+1),(x, x-$ $\left.1),\left(x, x^{-1}\right)\right\}_{x \in \mathbb{Z}_{p}}$ where all arithmetic is modulo $p$ and define $0^{-1}$ to be 0 . It was shown that this 3-leftregular bipartite graph has an expansion property with some constant expansion factor. (This was stated implicitly in [8]. See e.g., [12, Construction 4.26] for the statement in this form.) If we add the edges $\{(x, x)\}_{x \in \mathbb{Z}_{p}}$ to $G$ (and make a slight rearrangement for $x=0$ to avoid parallel edges $(0,0)$ ), then it becomes a 4-leftregular expander. However, a 3-leftregular subgraph consisting of the edges $\{(x, x+1),(x, x),(x, x-1)\}_{x \in \mathbb{Z}_{p}}$ is not an expander anymore.

## 4 Probabilistic Constructions

In this section, we show a statement roughly saying that a random $c$-leftregular bipartite graph is a list expander of the form " $c$ choose $d$ " for $d \sim \frac{2}{3} c$ with a non-negligible probability. Note that this is not sufficient for obtaining a non-trivial depth two circuit computing the majority function, for which we need $d \sim \frac{1}{2} c$.

We first show a fact that will be used in our analysis.

- Fact 8. Suppose that $a, b, p$ are positive integers satisfying $a-p>b-p>0$. Then,

$$
\frac{a^{a-p}}{b^{b-p}} \geq \frac{(a-p)^{a-p}}{(b-p)^{b-p}}
$$

Proof. The fact can be verified by the following series of inequalities.

$$
\begin{align*}
& a^{a-p}(b-p)^{b-p}-(a-p)^{a-p} b^{b-p} \\
& \quad=(a-p+a)^{a-p}(b-p)^{b-p}-(a-p)^{a-p}(b-p+b)^{b-p} \\
& \quad=\sum_{i=0}^{a-p}\binom{a-p}{i}(a-p)^{a-p-i} a^{i}(b-p)^{b-p}-\sum_{i=0}^{b-p}\binom{b-p}{i}(b-p)^{b-p-i} b^{i}(a-p)^{a-p} \\
& \quad \geq \sum_{i=0}^{b-p}(a-p)^{a-p-i}(b-p)^{b-p-i}\left\{\binom{a-p}{i}(b-p)^{i}-\binom{b-p}{i}(a-p)^{i}\right\}  \tag{1}\\
& \quad \geq 0 .
\end{align*}
$$

Here the last inequality follows from the fact that the value inside the bracket in Eq. (1) is non-negative for every fixed $i$.

The following is the main theorem in this section.

- Theorem 9. Let $\epsilon>0$ be an arbitrary small positive constant. Suppose that $c$ is $a$ constant such that $\epsilon c \geq 3$, and let $m=n-c$. Then for every sufficiently large $n$, there is an $\left((m, n),(c, d),\left\lceil\frac{m}{2}\right\rceil,\left\lfloor\frac{n}{2}\right\rfloor-\frac{c}{2}+d\right)$ list expander, where $d=\left\lceil\left(\frac{2}{3}+\epsilon\right) c\right\rceil$.

By Theorem 6 and Theorem 9, we can see that for every sufficiently large $n$, there exists a $\mathrm{MAJ}_{n-c} \circ \mathrm{MAJ}_{n-c}$ circuit $C$ such that $C(\boldsymbol{x})=\operatorname{MAJ}_{n}(\boldsymbol{x})$ for every $\boldsymbol{x} \in\{0,1\}^{n}$ such that $|\boldsymbol{x}| \lesssim \frac{n}{2}-\frac{c}{6}$ or $|\boldsymbol{x}| \gtrsim \frac{n}{2}+\frac{c}{6}$.

The rest of this section is devoted to prove Theorem 9. The proof relies on relatively basic but a bit lengthy calculations.

Proof. Consider a bipartite graph over the vertex set $L \cup R$ with $|L|=m(=n-c)$ and $|R|=n$. We view a $c$-leftregular bipartite graph as a union of $c$ bipartite matchings. For $i \in[c]$, let $M_{i}$ be a bipartite matching over $L \cup R$ in which the left vertices are saturated. A $c$-leftregular bipartite graph $G=(L \cup R, E)$ is specified by a sequence of $c$ such matchings
$E=\left(M_{1}, \ldots, M_{c}\right)$, which we denoted by $G_{E}$. Let $\mathcal{E}$ denote the set of all possible $E$ 's and thus $|\mathcal{E}|=\left(\frac{n!}{c!}\right)^{c}$. Notice that at this moment, a graph obtained in this way may have a multiedge. We will take into account this issue later.

Roughly speaking, a $c$-leftregular bipartite graph is a list expander if every $d$-leftregular subgraph of it is an expander. For $d \leq c$, a $d$-leftregular subgraph of $G$ is specified by a sequence of $m$ sets $D_{i} \subseteq[c](1 \leq i \leq m)$ of size $d$. Given a sequence of $c$ matchings $E=\left(M_{1}, \ldots, M_{c}\right)$ and a sequence of $m$ sets $\mathbf{D}=\left(D_{1}, \ldots, D_{m}\right)$, let $G_{E, \mathbf{D}}$ denote a $d$ leftregular bipartite graph such that for every $i \in[m]$, the set of edges connecting to the $i$-th left vertex consists of an edge in $M_{j}$ for $j \in D_{i}$. Let $\mathcal{D}$ denote the set of all possible $\mathbf{D}$ 's and thus $|\mathcal{D}|=\binom{c}{d}^{m}$.

We define $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ as the set of all $E$ 's in $\mathcal{E}$ such that $G_{E}$ is a $c$-leftregular bipartite graph where $G_{E}$ does not contain a multiedge. The following lemma says that the cardinality of $\mathcal{E}^{\prime}$ is not too small compared to the cardinality of $\mathcal{E}$. Here $e$ denotes the base of the natural logarithm. The proof of the lemma is postponed to the end of this section.

- Lemma 10. For all sufficiently large $n$, the cardinality of $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ satisfies

$$
\left|\mathcal{E}^{\prime}\right| \geq \frac{(n!)^{c}}{e^{\left(e^{c}\right)^{2} n^{c^{2}}}}
$$

Given a set $S \subseteq L$ and a set $T \subseteq R$ and a sequence $\mathbf{D} \in \mathcal{D}$, we count the number of $E \in \mathcal{E}$ such that $G_{E, \mathbf{D}}$ satisfies $N_{G_{E, \mathbf{D}}}(S) \subseteq T$, which we refer to as the property $P_{S, T}$.

For $j \in[c]$, let $a_{j}:=\left|\left\{i \in S: j \notin D_{i}\right\}\right|$. Define an auxiliary function $f$ as

$$
f((m, n),(\ell, r), a)=\frac{r!(n-(\ell-a))!}{(r-(\ell-a))!(n-m)!}
$$

This represents the number of left saturated bipartite matchings in the $(m+n)$-vertex complete bipartite graph such that the neighbors of some specified $l-a$ left vertices are contained in some specified $r$ right vertices. Then, the number of $E \in \mathcal{E}$ such that $G_{E, \mathbf{D}}$ satisfies $P_{S, T}$ is given by

$$
\begin{equation*}
\prod_{j \in[c]} f\left((m, n),(|S|,|T|), a_{j}\right) . \tag{2}
\end{equation*}
$$

We say that the $a_{j}$ 's are equally distributed if, for every $i, j \in[c],\left|a_{i}-a_{j}\right| \leq 1$. The following lemma is useful for our calculation.

- Lemma 11. Eq. (2) is maximized when the $a_{j}$ 's are equally distributed.

Proof. Let $b_{j}=\ell-a_{j}$, i.e. $b_{j}$ is the number of edges in $M_{j}$ connecting to a vertex in $S$ in the graph $G_{E, \mathbf{D}}$. Suppose that $a_{i}=a_{j}+\alpha$ for some $i, j \in[n]$ and for some $\alpha \geq 2$. In order to prove the lemma, it is sufficient to show that

$$
g\left(a_{i}\right) g\left(a_{j}\right) \leq g\left(a_{i}-1\right) g\left(a_{j}+1\right)
$$
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where $g(a)$ stands for $f((m, n),(\ell, r), a)$. This is verified by the following.

$$
\begin{aligned}
g & \left(a_{i}-1\right) g\left(a_{j}+1\right)-g\left(a_{i}\right) g\left(a_{j}\right) \\
& =\left(\frac{r!}{(n-m)!}\right)^{2}\left(\frac{\left(n-\left(b_{i}+1\right)\right)!}{\left(r-\left(b_{i}+1\right)\right)!} \frac{\left(n-\left(b_{i}+\alpha-1\right)\right)!}{\left(r-\left(b_{i}+\alpha-1\right)\right)!}-\frac{\left(n-b_{i}\right)!}{\left(r-b_{i}\right)!} \frac{\left(n-\left(b_{i}+\alpha\right)\right)!}{\left(r-\left(b_{i}+\alpha\right)\right)!}\right) \\
& =\left(\frac{r!}{(n-m)!}\right)^{2}\left(\frac{\left(n-\left(b_{i}+1\right)\right)!}{\left(r-\left(b_{i}+1\right)\right)!} \frac{\left(n-\left(b_{i}+\alpha\right)\right)!}{\left(r-\left(b_{i}+\alpha\right)\right)!}\right)\left(\frac{n-\left(b_{i}+\alpha-1\right)}{r-\left(b_{i}+\alpha-1\right)}-\frac{n-b_{i}}{r-b_{i}}\right) \\
& =\left(\frac{r!}{(n-m)!}\right)^{2}\left(\frac{\left(n-\left(b_{i}+1\right)\right)!}{\left(r-\left(b_{i}+1\right)\right)!} \frac{\left(n-\left(b_{i}+\alpha\right)\right)!}{\left(r-\left(b_{i}+\alpha\right)\right)!}\right)\left(\frac{(n-r)(\alpha-1)}{\left(r-\left(b_{i}+\alpha-1\right)\right)\left(r-b_{i}\right)}\right) \\
& \geq 0 .
\end{aligned}
$$

We go back to the proof of Theorem 9 .
Put $d=\left(\frac{2}{3}+\epsilon\right) c$, and put $|S|=\left\lceil\frac{n-c}{2}\right\rceil$ and $|T|=\left\lfloor\frac{n}{2}\right\rfloor-\frac{c}{2}+d$. Then, Eq. (2) is equal to

$$
\prod_{i \in[c]} \frac{\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{6}+c \epsilon\right)!\cdot\left(n-\left(\left\lceil\frac{n}{2}\right\rceil-\frac{c}{2}-a_{j}\right)\right)!}{\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{6}+c \epsilon-\left(\left\lceil\frac{n}{2}\right\rceil-\frac{c}{2}-a_{j}\right)\right)!\cdot c!}=\prod_{i \in[c]} \frac{\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{6}+c \epsilon\right)!\cdot\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{2}+a_{j}\right)!}{\left(\frac{2}{3} c+c \epsilon-1+a_{j}\right)!\cdot c!} .
$$

By Lemma 11, this is upper bounded by

$$
\left(\frac{\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{6}+c \epsilon\right)!\cdot\left(\left\lfloor\frac{n}{2}\right\rfloor+\frac{c}{2}+a\right)!}{\left(\frac{2}{3} c+c \epsilon-1+a\right)!\cdot c!}\right)^{c}
$$

where $a=\left(\frac{1}{3}-\epsilon\right)\left(\left\lceil\frac{n}{2}\right\rceil-\frac{c}{2}\right)$. By substituting the RHS for $a$, the inside of the outer bracket of the above formula is upper bounded by

$$
\begin{equation*}
\frac{\left(\left\lceil\frac{n}{2}\right\rceil+\frac{c}{6}+c \epsilon\right)!\cdot\left(\frac{2}{3} n-\frac{\epsilon n}{2}+\frac{c}{3}+\frac{c \epsilon}{2}\right)!\cdot n^{C_{0}}}{\left(\frac{n}{6}-\frac{\epsilon n}{2}+\frac{c}{2}+\frac{3 c \epsilon}{2}\right)!\cdot c!} \tag{3}
\end{equation*}
$$

for some small positive constant $C_{0}$. Since $c$ and $\epsilon$ are constants, there are large enough constants $C_{1}$ and $C_{2}$, Eq. (3) is upper bounded by

$$
\begin{align*}
\frac{\left(\frac{n}{2}\right)!\cdot\left(\frac{2}{3} n-\frac{\epsilon n}{2}\right)!\cdot n^{C_{1}}}{\left(\frac{n}{6}-\frac{\epsilon n}{2}\right)!} & \leq \frac{\left(\frac{n}{2}\right)^{\frac{n}{2}} \cdot\left(\frac{2}{3} n-\frac{\epsilon n}{2}\right)^{\left(\frac{2}{3} n-\frac{\epsilon n}{2}\right)} n^{C_{2}}}{\left(\frac{n}{6}-\frac{\epsilon n}{2}\right)^{\left(\frac{n}{6}-\frac{\epsilon n}{2}\right)} e^{n}} \\
& \leq \frac{\left(\frac{n}{2}\right)^{\frac{n}{2}} \cdot\left(\frac{2}{3} n\right)^{\left(\frac{2}{3} n-\frac{\epsilon n}{2}\right)} n^{C_{2}}}{\left(\frac{n}{6}\right)^{\left(\frac{n}{6}-\frac{\epsilon n}{2}\right)} e^{n}} \\
& =n^{C_{2}} \cdot \frac{n^{n}}{e^{n}} \cdot\left(\frac{2^{1 / 3}}{3^{1 / 2}}\right)^{n} \cdot\left(\frac{1}{2}\right)^{\epsilon n} . \tag{4}
\end{align*}
$$

Here the first inequality is by the Stirling formula, and the second inequality is by Lemma 8 .
The number of $E \in \mathcal{E}$ such that
${ }^{\exists} S \subseteq L{ }^{\exists} T \subseteq R{ }^{\exists} \mathbf{D} \in \mathcal{D} \quad G_{E, \mathbf{D}}$ has the property $P_{S, T}$
is at most

$$
\begin{equation*}
\frac{2^{n-c} \cdot 2^{n} \cdot(\mathrm{Eq} \cdot(4))^{c} \cdot|\mathcal{D}|}{\binom{c}{d}^{\left\lfloor\frac{m}{2}\right\rfloor}}=2^{n-c} \cdot 2^{n} \cdot(\mathrm{Eq} \cdot(4))^{c} \cdot\binom{c}{d}^{\left\lceil\frac{m}{2}\right\rceil} \tag{6}
\end{equation*}
$$

By using the upper bound on the binomial coefficients (see e.g., [9, Lemma 9.2])

$$
\binom{c}{\alpha c} \leq 2^{c H(\alpha)}
$$

where $H(p)=-p \log _{2}(p)-(1-p) \log _{2}(1-p)$ is the binary entropy function, we have

$$
\binom{c}{d}^{\left\lceil\frac{m}{2}\right\rceil} \leq 2^{H\left(\frac{1}{3}-\epsilon\right)\left\lceil\frac{m}{2}\right\rceil}<2^{H\left(\frac{1}{3}\right) \frac{n}{2}}=\left(\frac{3^{1 / 2}}{2^{1 / 3}}\right)^{n}
$$

Therefore, we have

$$
\begin{equation*}
\text { (Eq. (6)) }<2^{2 n} n^{C_{2} c} \cdot \frac{n^{c n}}{e^{c n}} \cdot\left(\frac{1}{2}\right)^{\epsilon c n} \tag{7}
\end{equation*}
$$

Recall that $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ is the set of all $E$ 's in $\mathcal{E}$ such that $G_{E}$ is a $c$-leftregular bipartite graph where $G_{E}$ does not contain a multiedge. The proof of Theorem 9 will be completed if we verify that Eq. (7) is smaller than the cardinality of $\mathcal{E}^{\prime}$ since it implies the existence of a $c$-leftregular bipartite graph $G_{E}$ not satisfying the condition Eq. (5), i.e., $G_{E}$ is a list expander of the desired parameter.

By Lemma 10, we have

$$
\left|\mathcal{E}^{\prime}\right| \geq \frac{(n!)^{c}}{e^{\binom{c}{2}} n^{c^{2}}} \geq \frac{n^{c n}}{e^{c n}} \frac{1}{n^{C_{3}}},
$$

for a sufficiently large constant $C_{3}$. We can see that when $n$ goes to infinity the last term in the above is larger than Eq. (7) by recalling that $\epsilon c \geq 3$.

Proof of Lemma 10. We use the result on counting the number of Latin rectangles. A $c \times n$ Latin rectangle is a $c \times n$ matrix $L$ with symbols from $[n]$ such that each row and each column contains only distinct symbols. Let $L_{c, n}$ denote the number of $c \times n$ Latin rectangles. It was shown by Erdős and Kaplansky [5] that, for $c=O\left(\left(\log ^{n}\right)^{3 / 2-\epsilon}\right)$,

$$
L_{c, n} \sim \frac{(n!)^{c}}{e^{\binom{c}{2}} .}
$$

It is easy to observe that a $c$-leftregular bipartite graph with $n-c$ left vertices and $n$ right vertices can be naturally represented by a $c \times(n-c)$ matrix obtained from a $c \times n$ Latin rectangle by discarding the last columns. Since we shall discard $c^{2}$ entries with symbols from $[n]$, the number of variations of such $c \times(n-c)$ matrices is at least $L_{c, n} /\left(n^{c^{2}}\right)$, completing the proof of the lemma.

## 5 Conclusions

In this paper, we introduce a new notion of expander graphs and give the translation result from the construction of depth two circuits computing the majority function. Currently, the existence of a $\mathrm{MAJ}_{n-c} \circ \mathrm{MAJ}_{n-c}$ circuit computing $\mathrm{MAJ}_{n}$ is open even for $c=4$. We hope that our translation result leads us to a better understanding on this problem with the help of a rich theory on expander graphs. In addition, it would be interesting to find other applications of list expanders.
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