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#### Abstract

The polynomial-time hierarchy ( PH ) has proven to be a powerful tool for providing separations in computational complexity theory (modulo standard conjectures such as PH does not collapse). Here, we study whether two quantum generalizations of PH can similarly prove separations in the quantum setting. The first generalization, QCPH, uses classical proofs, and the second, QPH, uses quantum proofs. For the former, we show quantum variants of the Karp-Lipton theorem and Toda's theorem. For the latter, we place its third level, $\mathrm{Q} \Sigma_{3}$, into NEXP using the Ellipsoid Method for efficiently solving semidefinite programs. These results yield two implications for QMA(2), the variant of Quantum Merlin-Arthur (QMA) with two unentangled proofs, a complexity class whose characterization has proven difficult. First, if $\mathrm{QCPH}=\mathrm{QPH}$ (i.e., alternating quantifiers are sufficiently powerful so as to make classical and quantum proofs "equivalent"), then $\mathrm{QMA}(2)$ is in the Counting Hierarchy (specifically, in $\mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$ ). Second, unless $\mathrm{QMA}(2)=\mathrm{Q} \Sigma_{3}$ (i.e., alternating quantifiers do not help in the presence of "unentanglement"), QMA(2) is strictly contained in NEXP.
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## 1 Introduction

The polynomial time hierarchy ( PH ) [28] is a staple of computational complexity theory, and generalizes P , NP and co-NP with the use of alternating existential $(\exists)$ and universal $(\forall)$ operators. Roughly, a language $L \subseteq\{0,1\}^{*}$ is in $\Sigma_{i}^{p}$, the $i$ th level of PH , if there exists a polynomial-time deterministic Turing machine $M$ that acts as a verifier and accepts $i$ proofs $y_{1}, \ldots, y_{i}$ polynomially bounded in size such that:

$$
\begin{aligned}
x \in L & \Rightarrow \exists y_{1} \forall y_{2} \exists y_{3} \cdots Q_{i} y_{i} \text { such that } M \text { accepts }\left(x, y_{1}, \ldots, y_{i}\right), \\
x \notin L & \Rightarrow \forall y_{1} \exists y_{2} \forall y_{3} \cdots \bar{Q}_{i} y_{i} \text { such that } M \text { rejects }\left(x, y_{1}, \ldots, y_{i}\right),
\end{aligned}
$$

where $Q_{i}=\exists$ if $i$ is odd and $Q_{i}=\forall$ if $i$ is even, and $\bar{Q}$ denotes the complement of $Q$. Then, PH is defined as the union over all $\Sigma_{i}^{p}$ for all $i \in \mathbb{N}$. The study of PH has proven remarkably fruitful in the classical setting, from celebrated results such as Toda's Theorem [30], which shows that PH is contained in $\mathrm{P}^{\# \mathrm{P}}$, to the Karp-Lipton Theorem [21], which says that unless PH collapses to its second level, NP does not have polynomial size non-uniform circuits.

As PH has played a role in separating complexity classes (assuming standard conjectures like "PH does not collapse"), it is natural to ask whether quantum generalizations of PH can be used to separate quantum complexity classes. Here, there is some flexibility in defining "quantum PH", as there is more than one well-defined notion of "quantum NP": The first, Quantum-Classical Merlin Arthur (QCMA) [6], is a quantum analogue of Merlin-Arthur (MA) with a classical proof but quantum verifier. The second, Quantum Merlin Arthur (QMA) [22], is QCMA except with a quantum proof. Generalizing each of these definitions leads to (at least) two possible definitions for "quantum PH", the first using classical proofs (denoted QCPH), and the second using quantum proofs (denoted QPH).

With these definitions in hand, our aim is to separate quantum classes whose complexity characterization has generally been difficult to pin down. A prime example is QMA(2), the variant of QMA with two "unentangled" quantum provers. While the classical analogue of QMA(2) (i.e. an MA proof system with two provers) trivially equals MA, in the quantum regime multiple unentangled provers are conjectured to yield a more powerful proof system (e.g. there exist problems in $\mathrm{QMA}(2)$ not known to be in QMA) [24, 10, 9, 1]. For this reason, $\mathrm{QMA}(2)$ has received much attention, despite which the strongest bounds known on $\mathrm{QMA}(2)$ remain the trivial ones: $\mathrm{QMA} \subseteq \mathrm{QMA}(2) \subseteq$ NEXP. (Note: QMA $\subseteq \mathrm{PP}[23,27]$. ) In this work, we show that, indeed, results about the structure of QCPH or QPH yield implications about the power of $\mathrm{QMA}(2)$.

### 1.1 Results, techniques, and discussion

We begin by informally defining the two quantum generalizations of PH to be studied.

How to define a "quantum PH"? The first definition, QCPH , has its $i$ th level $\mathrm{QC} \Sigma_{i}$ defined analogously to $\Sigma_{i}^{p}$, except we replace the Turing machine $M$ with a polynomial-size uniformly generated quantum circuit $V$ such that:

$$
\begin{aligned}
x \in A_{\text {yes }} & \Rightarrow \exists y_{1} \forall y_{2} \exists y_{3} \cdots Q_{i} y_{i} \text { s.t. } V \text { accepts }\left(x, y_{1}, \ldots, y_{i}\right) \text { with probability } \geq 2 / 3, \\
x \in A_{\mathrm{no}} & \Rightarrow \forall y_{1} \exists y_{2} \forall y_{3} \cdots \bar{Q}_{i} y_{i} \text { s.t. } V \text { accepts }\left(x, y_{1}, \ldots, y_{i}\right) \text { with probability } \leq 1 / 3,
\end{aligned}
$$

where the use of a language $L$ has been replaced with a promise problem ${ }^{1} A=\left(A_{\text {yes }}, A_{\text {no }}\right)$ (since $\mathrm{QC} \Sigma_{i}$ uses a bounded error verifier). The values $2 / 3$ and $1 / 3$ are respectively the completeness and soundness parameters for $A$ and the interval ( $1 / 3,2 / 3$ ) where no acceptance probabilities are present is termed the promise gap for $A$. Notice that QCPH defined as $\bigcup_{i \in \mathbb{N}} \mathrm{QC} \Sigma_{i}$, is a generalization of QCMA in that $\mathrm{QC} \Sigma_{1}=$ QCMA.

We next define QPH using quantum proofs. Here, however, there are various possible definitions one might consider. Can the quantum proofs be entangled between alternating quantifiers? (If not, we are enforcing "unentanglement" as in QMA(2). Allowing entanglement, on the other hand, might yield classes similar to QIP; however, note that QIP $=\mathrm{QIP}(3)$ (i.e. QIP collapses to a 3-message proof system) [23, 27], and so it is not clear that allowing entanglement leads to an "interesting" hierarchy.) Assuming proofs are unentangled, should the proofs be pure or mixed quantum states? (For QMA and QMA(2), standard convexity arguments show both classes of proofs are equivalent, but such arguments fail when alternating quantifiers are allowed.)

Here, we define QPH to have its $i$ th level, $\mathrm{Q} \Sigma_{i}$, defined similarly to $\mathrm{QC} \Sigma_{i}$, except each classical proof $y_{j}$ is replaced with a mixed quantum state $\rho_{j}$ on polynomially many qubits. We say a promise problem $A=\left(A_{\text {yes }}, A_{\mathrm{no}}\right)$ is in $\mathrm{Q} \Sigma_{i}$ if it satisfies the following conditions:
$x \in A_{\text {yes }} \Rightarrow \exists \rho_{1} \forall \rho_{2} \exists \rho_{3} \cdots Q_{i} \rho_{i}$ such that $V$ accepts $\left(x, \rho_{1}, \ldots, \rho_{i}\right)$ with probability $\geq 2 / 3$, $x \in A_{\text {no }} \Rightarrow \forall \rho_{1} \exists \rho_{2} \forall \rho_{3} \cdots \bar{Q}_{i} \rho_{i}$ such that $V$ accepts $\left(x, \rho_{1}, \ldots, \rho_{i}\right)$ with probability $\leq 1 / 3$.

Note that $\mathrm{QPH}:=\bigcup_{i \in \mathbb{N}} \mathrm{Q} \Sigma_{i}, \mathrm{Q} \Sigma_{1}=\mathrm{QMA}$ and $\mathrm{QMA}(2) \subseteq \mathrm{Q} \Sigma_{3}$ (simply ignore the second proof); where the latter two hold because a lack of alternating quantifiers allows convexity arguments to yield that all proofs can be assumed to be pure. Our results are now stated as follows under three headings.

An analogue of Toda's theorem for QCPH. As previously mentioned, PH is one way to generalize NP using alternations. Another approach is to count the number of solutions for an NP-complete problem such as SAT, as captured by \#P. Surprisingly, these two notions are related, as shown by the following celebrated theorem of Toda.

- Theorem 1 (Toda's Theorem [30]). PH $\subseteq \mathrm{P}^{\# \mathrm{P}}$.

In the quantum setting, for QCPH, it can be shown using standard arguments involving enumeration over classical proofs that $\mathrm{QCPH} \subseteq$ PSPACE. However, we are able to provide the following stronger result.

- Theorem 2 (A quantum-classical analogue of Toda's theorem). $\mathrm{QCPH} \subseteq \mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$.

Thus, we "almost" recover the original bound of Toda's theorem", except we require an oracle for the second level of the Counting Hierarchy (CH). CH can be defined with its first level as $\mathbf{C}_{1}^{p}=\mathrm{PP}$ and its $k$ th level for $k \geq 1$ as $\mathbf{C}_{k+1}^{p}=\mathrm{PP}_{k}^{p}$.

Why did we move up to the next level of CH ? There are two difficulties in dealing with QCPH (see Section 2 for a detailed discussion). The first can be sketched as follows. Classically, many results involving PH , from basic ones implying the collapse of PH to more

[^0]advanced statements such as Toda's theorem, use the following recursive idea (demonstrated with $\Sigma_{2}$ for simplicity): By fixing the existentially quantified proof of $\Sigma_{2}$ the remnant reduces to a co-NP problem, i.e. we can recurse to a lower level of PH. In the quantum setting, however, this does not hold - fixing the existentially quantified proof for $\mathrm{QC} \Sigma_{2}$ does not necessarily yield a co-QCMA problem as some acceptance probabilities may fall in the $(1 / 3,2 / 3)$ promise gap which cannot happen for a problem in co-QCMA! (This is due to the same phenomenon that has been an obstacle to resolving whether $\exists \cdot \mathrm{BPP}$ equals MA (see Remark 17).) Thus, we cannot directly generalize recursive arguments from the classical setting to the quantum setting. The second difficulty is trickier to explain briefly (see Section 2.2 for details). Roughly, Toda's proof that $\mathrm{PH} \subseteq \mathrm{P}^{\mathrm{PP}}$ crucially uses the Valiant-Vazirani (VV) theorem [31], which has one-sided error (i.e. VV may map YES instances of SAT to NO instances of UNIQUE-SAT, but NO instances of SAT are always mapped to NO instances of UNIQUE-SAT). The VV theorem for QCMA [5] also has this property, but in addition it can output instances which are "invalid". Essentially, they violate the promise of the problem that the QCMA-VV theorem maps to. Combining such invalid instances with alternating quantifiers, poses problems in extending the parity arguments used in Toda's proof to the QCPH setting.

To circumvent these difficulties, we exploit a high-level idea from [15] where an oracle for SPECTRAL GAP ${ }^{3}$ was used to detect "invalid" QMA instances ${ }^{4}$. In our setting, the "correct" choice of oracle turns out to be a Precise-BQP oracle, where Precise-BQP is roughly BQP with an exponentially small promise gap. Using this, we are able to essentially "remove" the promise gap of QCPH altogether, thus recovering a "decision problem" which does not pose the difficulties above. Specifically, this mapping is achieved by Lemma 18 (Cleaning Lemma), which shows that $\forall i \in \mathbb{N}, \mathrm{QC} \Sigma_{i} \subseteq \exists \cdot \forall \cdots \cdot Q_{i} \cdot \mathrm{P}^{\mathrm{PP}}$.

Notice that although we use a Precise-BQP oracle above, the Cleaning Lemma shows containment using a PP oracle. This is because, Precise-BQP $\subseteq$ PP as shown in Lemma 14 and Corollary 15. One may ask whether our proof technique would also work with an oracle weaker than PP. We show, in Theorem 27, that this is unlikely as the problem of detecting proofs in promise gaps of quantum verifiers is PP-complete.

Finally, an immediate corollary of Theorem 2 and the fact that $\mathrm{QMA}(2) \subseteq \mathrm{QPH}$ is:

- Corollary 3. If $\mathrm{QCPH}=\mathrm{QPH}$, then $\mathrm{QMA}(2) \subseteq \mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$.

In other words, if alternating quantifiers are so powerful so as to make classical and quantum proofs equivalent in power, then it can be shown that $\mathrm{QMA}(2)$ is contained in CH (and thus in PSPACE). For comparison, $\mathrm{QMA} \subseteq \mathrm{P}^{\mathrm{QMA}[\mathrm{log}]} \subseteq \mathrm{PP}[23,33,27,15]$.

QPH versus NEXP. We next turn to the study of quantum proofs, i.e. QPH. As mentioned above, the best known upper bound on QMA(2) is NEXP - a non-deterministic verifier can simply guess an exponential-size description of the proof. When alternating quantifiers are present, however, this strategy seemingly no longer works. In other words, it is not even clear that $\mathrm{QPH} \subseteq$ NEXP! This is in stark contrast to the explicit $\mathrm{P}^{\mathrm{PP}}$ upper bound for PH [30]. In this section, our goal is to use semidefinite programming to give bounds on some levels of QPH. As we will see, this will yield the existence of a complexity class lying "between" QMA(2) and NEXP.

[^1]- Theorem 4 (Informal Statement). It holds that $\mathrm{Q} \Sigma_{2} \subseteq \mathrm{EXP}$ and $\mathrm{Q}_{2} \subseteq \mathrm{EXP}$, even when the completeness-soundness gap is inverse doubly-exponentially small.

The proof idea is to map alternating quantifiers to an optimization problem with alternating minimizations and maximizations. Namely, to decide if $x \in A_{\text {yes }}$ or $x \in A_{\text {no }}$ for a $\mathrm{Q} \Sigma_{i}$ promise problem $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$, where $i$ is even, we can solve for $\alpha$ defined as the optimal value of the optimization problem:

$$
\begin{equation*}
\alpha:=\max _{\rho_{1}} \min _{\rho_{2}} \max _{\rho_{3}} \cdots \min _{\rho_{i}}\left\langle C, \rho_{1} \otimes \rho_{2} \otimes \cdots \otimes \rho_{i}\right\rangle \tag{3}
\end{equation*}
$$

where $C$ is the POVM operator ${ }^{5}$ corresponding to the ACCEPT state of the verifier. This is a non-convex problem, and as such is hard to solve in general. Our approach is to cast the case of $i=2$ as a semidefinite program (SDP), allowing us to efficiently approximate $\alpha$.

The next natural question is whether a similar SDP reformulation might be used to show whether $\mathrm{Q} \Sigma_{3}$ or $\mathrm{Q} \Pi_{3}$ is contained in EXP. Unfortunately, this is likely to be difficult indeed, if there existed a "nice" SDP for the optimal success probability of $\mathrm{Q} \Sigma_{3}$ protocols, then it would imply $\mathrm{QMA}(2) \subseteq$ EXP, resolving the longstanding open problem of separating $\mathrm{QMA}(2)$ from NEXP (recall $\mathrm{QMA}(2) \subseteq \mathrm{Q} \Sigma_{3}$ ). Likewise, a "nice" SDP for $\mathrm{QH}_{3}$ would place $\operatorname{co-QMA}(2) \subseteq$ EXP.

To overcome this, we resort to non-determinism by stepping up to NEXP. Namely, one can non-deterministically guess the first proof of a $\mathrm{Q} \Sigma_{3}$ protocol, then approximately solve the SDP for the resulting $\mathrm{QH}_{2}$-flavoured computation. Hence, we have the following as a corollary of Theorem 28.

- Theorem 5 (Informal Statement). It holds true that $\mathrm{QMA}(2) \subseteq \mathrm{Q}_{3} \subseteq$ NEXP and co-QMA $(2) \subseteq \mathrm{Q}_{3} \subseteq$ co-NEXP, even when the completeness-soundness gap is inverse doublyexponentially small. All the containments hold with equality in the inverse exponentially small completeness-soundness gap setting as $\mathrm{QMA}(2)=$ NEXP in this case [29].

Three remarks are in order. First, note that our results in this section are independent of the gate set. Second, in principle, it remains plausible that the fourth level of QPH already exceeds NEXP in power. Finally, we have the following implication for QMA(2). Assuming PH does not collapse, alternating quantifiers strictly add power to NP proof systems. If alternating quantifiers similarly add power in the quantum setting, then it would separate QMA(2) from NEXP via the following immediate corollary of Theorem 31.

- Corollary 6. If $\mathrm{QMA}(2) \neq \mathrm{Q} \Sigma_{3}$, i.e. if the second universally quantified proof of $\mathrm{Q} \Sigma_{3}$ adds proving power, then $\mathrm{QMA}(2) \neq \mathrm{NEXP}$. Similarly, if $\operatorname{co-QMA}(2) \neq \mathrm{QH}_{3}$, then co-QMA $(2) \neq$ co-NEXP.

A quantum generalization of the Karp-Lipton Theorem. Finally, our last result studies a topic which is unrelated to QMA $(2)$ - the well-known Karp-Lipton Theorem [21]. The latter shows that if NP-complete problems can be solved by polynomial-size non-uniform Boolean circuits, then $\Sigma_{2}=\Pi_{2}$, which in turn implies that PH collapses to its second level. Here, a "non-uniform" circuit family means that the generation of a circuit for an input depends on the length of the input. The class of decision problems solved by such circuits is $\mathrm{P}_{\text {/poly }}$.

- Theorem 7 (Karp-Lipton [21]). If $\mathrm{NP} \subseteq \mathrm{P}_{/ \text {poly }}$ then $\Pi_{2}=\Sigma_{2}$.

[^2]In this work, we ask: Does $\mathrm{QCMA} \subseteq \mathrm{BQP} /$ mpoly imply $\mathrm{QC}_{2}=\mathrm{QC} \Sigma_{2}$ ? Here, $\mathrm{BQP} / \mathrm{mpoly}$ is the bounded-error analogue of P /poly with polynomial-size non-uniform quantum circuits (see Section 4 for formal definition). Unfortunately, generalizing the proof of the Karp-Lipton theorem is problematic for the same " $\exists \cdot \mathrm{BPP}$ versus MA phenomenon" encountered earlier in extending Toda's result. Namely, the proof of Karp-Lipton proceeds by fixing the outer, universally quantified, proof of a $\Pi_{2}^{p}$ machine, and applying the $N P \subseteq \mathrm{P}_{\text {/poly }}$ hypothesis to the resulting NP computation. However, for $\mathrm{QCH}_{2}$, it is not clear that fixing the outer, universally quantified, proof yields a QCMA computation; thus, it is not obvious how to use the hypothesis $\mathrm{QCMA} \subseteq \mathrm{BQP}_{\text {/mpoly }}$.

To sidestep this, our approach is to strengthen the hypothesis. Specifically, using the results of [20] on perfect completeness for QCMA, fixing the outer proof of a $\mathrm{QCH}_{2}$ computation can be seen to yield a Precise-QCMA "decision problem", where by "decision problem", we mean no proofs for the Precise-QCMA verifier are accepted within the promise gap. Here, Precise-QCMA is QCMA with exponentially small promise gap. We hence obtain:

- Theorem 8 (A quantum-classical Karp-Lipton theorem). If Precise-QCMA $\subseteq \mathrm{BQP}_{/ \mathrm{mpoly}}$, then $\mathrm{QCH}_{2}=\mathrm{QC} \Sigma_{2}$.

To give this result context, we also show that Precise-QCMA $\subseteq \mathrm{NP}^{P P}$ (Lemma 38). However, whether $\mathrm{QCH}_{2}=\mathrm{QC} \Sigma_{2}$ collapses QCPH remains open due to the same " $\exists \cdot \mathrm{BPP}$ versus MA phenomenon".

### 1.2 Related work

The first work we are aware of which considered a quantum version of PH is that of Yamakami [36], which differs from our setting in that it considers quantum Turing machines (we use quantum circuits) and quantum inputs (we use classical inputs, just like QMA). Gharibian and Kempe [14] next introduced and studied $\mathrm{cq}-\Sigma_{2}$, defined as our $\mathrm{QC} \Sigma_{2}$ except with a quantum universally quantified proof. [14] showed completeness and hardness of approximation results for $\mathrm{cq}-\Sigma_{2}$ for (roughly) the following problem: What is the smallest number of terms required in a given local Hamiltonian for it to have a frustrated ground space? More recently, Lockhart and González-Guillén [25] considered a hierarchy (denoted $\mathrm{QCPH}^{\prime}$ here) which a priori appears identical to our QCPH , but is apparently not so due to the " $\exists \cdot$ BPP versus MA phenomenon", which we discuss below.

In this work, the " $\exists \cdot$ BPP versus MA phenomenon", refers to the following discrepancy (see Remark 17 for details) - unlike with MA, all proofs in an $\exists \cdot$ BPP system must be accepted with probability at least $2 / 3$ or at most $1 / 3$ (i.e. no proof is accepted with probability in the gap $(1 / 3,2 / 3))$. The quantum analogue of this phenomenon yields the open question: Is $\exists \cdot \mathrm{BQP}=\mathrm{NP}^{B Q P}$ equal to QCMA? For this reason, it is not clear whether QCPH equals $\mathrm{QCPH}^{\prime}$. The latter is defined as $\mathrm{QC} \Sigma_{1}^{\prime}=\exists \cdot \mathrm{BQP}, \mathrm{QC}_{1}^{\prime}=\forall \cdot \mathrm{BQP}$, and

$$
\forall m \geq 1, \mathrm{QC} \Sigma_{m}^{\prime}=\exists \cdot \mathrm{QC} \Pi_{m-1}^{\prime} ; \quad \mathrm{QC} \Pi_{m}^{\prime}=\forall \cdot \mathrm{QC} \Sigma_{m-1}^{\prime}
$$

Clearly, for us $\mathrm{QC} \Sigma_{1}=\mathrm{QCMA}$ but in [25] $\mathrm{QC} \Sigma_{1}^{\prime}=\exists \cdot \mathrm{BQP}$. The benefit from the latter definition is that one avoids the recursion problems discussed earlier - e.g., fixing the first existential proof in $\mathrm{QC} \Sigma_{2}^{\prime}$ does reduce the problem to a co-QCMA computation, unlike the case with $\mathrm{QC} \Sigma_{2}$. Hence, recursive arguments from the context of PH can be easily extended to show that, for instance, $\mathrm{QCPH}^{\prime}$ collapses to $\mathrm{QC}_{2}^{\prime}$ when $\mathrm{QC} \Sigma_{2}^{\prime}=\mathrm{QC}_{2}^{\prime}$. On the other hand, the advantage of our definition of QCPH is that it generalizes a natural quantum complexity class like QCMA.

Let us also remark on Toda's theorem in the context of $\mathrm{QCPH}^{\prime}$ (for clarity, Toda's theorem is not studied in [25]). The recursive definition of $\mathrm{QCPH}^{\prime}$ allows one to obtain Toda's $\mathrm{P}^{\mathrm{PP}}$ upper bound for $\mathrm{QCPH}^{\prime}$ with a simple argument:

$$
\forall i, \mathrm{QC} \Sigma_{i}^{\prime}=\mathrm{NP}^{\mathrm{NP} \cdot{ }^{\mathrm{BQP}}}=\Sigma_{i}^{\mathrm{BQP}} \quad \Longrightarrow \quad \forall i, \mathrm{QC} \Sigma_{i}^{\prime} \subseteq\left(\mathrm{P}^{\mathrm{PP}}\right)^{\mathrm{BQP}}=\mathrm{P}^{\mathrm{PP}}
$$

where the first equality expressly holds due to the recursive definition of $\mathrm{QC}_{i}^{\prime}$ but is not known to hold for our $\mathrm{QC} \Sigma_{i}$; the implication arises by relativizing Toda's theorem; and the last equality holds as BQP is low for PP [13]. In contrast, our Theorem 2 yields $\mathrm{QCPH} \subseteq \mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$, raising the question: is $\mathrm{QCPH}^{\prime}=\mathrm{QCPH}$ ? A positive answer may help shed light on whether $\exists \cdot \mathrm{BQP}$ equals QCMA; we leave this for future work.

Finally, a quantum version of the Karp-Lipton theorem was covered by Aaronson and Drucker in [3] and further improved by Aaronson, Cojocaru, Gheorghiu, and Kashefi [2], where the consequences of NP-complete problems being solved by small quantum circuits with polynomial sized quantum advice were considered. Their results differ from ours in that different hierarchies are studied, and in their use of quantum advice as opposed to our use of classical advice. Other Karp-Lipton style results for PH involving classes beyond NP show a collapse of PH to MA (usually) if either PP [26, 32], $\mathrm{P}^{\# \mathrm{P}}$ or PSPACE [21] has $\mathrm{P}_{\text {/poly }}$ circuits.

### 1.3 Open questions

As the study of quantum generalizations of alternating quantifiers is in its infancy, many open questions exist. For example, due to the " $\exists \cdot$ BPP versus MA phenomenon", we are not able to show "simple" collapse statements such as the following:

- Conjecture 9. For $i \geq 1$, if $\mathrm{QC} \Sigma_{i}=\mathrm{QC}_{i}$ for any $i$, then QCPH collapses to the $i^{\text {th }}$ level. Moreover, if $\mathrm{QCMA}=\mathrm{BQP}$, then $\mathrm{QCPH}=\mathrm{BQP}$.

Next, can a non-trivial bound on QPH be shown? Here, we have shown that Q $\Sigma_{3} \subseteq$ NEXP; can the complexity of higher levels be bounded? Along these lines, our Theorem 4 shows $\mathrm{Q} \Sigma_{2} \subseteq$ EXP; by applying alternative methods for approximating semidefinite programs arising in quantum complexity theory (see, e.g., [19]), we might also conjecture:

- Conjecture 10. $\mathrm{Q} \Sigma_{2} \subseteq$ PSPACE.

Determining where in the complexity zoo QMA(2) lies remains an important open question; assuming alternating quantifiers do add proving power to QPH (the analogous assumption for PH is widely believed), our work shows QMA(2) is strictly contained in NEXP. Can this statement be strengthened?

Finally, we remark on defining a hierarchy similar to QCPH, termed MA-PH, where the first level is MA instead of QCMA and the verifier in equations (1) and (2) will be a BPP circuit. Due to the promise nature of the BPP verifier, we conjecture that the same issues faced with QCPH will translate to MA-PH too. Also, as Precise-BPP is equivalent to PP, we can obtain a similar Cleaning Lemma for MA-PH too. Hence, we conjecture that

- Conjecture 11. $\mathrm{PH} \subseteq \mathrm{MA}-\mathrm{PH} \subseteq \mathrm{QCPH} \subseteq \mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$.

Using other techniques that may harness the fact that BPP and MA are contained in PH to obtain a better bound for MA-PH is an interesting open question.

Organization. We begin in Section 2 by showing a quantum-classical analogue of Toda's theorem. Section 3 gives upper bounds on levels of QPH, and Section 4 shows a Karp-Liptontype theorem. Formal definitions and many proofs are omitted from this version of the paper owing to space constraints.

## 2 A quantum-classical analogue of Toda's theorem

### 2.1 Precise-BQP

Our proof of a "quantum-classical Toda's theorem" requires us to define the Precise-BQP class, which we do now. Below, a promise problem is a pair $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$ such that $A_{\text {yes }}, A_{\text {no }} \subseteq\{0,1\}^{*}, A_{\text {yes }} \cup A_{\text {no }} \subset\{0,1\}^{*}$ and $A_{\text {yes }} \cap A_{\mathrm{no}}=\emptyset$.

Definition 12 (Precise-BQP $(c, s)$ ). A promise problem $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$ is contained in Precise- $\operatorname{BQP}(c, s)$ for polynomial-time computable functions $c, s: \mathbb{N} \mapsto[0,1]$ if there exists a polynomially bounded function $p: \mathbb{N} \mapsto \mathbb{N}$ such that $\forall \ell \in \mathbb{N}, c(\ell)-s(\ell) \geq 2^{-p(\ell)}$ and a polynomial-time uniform family of quantum circuits $\left\{V_{n}\right\}_{n \in \mathbb{N}}$ whose input is the all zeroes state and output is a single qubit. Furthermore, for an $n$-bit input $x$ :

- Completeness: If $x \in A_{\text {yes }}$, then $V_{n}$ accepts with probability at least $c$.
- Soundness: If $x \in A_{\text {no }}$, then $V_{n}$ accepts with probability at most $s$.

In contrast, BQP is defined such that the completeness and soundness parameters are $2 / 3$ and $1 / 3$, respectively (alternatively, the gap is least an inverse polynomial in $n$ ).

- Observation 13 (Rational acceptance probabilities). By fixing an appropriate universal gate set (e.g. Hadamard and Toffoli [4]) for the description of $V_{n}$ in Definition 12, we assume henceforth, without loss of generality, that the acceptance probability of $V_{n}$ is a rational number that can be represented using at most poly $(n)$ bits (this observation was used in the proof that QCMA has perfect completeness i.e., $c=1$ [20].).

The following help to characterize the complexity of Precise-BQP.

- Lemma 14. For all $c, s \in[0,1]$ and every $n$-bit input such that $c-s \in \Omega(1 / \exp (n))$, Precise- $\mathrm{BQP}(c, s) \subseteq \mathrm{PP}$.
- Corollary 15. Let $\mathbb{P}$ denote the set of all polynomials $p: \mathbb{N} \mapsto \mathbb{N}$. Then,

$$
\bigcup_{p \in \mathbb{P}} \text { Precise-BQP }\left(\frac{1}{2}+\frac{1}{2^{p(n)}}, \frac{1}{2}\right)=\mathrm{PP}
$$

### 2.2 Bounding the power of QCPH

Classically, PH can be defined in terms of the existential and universal operators; while it is not clear that one can also define QCPH using these operators, they nevertheless prove useful in bounding the power of QCPH.

- Definition 16 (Existential and universal quantifiers [35, 7]). For $\mathcal{C}$ a class of languages, $\exists \cdot \mathcal{C}$ is defined as the set of languages $L$ such that there is a polynomial $p$ and set $A \in \mathcal{C}$ such that for input $x, x \in L \Leftrightarrow[\exists y(|y| \leq p(|x|))$ and $\langle x, y\rangle \in A]$. The set $\forall \cdot \mathcal{C}$ is defined similarly with $\exists$ replaced with $\forall$.
- Remark 17 (Languages versus promise problems). Directly extending Definition 16 to promise problems, gives rise to subtle issues. To demonstrate, recall that $\exists \cdot \mathrm{P}=\mathrm{NP}$. Then,
let $(L, A)$ for $L \in \exists \cdot \mathrm{P}=\mathrm{NP}$ and $A \in \mathrm{P}$ be as in Definition 16 , such that $T_{A}$ is a polynomialtime Turing machine deciding $A$. If $x \in L$, there exists a bounded length witness $y^{*}$ such that $T_{A}$ accepts $\left\langle x, y^{*}\right\rangle$ and, for all $y^{\prime} \neq y^{*}, T_{A}$ by definition either accepts or rejects $\left\langle x, y^{\prime}\right\rangle$. Now consider instead $\exists \cdot \mathrm{BPP}$, which a priori seems equal to Merlin-Arthur (MA). Applying the same definition of $\exists$, we should obtain a BPP machine $T_{A}$ such that if $x \in L$, then for all $y^{\prime} \neq y^{*}, T_{A}$ either accepts or rejects $\left\langle x, y^{\prime}\right\rangle$. But this means, by definition of BPP, that $\left\langle x, y^{\prime}\right\rangle$ is either accepted or rejected with probability at least $2 / 3$, respectively. (Equivalently, for any fixed $y$, the machine $T_{A, y}$ must be a BPP machine, or more generally a machine with the resources available to class $\mathcal{C}$.) Unfortunately, the definition of MA makes no such promise - any $y^{\prime} \neq y^{*}$ can be accepted with arbitrary probability when $x$ is a YES instance. Indeed, whether $\exists \cdot \mathrm{BPP}=\mathrm{MA}$ remains an open question [11].

The following lemma is the main contribution of this section. To set context, adapting the ideas from Toda's proof of $\mathrm{PH} \subseteq \mathrm{P}^{\mathrm{PP}}$ to QCPH is problematic for at least two reasons:

1. Remark 17 says that it is not necessarily true that by fixing a proof $y$ to an MA (resp. QCMA) machine, the resulting machine is a BPP (resp. BQP) machine. This prevents the direct extension of recursive arguments, say from [30] to this regime.
2. The "Quantum Valiant Vazirani (QVV)" theorem for QCMA (and MA) [5] is not a manyone reduction, but a Turing reduction. Specifically, it produces a set of quantum circuits $\left\{Q_{i}\right\}$, at least one of which is guaranteed to be a YES instance of some Unique-QCMA promise problem $\Gamma$ if the input $\Pi$ to the reduction was a YES instance. Unfortunately, some of the $Q_{i}$ may violate the promise gap of $\Gamma$, which implies that when such $Q_{i}$ are substituted into the Unique-QCMA oracle O, O returns an arbitrary answer. This does not pose a problem in [5], as one-sided error suffices for that reduction - so long as O accepts at least one $Q_{i}$, one safely concludes $\Pi$ was a YES instance. In the setting of Toda's theorem, however, the use of alternating quantifiers turns this one-sided error into two-sided error; this renders the output of O useless, as one can no longer determine whether $\Pi$ was a YES or NO instance.
To sidestep these issues, we adapt a high-level idea from [15]: With the help of an appropriate oracle, one can sometimes detect "invalid proofs" (i.e. proofs in promise gaps of bounded error verifiers) and "remove" them. Indeed, we show that using a PP oracle, one can eliminate the promise-gap of QCPH altogether, thus overcoming the limitations given above. This is accomplished by the following "Cleaning Lemma".

- Lemma 18 (Cleaning Lemma). For all $i \geq 0, \mathrm{QC} \Sigma_{i} \subseteq \exists \cdot \forall \cdots \cdot Q_{i} \cdot \mathrm{P}^{\text {Precise-BQP }} \subseteq$ $\exists \cdot \forall \cdots \cdot Q_{i} \cdot \mathrm{P}^{\mathrm{PP}}$, where $Q_{i}=\exists\left(Q_{i}=\forall\right)$ if $i$ is odd (even). An analogous statement holds for $\mathrm{QCH}_{i}$.

Proof. Let $C$ be a $\mathrm{QC} \Sigma_{i}$ verification circuit for a promise problem $\Pi$. Let $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$ denote the quantum circuit obtained from $C$ by fixing values $y_{1}^{*}, \ldots, y_{i}^{*}$ of the $i$ classical proofs. In general, nothing can be said about the acceptance probability $p_{y_{1}^{*}, \ldots, y_{i}^{*}}$ of $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$, except that, by Observation 13, $p_{y_{1}^{*}, \ldots, y_{i}^{*}}$ is a rational number representable using $p(n)$ bits for some fixed polynomial $p$. Let $S$ denote the set of all rational numbers in $[0,1]$ representable using $p(n)$ bits of precision. (Note $|S| \in \Theta\left(2^{p(n)}\right)$.) Then, for any $a, b \in S$ with $a>b$, the triple $\left(C_{y_{1}^{*}, \ldots, y_{i}^{*}}, a, b\right)$ is a valid $\operatorname{QCIRCUIT}(a, b)$ instance, i.e. $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$ accepts with probability at least $a$ or at most $b$ for $a-b$ an inverse exponential. It follows that using binary search (by varying the values $a, b \in S$ with $a>b$ ) in conjunction with $\operatorname{poly}(n)$ calls to a $\operatorname{QCIRCUIT}(a, b)$ oracle, we may exactly and deterministically compute $p_{y_{1}^{*}, \ldots, y_{i}^{*}}$. Moreover, since for all such $a>b, \operatorname{QCIRCUIT}(a, b) \in \operatorname{Precise}-\operatorname{BQP}(a, b)$, Lemma 14 implies a $\operatorname{QCIRCUIT}(a, b)$ oracle call can be simulated with a PP oracle. Denote the binary search subroutine using the PP oracle as $B$.

Using $C$ and $B$, we now construct an oracle Turing machine $C^{\prime}$ as follows. Given any proofs $y_{1}^{*}, \ldots, y_{i}^{*}$ as input, $C^{\prime}$ uses $B$ to compute $p_{y_{1}^{*}, \ldots, y_{i}^{*}}$ for $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$. If $p_{y_{1}^{*}, \ldots, y_{i}^{*}} \geq c, C^{\prime}$ accepts with certainty, and if $p_{y_{1}^{*}, \ldots, y_{i}^{*}}<c, C^{\prime}$ rejects with certainty. Suppose that the circuits $C$ and $C^{\prime}$ return 1 when they accept and 0 when they reject. Two observations: (1) Since by construction, for any fixed $y_{1}^{*}, \ldots, y_{i}^{*}, B$ makes only makes "valid" $\operatorname{QCIRCUIT}(a, b)$ queries (i.e. satisfying the promise of $\operatorname{QCIRCUIT}(a, b)), C^{\prime}$ is a $\mathrm{P}^{\mathrm{PP}}$ machine (cf. Observation 20). (2) Since $C_{y_{1}^{*}, \ldots, y_{i}^{*}}^{\prime}$ accepts if $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$ accepts with probability at least $c$, and since $C_{y_{1}^{*}, \ldots, y_{i}^{*}}^{\prime}$ rejects if $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$ accepts with probability at most $s$, we conclude that

$$
\begin{align*}
\exists y_{1} \forall y_{2} \cdots Q_{i} y_{i} \operatorname{Prob}\left[C\left(y_{1}, \ldots, y_{i}\right)=1\right] \geq c & \Leftrightarrow \quad \exists y_{1} \forall y_{2} \cdots Q_{i} y_{i} C^{\prime}\left(y_{1}, \ldots, y_{i}\right)=1  \tag{4}\\
\forall y_{1} \exists y_{2} \cdots \bar{Q}_{i} y_{i} \operatorname{Prob}\left[C\left(y_{1}, \ldots, y_{i}\right)=1\right] \leq s \quad & \Leftrightarrow \quad \forall y_{1} \exists y_{2} \cdots \bar{Q}_{i} y_{i} C^{\prime}\left(y_{1}, \ldots, y_{i}\right)=0 . \tag{5}
\end{align*}
$$

(4) and (5) imply that we can simulate $\Pi$ with a $\exists \cdot \forall \cdots \cdots Q_{i} \cdot \mathrm{P}^{\mathrm{PP}}$ computation. The proof for $\mathrm{QC}_{i}$ is analogous.

- Remark 19 (Possibility of a stronger containment). A key question is whether one may replace the Precise-BQP oracle in the proof of Lemma 18 with a weaker BQP oracle. For example, consider the following alternate definition for oracle Turing machine $C^{\prime}$ : Given proofs $y_{1}^{*}, \ldots, y_{i}^{*}, C^{\prime}$ plugs $C_{y_{1}^{*}, \ldots, y_{i}^{*}}$ into a BQP oracle and returns the oracle's answers. It is easy to see that in this case, Equations (4) and (5) hold. However, $C^{\prime}$ is not necessarily $a \mathrm{P}^{\mathrm{BQP}}$ machine, since for some settings of $y_{1}^{*}, \ldots, y_{i}^{*}$, its input to the BQP oracle may violate the BQP promise, hence making the output of $C^{\prime}$ ill-defined. To further illustrate this subtle point, consider Observation 20. Moreover, in Section 2.3 we show that the task the Precise-BQP oracle is used for in Lemma 18 is in fact PP-complete; thus, it is highly unlikely that one can substitute a weaker oracle into the proof above.
- Observation 20 (When a P machine querying a BQP oracle is not a $\mathrm{P}^{\mathrm{BQP}}$ machine). The proof of the Cleaning Lemma uses a $\mathrm{P}^{\text {Precise-BQP }}$ machine. Let us highlight a subtle reason why using a weaker BQP oracle instead might be difficult (indeed, in Section 2.3 we show that the task we use the Precise-BQP oracle for is PP-complete). Let $M$ denote the trivially BQP-complete problem of determining whether a given polynomial-sized quantum circuit $Q$ accepts with probability at least $2 / 3$, or accepts with probability at most $1 / 3$, with the promise that one of the two is the case. Now consider the following polynomial time computation, $\Pi$, which is given access to an oracle $O_{M}$ for $M: \Pi$ inputs the Hadamard gate $H$ into $O_{M}$ and outputs $O_{M}$ 's answer. Does it hold that $\Pi \in \mathrm{P}^{\mathrm{BQP}}$ ? No. Since $H$ violates the promise of $B Q P$, i.e. measuring the output of $H$ yields 0 or 1 with equal probability, the oracle $O_{M}$ can answer 0 or 1 arbitrarily, and so the output of $\Pi$ is not well-defined. Having a well-defined output, however, is required for a $\mathrm{P}^{O_{K}}$ computation, where $K$ is any promise class [16].
- Lemma 21. For all $i \geq 0$, the following holds true: $\exists \cdot \forall \cdots \cdots Q_{i} \cdot \mathrm{P}^{\mathrm{PP}} \subseteq \Sigma_{i}^{\mathrm{PP}}$ and $\forall \cdot \exists \cdots \cdot Q_{i} \cdot \mathrm{P}^{\mathrm{PP}} \subseteq \Pi_{i}^{\mathrm{PP}}$ where $Q_{i}=\exists$ (resp. $Q_{i}=\forall$ ) when $i$ is odd (resp. even) in the first containment and vica-versa for the second containment.

We can now show the main theorem of this section.

- Theorem 22. $\mathrm{QCPH} \subseteq \mathrm{P}^{\mathrm{PP}}{ }^{\mathrm{PP}}$.

Proof. The claim follows by combining the Cleaning Lemma (Lemma 18), Lemma 21, and Toda's theorem ( $\mathrm{PH} \subseteq \mathrm{P}^{\mathrm{PP}}$ ), whose proof relativizes (see, e.g., page 4 of [12])).

### 2.3 Detecting non-empty promise gaps is PP-complete

The technique behind the Cleaning Lemma (Lemma 18) can essentially be viewed as using a PP oracle to determine whether a given quantum circuit accepts some input with probability within the promise gap $(s, c)$, where $c-s$ is an inverse polynomial. One can ask whether this rather powerful PP oracle can be replaced with a weaker oracle (see Remark 19)? We answer this in the negative unless one deviates from our specific proof approach; specifically, we show that the problem of detecting non-empty promise gaps is PP-complete, even if the gap is constant in size.

To begin, we define $\operatorname{QCIRCUIT}(c, s)$, which is trivially Precise-BQP $(c, s)$-complete when $c-s$ is an inverse exponential. (Take note that when the $c-s$ gap is larger, say inverse

$\rightarrow$ Definition 23 (QCIRCUIT $(c, s)$ ). Parameters $c, s: \mathbb{N} \mapsto[0,1]$ are polynomial-time computable functions such that $c>s$.

- (Input) A classical description of quantum circuit $V_{n}$ (acting on $n$ qubits, consisting of $\operatorname{poly}(n) 1$ and 2-qubit gates), taking in the all-zeroes state, and outputting a single qubit.
- (Output) Decide if $\operatorname{Pr}\left[V_{n}\right.$ accepts $] \geq c$ or $\leq s$, assuming one of the two is the case.
- Definition 24 (NON-EMPTY $\operatorname{GAP}(c, s)$ ). Let $V_{n}$ be an input for $\operatorname{QCIRCUIT}(c, s)$. Then, output YES if $\operatorname{Prob}\left[V_{n}\right.$ accepts $] \in(s, c)$, and NO otherwise.

We now show that NON-EMPTY GAP is PP-complete.

- Lemma 25. For all $c, s$ with the $c-s$ gap at least an inverse exponential in input size, NON-EMPTY GAP $(c, s) \in \operatorname{PP}$.
- Lemma 26. There exist $c, s \in \Theta(1)$ such that $\operatorname{NON-EMPTY} \operatorname{GAP}(c, s)$ is PP-hard.
- Theorem 27. There exist $c, s \in \Theta(1)$ such that NON-EMPTY $\operatorname{GAP}(c, s)$ is PP -complete.


## 3 Bounding the power of $\mathrm{Q} \Sigma_{2}$ and $\mathrm{Q} \Sigma_{3}$

Let $\mathrm{Q} \Sigma_{2}(c, s)$ (resp., $\left.\mathrm{Q} \Pi_{2}(c, s)\right)$ be defined as $\mathrm{Q} \Sigma_{2}$ (resp., $\mathrm{Q} \Pi_{2}$ ) with completeness and soundness parameters $c$ and $s$, respectively. We begin by restating Theorem 4 as follows.

- Theorem 28. For any polynomial $r$, if $c-s \geq 1 / 2^{2^{r(n)}}$, then $\mathrm{Q} \Sigma_{2}(c, s) \subseteq$ EXP and $\mathrm{Q} \Pi_{2}(c, s) \subseteq \mathrm{EXP}$ when $c$ and $s$ are computable in exponential time in the size of the input.

The two containments in Theorem 28 are proven separately in the following two lemmas.

- Lemma 29. Let $\alpha$ be the maximum acceptance probability of a $\mathrm{Q} \Sigma_{2}$ protocol (where the optimization is over the first proof $\rho_{1}$ ). Then one can compute $\gamma$ such that $|\gamma-\alpha| \leq 1 / 2^{2^{r}}$, for any polynomial $r$, in exponential time.
- Lemma 30. Let $\alpha$ be the minimum acceptance probability of a $\mathrm{QH}_{2}$ protocol (where the optimization is again over the first proof $\rho_{1}$ ). Then one can compute $\gamma$ such that $|\gamma-\alpha| \leq 1 / 2^{2^{r}}$, for any polynomial $r$, in exponential time.

We now sketch the exponential time protocol that calculates $\gamma$ in Lemma 29 (we refer the reader to [17] for standard background in convex optimization). The proof of Lemma 30 is similar.

Proof Sketch. Recall from (3) that the maximum acceptance probability of a $\mathrm{QC} \Sigma_{2}$ protocol can be expressed as $\alpha:=\max _{\rho_{1}} \min _{\rho_{2}}\left\langle C, \rho_{1} \otimes \rho_{2}\right\rangle$, where $C$ is the POVM that corresponds to the quantum verification circuit in the $\mathrm{Q} \Sigma_{2}$ protocol accepting. We wish to decide in exponential time whether $\alpha \geq c$ or $\alpha \leq s$. Since the promise gap satisfies $c-s \geq 1 / 2^{2^{r(n)}}$, it suffices to approximate $\alpha$ within additive error (say) $\frac{1}{4}(c-s)$ by computing $\gamma \in \mathbb{R}$, in exponential time, such that $|\gamma-\alpha| \leq 1 /\left(4 \cdot 2^{2^{r(n)}}\right)$.

We begin by constructing $C^{\prime}$ as a numerical approximation to $C$ such that each entry in $C^{\prime}$ is correct up to exponentially many bits. This can be done independent of the gate set used to describe the verification circuit, $V_{n}$, used for the $\mathrm{Q} \Sigma_{2}$ instance ${ }^{6}$. Then, for some polynomial $r,\left|\alpha-\alpha^{\prime}\right| \leq \frac{1}{2} \cdot 2^{-2^{r(n) / 2}}$ for

$$
\begin{equation*}
\alpha^{\prime}:=\max _{\rho_{1}} \min _{\rho_{2}}\left\{\left\langle C^{\prime}, \rho_{1} \otimes \rho_{2}\right\rangle: \operatorname{Tr}\left(\rho_{1}\right)=\operatorname{Tr}\left(\rho_{2}\right)=1, \rho_{1}, \rho_{2} \succeq 0\right\} \tag{6}
\end{equation*}
$$

Suppose we fix a feasible $\rho_{1}$ and solve the inner optimization problem in (6). Then:

$$
\alpha^{\prime}\left(\rho_{1}\right):=\min _{\rho_{2}}\left\{\left\langle C^{\prime}, \rho_{1} \otimes \rho_{2}\right\rangle: \operatorname{Tr}\left(\rho_{2}\right)=1, \rho_{2} \succeq 0\right\} .
$$

We can rewrite $\left\langle C^{\prime}, \rho_{1} \otimes \rho_{2}\right\rangle$ as $\left\langle\operatorname{Tr}_{1}\left[\left(\rho_{1} \otimes I\right) C^{\prime}\right], \rho_{2}\right\rangle$ where $\operatorname{Tr}_{1}$ is the partial trace over the register that $\rho_{1}$ acts on. Additionally, as $\operatorname{Tr}_{1}\left[\left(\rho_{1} \otimes I\right) C^{\prime}\right]=\operatorname{Tr}_{1}\left[\left(\rho_{1}^{1 / 2} \otimes I\right) C\left(\rho_{1}^{1 / 2} \otimes I\right)\right]$, this term is Hermitian and positive semidefinite. This implies that the best choice for $\rho_{2}$ is a rank-1 projector onto the eigenspace corresponding to least eigenvalue. In other words, $\alpha^{\prime}\left(\rho_{1}\right)=\lambda_{\min }\left(\operatorname{Tr}_{1}\left[\left(\rho_{1} \otimes I\right) C^{\prime}\right]\right)$ where $\lambda_{\min }(X)$ denotes the least eigenvalue of a Hermitian operator $X$. For fixed $\rho_{1}$, this minimum eigenvalue calculation can be rephrased via the dual optimization program for $\alpha^{\prime}\left(\rho_{1}\right)$,

$$
\alpha^{\prime}\left(\rho_{1}\right)=\max _{t}\left\{t: t I \preceq \operatorname{Tr}_{1}\left[\left(\rho_{1} \otimes I\right) C^{\prime}\right]\right\} .
$$

Re-introducing the maximization over $\rho_{1}$, we hence obtain

$$
\begin{equation*}
\alpha^{\prime}=\max _{\rho_{1}, t}\left\{t: t I \preceq \operatorname{Tr}_{1}\left[\left(\rho_{1} \otimes I\right) C^{\prime}\right], \operatorname{Tr}\left(\rho_{1}\right)=1, \rho_{1} \succeq 0\right\}, \tag{7}
\end{equation*}
$$

which is a semidefinite program. By using the ellpsoid method, we can hence solve this semidefinite program (see [17] for details) to obtain estimate $\gamma$ of $\alpha^{\prime}$. Using an analysis similar to [34], we find a $\gamma$ such that $\left|\gamma-\alpha^{\prime}\right| \leq \epsilon$ with $\epsilon=2^{-2^{r(n)}}$.

Using the power of non-determinism, we can also bound the power of $\mathrm{Q} \Sigma_{3}$ and $\mathrm{Q}_{3}$.

- Theorem 31. For any polynomial $r$ and input size $n$, if $c-s \geq 1 / r(n)$, then

$$
\begin{equation*}
\mathrm{QMA}(2) \subseteq \mathrm{Q}_{3} \subseteq \mathrm{NEXP} \quad \text { and } \quad \operatorname{co}-\mathrm{QMA}(2) \subseteq \mathrm{Q}_{3} \subseteq \text { co-NEXP } \tag{8}
\end{equation*}
$$

where all classes have completeness and soundness c and s, respectively. Moreover, if we allow smaller gaps (in principle, gaps which are at most inverse singly exponential in $n$ suffice for the first claim below), such as $c-s \geq 1 / 2^{2^{r(n)}}$, then
$\operatorname{QMA}(2)(c, s)=\mathrm{Q} \Sigma_{3}(c, s)=\operatorname{NEXP}$ and $\operatorname{co-QMA}(2)(c, s)=\operatorname{Q\Pi }_{3}(c, s)=$ co-NEXP. (9)
Here, we assume c and s are computable in exponential time in the size of the input.

[^3]
## 4 Karp-Lipton type theorems

The Karp-Lipton [21] theorem showed that if $\mathrm{NP} \subseteq \mathrm{P}_{/ \text {poly }}$ (i.e. if NP can be solved by polynomial-size non-uniform circuits), then $\Sigma_{2}=\Pi_{2}$ (which in turn collapses PH collapses to its second level). Then, building on the conjecture that the polynomial hierarchy is infinite, this result implies that NP $\not \subset \mathrm{P}_{/ \text {poly }}$ (a stronger claim than $\mathrm{P} \neq \mathrm{NP}$ as $\mathrm{P} \subseteq \mathrm{P}_{/ \text {poly }}$ ). Some attempts to separate NP from P use this as a basis to try and prove the stronger claim instead. For instance, this has lead to the approach of proving super-polynomial circuit lower bounds for circuits of NP-complete problems. Here, we show that the proof technique of Karp and Lipton carries over easily to the quantum setting, provided one uses the stronger hypothesis Precise-QCMA $\subseteq \mathrm{BQP}_{/ \text {mpoly }}$ (as opposed to $\mathrm{QCMA} \subseteq \mathrm{BQP} /$ mpoly ). Whether this causes QCPH to collapse to its second level, however, remains open (see Remark 37 below). We begin by formally defining the classes BQP/mpoly and Precise-QCMA.

- Definition 32 ( $\mathrm{BQP} /$ mpoly $)$. A promise problem $\Pi=\left(A_{\text {yes }}, A_{\text {no }}\right)$ is in $\mathrm{BQP} /$ mpoly if there exists a polynomial-sized family of quantum circuits $\left\{C_{n}\right\}_{n \in \mathbb{N}}$ and a collection of binary advice strings $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ with $\left|a_{n}\right|=\operatorname{poly}(n)$, such that for all $n$ and all strings $x$ where $|x|=n, \operatorname{Pr}\left[C_{n}\left(|x\rangle,\left|a_{n}\right\rangle\right)=1\right] \geq 2 / 3$ if $x \in A_{\text {yes }}$ and $\operatorname{Pr}\left[C_{n}\left(|x\rangle,\left|a_{n}\right\rangle\right)=1\right] \leq 1 / 3$ if $x \in A_{\text {no }}$.

Equivalently, $\mathrm{BQP}_{\text {/mpoly }}$ is the set of promise problems solvable by a non-uniform family of polynomial-sized bounded error quantum circuits. It is used as a quantum analogue for $\mathrm{P} /$ poly in this scenario. Here, we remark on the use of mpoly instead of poly in Definition 32. Note that BQP/poly accepts Karp-Lipton style advice i.e. it is a BQP circuit that accepts a poly-sized advice string to provide some answer with probability at least $2 / 3$ even if the "advice is bad". On the other hand, BQP/mpoly accepts Merlin style advice i.e. it is a BQP circuit accepting poly-sized classical advice such that the output is correct with probability at least $2 / 3$ if the "advice is good". Note BQP /poly versus BQP/mpoly is analogous to the " $\exists \cdot$ BPP versus MA" phenomenon. Moreover, as we are concerned with variations of QCMA, and not $\exists \cdot \mathrm{BQP}, \mathrm{BQP}_{/ \text {mpoly }}$ is the right candidate for us.

- Definition 33 (Precise-QCMA). A promise problem $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$ is said to be in Precise-QCMA $(c, s)$ for polynomial-time computable functions $c, s: \mathbb{N} \mapsto[0,1]$ if there exists polynomially bounded functions $p, q: \mathbb{N} \mapsto \mathbb{N}$ such that $\forall \ell \in \mathbb{N}, c(\ell)-s(\ell) \geq 2^{-q(\ell)}$, and there exists a polynomial-time uniform family of quantum circuits $\left\{V_{n}\right\}_{n \in \mathbb{N}}$ that takes a classical proof $y \in\{0,1\}^{p(n)}$ and outputs a single qubit. Moreover, for an $n$-bit input $x$ :
- Completeness: If $x \in A_{\text {yes }}$, then $\exists y$ such that $V_{n}$ accepts $y$ with probability at least $c$.
- Soundness: If $x \in A_{\mathrm{no}}$, then $\forall y, V_{x}$ accepts $y$ with probability at most $s$.

Define Precise-QCMA $=\bigcup_{c, s}$ Precise-QCMA $(c, s)$.
As an aside, note that QCMA is defined with $c-s \in \Omega(1 / \operatorname{poly}(n))$. Recall from the discussion in Section 1.1 that the main obstacle to the recursive arguments that work well for NP in [21] is the "promise problem" nature of $\mathrm{QCH}_{2}$ and QCMA. However, exploiting the perfect completeness of Precise-QCMA ${ }^{7}$ and the fact that $\forall c<s^{\prime} \leq s$, Precise-QCMA $(c, s) \subseteq$ Precise-QCMA $\left(c, s^{\prime}\right)$, we "recover" the notion of a decision problem in a rigorous sense by working with Precise-QCMA as demonstrated below.

[^4]- Claim 34. For every promise problem $\Pi^{\prime}=\left(A_{\text {yes }}, A_{\text {no }}\right) \in \operatorname{Precise-QCMA}(c, s)$ with verifier $V^{\prime}$, there exists a verifier $V$ (a poly-time uniform quantum circuit family), a polynomial $q$ and a decision problem $\Pi=\left(A_{\text {yes }},\{0,1\}^{*} \backslash A_{\text {yes }}\right)$ such that $\Pi \in \operatorname{Precise-QCMA(1,1-2^{-q(n)})}$ with verifier $V$. Moreover, for all proofs $y, V$ accepts $y$ with probability either 1 or at most $1-2^{-q(n)}$.

Building on this "decision problem" flavour of Precise-QCMA, we first show:

- Lemma 35. Suppose Precise-QCMA $\subseteq \mathrm{BQP} / \mathrm{mpoly}$. Then, for every promise problem $\Pi=\left(A_{\mathrm{yes}}, A_{\mathrm{no}}\right)$ in Precise-QCMA and every $n$-bit input $x$, there exists a polynomially bounded function $p: \mathbb{N} \mapsto \mathbb{N}$ and a bounded error polynomial time non-uniform quantum circuit family $\left\{C_{n}\right\}_{n \in \mathbb{N}}$ such that:
- if $x \in A_{\text {yes }}$, then $C_{n}$ outputs valid proof $y \in\{0,1\}^{p(n)}$ such that $(x, y)$ is accepted by the corresponding Precise-QCMA verifier with probability 1;
- if $x \in A_{\mathrm{no}}$, then $C_{n}$ outputs a symbol $\perp$ with probability exponentially close to 1 signifying that there is no $y \in\{0,1\}^{p(n)}$, such that $(x, y)$ is accepted by the corresponding Precise-QCMA verifier with probability 1.
We next give a quantum-classical analogue of the Karp-Lipton theorem, whose proof is in the appendix.
- Theorem 36 (A Quantum-Classical Karp-Lipton Theorem). If Precise-QCMA $\subseteq$ BQP/mpoly then $\mathrm{QCH}_{2}=\mathrm{QC} \Sigma_{2}$.
- Remark 37 (Collapse of QCPH?). An appeal of the classical Karp-Lipton theorem is that it implies that if $\mathrm{NP} \subseteq \mathrm{P}_{/ \text {poly }}$, then PH collapses to its second level; this is because if $\Pi_{2}^{p}=\Sigma_{2}^{p}$, then PH collapses to $\Sigma_{2}^{p}$. Does an analogous statement hold for QCPH as a result of Theorem 8? Unfortunately, the answer is not clear. The problem is similar to that outlined in Remark 17. Namely, classically $\Pi_{2}^{p}=\Sigma_{2}^{p}$ collapses PH since for any $\Pi_{3}^{p}$ decision problem, fixing the first (universally) quantified proof yields a $\Sigma_{2}^{p}$ computation. But this can be replaced with a $\Pi_{2}^{p}$ computation by assumption, yielding a computation with quantifiers $\forall \forall \exists$, which trivially collapses to $\forall \exists$, i.e. $\Pi_{3}^{p} \subseteq \Pi_{2}^{p}$. In contrast, for (say) $\mathrm{QC}_{3}$, similar to the phenomenon in Remark 17, fixing the first (universally) quantified proof does not necessarily yield a $\mathrm{QC} \Sigma_{2}^{p}$ computation. Thus, a recursive application of the assumption $\mathrm{QC} \Sigma_{2}^{p}=\mathrm{QC} \Pi_{2}^{p}$ cannot straightforwardly be applied.

Since Precise-QCMA plays an important role in Theorem 8, we close with an upper bound on Precise-QCMA.

## - Lemma 38. Precise-QCMA $\subseteq \mathrm{NP}^{\mathrm{PP}}$.

Proof. Let $V$ be a Precise-QCMA verifier. Using Claim 34, we may assume that for any proof $y, V$ either accepts $y$ with probability 1 or rejects with probability at most $1-2^{-q(n)}$. Thus, for any fixed $y$, the resulting computation $V_{y}$ is a Precise-BQP computation. This implies Precise-QCMA $\subseteq \exists \cdot$ Precise-BQP (see also Remark 17). But by Definition 16, $\exists \cdot$ Precise-BQP $\subseteq \mathrm{NP}^{\text {Precise-BQP }}$. Combining this with Lemma 14, which says that Precise- $\mathrm{BQP} \subseteq \mathrm{PP}$, yields the claim.
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[^0]:    1 Recall that unlike a decision problem, for a promise problem $A=\left(A_{\text {yes }}, A_{\text {no }}\right)$, it is not necessarily true that for all inputs $x \in \Sigma^{*}$, either $x \in A_{\text {yes }}$ or $x \in A_{\text {no }}$. In the case of proof systems such as QCPH, when $x \notin A_{\text {yes }} \cup A_{\text {no }}, V$ can output an arbitrary answer.
    ${ }^{2} \mathrm{PP}$ is the set of languages decidable in probabilistic polynomial time with unbounded error. Note $P^{P P}=P^{\# P}$.

[^1]:    ${ }^{3}$ This problem determines whether the spectral gap of a given local Hamiltonian is "small" or "large".
    4 This was used, in turn, to show in conjunction with [8] that SPECTRAL GAP is $\mathrm{P}^{\text {Unique-QMA[log] }}$-hard.

[^2]:    5 A POVM is a set of Hermitian positive semi-definite operators that sums to the identity. In this case, the POVM has two operators - corresponding to the ACCEPT and REJECT states of the verifier.

[^3]:    6 This can be accomplished in exponential time as follows: Replace gate set $G$ with $G^{\prime}$ by approximating each entry of each gate in $G$ using $2^{s(n)}$ bits of precision, for some sufficiently large, fixed polynomial $s$. Define $C^{\prime}$ as $C$, except each use of a gate $U \in G$ is replaced with its approximation $U^{\prime} \in G^{\prime}$ Then, via the well-known bound $\left\|U_{m} \cdots U_{1}-V_{m} \cdots V_{1}\right\|_{\infty} \leq \sum_{i=1}^{m}\left\|U_{i}-V_{i}\right\|_{\infty}$ (for unitary $U_{i}, V_{i}$ ), it follows that $\left\|C^{\prime}-C\right\|_{\infty} \in O\left(\operatorname{poly}(n) /\left(2^{2^{s(n)}}\right)\right)$, since $V_{n}$ contains poly $(n)$ gates. Here, $\|A\|_{\infty}=$ $\max _{|\psi\rangle} \| A|\psi\rangle \|_{2}$ for unit vectors $|\psi\rangle$ denotes the spectral or operator norm. Finally, apply the fact that $\max _{i, j}|A(i, j)| \leq\|A\|_{\infty}$ (p. 314 of [18]).

[^4]:    ${ }^{7}$ The perfect completeness proof for QCMA also works in the inverse exponentially small gap setting [20].

