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1 Introduction

One of the starkest changes in developed economies oveasiasgveral decades has been the increase in women'’s
educational attainment. In the United States, the propodf women obtaining a college degree has increased more
than four-fold, from about 8 percent for the cohorts borrhia 1920s (graduating from college in the 1940s) to about
35 percent for cohorts born in the 1960s (graduating frortegelin the 1980s). The rapid rise in college attainment
for women has reached the point where women are now morg likeh men to graduate from college.

Less widely known is that accompanying this change irefensive margin of college attendance and graduation,
there were also substantial changes inititensive margin of college major choice. For the cohort born in 1920,
women who graduated from college obtained about 84 perdahe degrees in the humanities, social sciences, or
teaching fields, and only 11 percent in science, mathematiengineering and 5 percent in business or economics. In
contrast, college educated men born in the same year haddddupercent of their degrees in science, mathematics,
or engineering, and 27 percent in business. Forty yeans fatethe cohort born in 1960, the proportion of women
earning degrees in science fields nearly doubled to about2@pt and the proportion in business increased four-fold
to 25 percent.

As Figurd 3 shows these changes have resulted in an incretimefemale-male ratio of the proportion of degrees
in science and business from the 1920s to 1960s birth colRutsunlike the female-male ratio in college attainment,
the gender gap in college major composition is still far s parity for these recent cohorts, with women about 2/3
as likely as men to earn a degree in a science or businessHaidhen. Incorporating this information on college
major choice, we then have a more nuanced picture of the gelifterences in educational attainment: while women
have reached parity with men in rates of college graduatimre remains a substantial gender difference in college
major choices.

To understand the evolution of these educational choib&spaper develops and estimates a dynamic overlapping
generations model of human capital investment and labgriguPpur main departure from the previous literature is the

way we measure human capital, making a distinction betwekege degrees with different majors. We define human

ICalculated from Census and CPS data, discussed below. §eeli. As Goldin, Katz and Kuziemko (2006)

point out, this more recent trend represents a “homeconufigiomen to college as the earlier cohorts of women,
who graduated from college in the 1900s-1930s (born appratdly in the 1880s-1910s), actually attended college at

the same rate as men.
2See Figuresl1 arid 2.



capital skill classes by schooling years and degree, imofuspecific college fields of study, rather than by schooling
years only (as in e.g. Heckman, Lochner, and Taber (1998)kathtote, Storesletten, and Violante 2010), or years
of schooling combined with white, blue, and pink collar opation categories (as in Lee 2005 and Lee and Wolpin
2006). Our model explicitly incorporates college majoeséibn as a distinct choice and allows for heterogeneity in
major specific skills and tastes. Our multiple generationdehallows for non-stationary college major specific rénta
rates, allowing the returns to science degrees relativaneamities degrees to vary over time.

Due to data limitations, most notably that the Current Pafioth Survey (CPS) and Decennial Census do not record
college major information, economists studying long-téremds in human capital investments in the United States
typically use years of completed schooling as their meastireiman capital. For the college educated population,
years of schooling is a substantially incomplete measutbef human capital as the various college majors chosen
by college graduates represent substantial investmersgeaific human capital, as suggested by the large average
earnings differences between individuals with differemjons (compare the average earnings of an individual with
a degree in the humanities versus one with a degree in engigeeTo overcome the lack of long-term time series
data on college majors, we turn to auxiliary data from 19982003 National Survey of College Graduates (NSCG).
With the retrospective questions on college majors, the Gl8&ta allows us to reconstruct the date of completion and
specific major of the college degrees earned for a large sanfilS residents born from the 1920s to the 1960s. This
dataset offers the most extensive historical coverageatis in college major composition by birth col‘Hth.

We combine the NSCG data with the CPS, Census, and otheretiatasd use the combined data to provide a
fuller picture of the trends in human capital investmentd as the basis of our estimation framework for the choice
model. ldentification of the time series for major specifidl skental rates is a key issue here given that we do not
observe the long-term major specific wage rates in the CPSns® and have only a limited number of years of
earnings by major from the NSCG. We show how one can use cdlifatences in average wages for each calendar

year (from the CPS and Census), combined with the propodicach cohort graduating with each major (from

30ther data exists to track the college major compositionegfrdes earned, using administrative counts from
each US college and university, collected by the HEGIS aiDI® surveys since the mid 1960s (for graduates born
approximately since the mid 1940s). However, the NSCG dasaskveral advantages: i) it provides college major
composition by birth cohort rather than for graduating s#ss and therefore provides information on the lifecycle
timing of college decisions, ii) the data is available fooader span of cohorts allowing greater historical coverage

and iii) the NSCG data provides contemporaneous earnirdjiahor supply information linked to college major.



the NSCG), to identify major specific skill rental rates. ldalprevious studies that explicitly specify an aggregate
production technology and use equilibrium supply and dehtamditions to identify skill rental rates (e.g. Lee 2005,
Lee and Wolpin 2006, 2009), we side-step the issue of spagifiie technology by treating the skill prices as unknown
parameters and directly estimating the non-stationanyesece of prices along with the other model parameters. This
procedure avoids the considerable computational costropating the equilibrium for each trial vector of parameters
and allows us to more robustly estimate other model parasmbjeavoiding mis-specifying the technology.

We decompose the across cohort changes in educationalna¢tai and major selection into three channels: i)
changes in gender neutral relative major specific skillakrdtes, ii) changes in gender and major neutral post-
secondary tuition rates, and iii) changes in the genderifspgalue of home/leisure. We find that all three channels
played a quantitatively important role in determining matel female human capital investments.

Our estimates indicate that the rental rate of science asithéss major specific skills increased relative to hu-
manities skills during the 1980s and 1990s, and this shifsed higher college attendance and a shift toward science
and business degrees for both men and women. Both men andwesp®nded to these changes in skill rental rates,
but, because of their lower level of home utility and highepected future labor supply, men were more responsive
than women. An increase in the cost of tuition during thisqubdiscouraged college attendance and partially offset
the change in skill prices. The effect of higher schoolingtsmn college major composition is theoretically am-
biguous, but given the distribution of skills and tastes stneate, we find that higher tuition reduced the proportion
of individuals who would have otherwise completed scienue lusiness majors from entering college at all, which
militated against the changes in skill prices favoring ghslds. An important factor in the increase in female caleg
graduation and the shift toward science and business fieldsweduction in the value of time in the home for women
and higher expected future labor supply. We do not model #ipéicit mechanisms of the changes in home value,
and the current literature offers several possible caneiggplanations, including changes in the price of home good
(Greenwood, Seshadri and Yorukoglu 2005), an increaseeiravhilability of oral contraceptive (Goldin and Katz
2002; Baily 2006), and changes in cultural norms with regandomen’s participation in the labor force (Fernandez,
Fogli, and Olivetti ZOOAH Our estimates are in line with these findings, and we showthiese types of mechanisms

can also account for a shift in the college major compositimmomen.

4See Goldin (2005) and Goldin, Katz, and Kuziemko (2009) fsumnmary of other possible factors behind the
growth in women’s labor force participation and educatl@ttainment, including changes in divorce rates and work-

place discrimination laws. In addition, Charles and Ludb0@) argue for the importance of earnings risk differences.



Our research builds on previous studies that model collegjemhoices. A number of papers have examined field
of study choices in equilibrium models, focusing on paifictields such as engineers, lawyers, or teachers (Freeman
1971, 1976a, 1976b; Siow 1984; Zarkin 1985). Our framewaRkegalizes these studies by jointly modeling the
lifetime sequence of education and labor supply choicemméxing multiple fields rather than one field in isolation,
and incorporating heterogeneity in skills and tastes. hatek has studied field of choices using single cohort, phrti
equilibrium models, incorporating such factors as hetenaity in earnings and tastes, lifecycle earnings growth,
earnings risk, and learning about abilities in college kBraore and Low 1984; Berger 1988; Eide and Waehrer 1998;
Arcidiacono 2004; Shore and Saks 2005; Montmarquette, iBganand Mahseredjian ZO(J%)We complement
these studies, which focus on a particular point in timeneatie of the college major choice process, by estimating
a multiple cohort model, which allows us to study the noristery features of the economy that can explain the
long-term changes in college major composition.

Our paper proceeds as follows. First we provide some deserigvidence on trends in college major composition
and earnings and labor supply differences for individuath different majors. We then outline our choice model and
layout the identification and estimation strategy. The fawdtions discuss the model estimates and conclude with a

decomposition of the trends in educational attainment fen and women.

2 Descriptive Evidence

2.1 Trends in Field of Study Composition

Using the NSCG data, Figuré$ 1 dnd 2 provide the field of stuhgpmsition for men and women, respectively.
We aggregate the college majors into three bachelor degegaries: i) science, mathematics, and engineering
(“science”), ii) business and economics (“business”), idhdumanities, social sciences, and teaching (“humasii.
Data construction and field aggregation details are proMigdow. For the 1920 birth cohort, most of whom graduated

from college in the 1940s, 84 percent of all college degraesszl by women were in humanities, social sciences, and

5More recent studies use expectations data to study colleger mhoices (Zafar 2011; Arcidiacono, Hotz, and
Kang 2011; Wiswall and Zafar 2012). Other research, notiglarge difference in average earnings across fields,
studies to what extent college majors can help explain gegajes in earnings (Rumberger and Thomas 1993; Paglin
and Rufolo 1990; Eide 1994; Brown and Corcoran 1997; Weipret998; Black, Haviland, Sanders, and Taylor
2000; Machin and Paglin 2003).



teaching fields, 11 percentin science, and 5 percent in éssirFor the men born in the same year, the field of study
composition was very different, with 41 percent of degressied by men in science, engineering, and mathematics,
27 percent in business and economics, and the remainingr82riaén humanities, arts, and education fields. College
educated men born in 1920 were nearly 4 times more likely tonia a science, mathematics, or engineering field
than a college educated women born the same year, and oveeSiore likely to major in a business or economics
field.

Examining the Figurels| 1 andl 2 we see that up until the 1950srttere was a decline in the fraction of men
graduating with science, mathematics, or engineeringesesgrand a slight rise in the fraction of men graduating in
humanities, social sciences, and teaching. For womere the@m opposite pattern during this period, with a decline
in the fraction of degrees in humanities from 84 percent tp&&ent from the 1920 to 1950 cohort.

The largest trend break, for both men and women, occurreithéocohorts born in the 1950s (who mainly gradu-
ated in the 1970s). For men, from the 1950 to the 1963 birtloitotine proportion of degrees in science, mathematics,
or engineering grew from 31 percent to 39 percent. During pleiriod there was a concomitant fall in the proportion
of men who graduated with humanities degrees, from 45 peto&0 percent. The fraction in business also increased
from 24 to 31 percent. It appears that beginning in the 19%@$ undergraduate students began to switch their majors
away from humanities fields to science fields, and to a lesgentbusiness fields.

The trend for women is similar to that for men, but the deciimtne proportion of humanities majors, which were
the predominant degree fields for women graduates priotd #70s, is even larger. Contrasting the cohorts born in
1950 vs. those born in 1963, the proportion of science gtadiuacreased from 13 to 21 Eercent, and the number of

graduates in business increased from 9 percent to 29 peeclentl approaching that of mgn.

2.2 Gender Differentials in Human Capital Investments

Figure[3 directly compares the gender differences in thedtie the extensive margin of college completion and the
intensive margin of the ratio of female-to-male proportiar undergraduate degrees in non-humanities fields (i.e.
science and business fields). In the Figure, there are thtiemspatterns. First, gender differences in field of study

composition are larger (more unequal) than gender differémcollege attainment. Examining only extensive margin

81t is important to note that while the field of study compasitiamong college degree holders changed consid-
erably, at the same time there were many more female and roliége graduates, hence thember of humanities

degrees actually increased over this period.



human capital differences greatly understates the geriffiereshces in field of study composition. Second, the trend
for the female-to-male ratio in both the extensive and isiteneducation margins are generally increasing across bir
cohort, with the steepest rise for the cohorts born in thed$3md mid-1960s, and a flattening, and even declining
ratio for the later 1960s cohorts. Third, while the ratio efrifale-to-male college graduation has reached parity, and
even exceeded parity by the mid 1950s cohort, the genderirafield of study composition is still far below 1 for
even the most recent cohorts. Even for the most recent cimastir data, women are only about 2/3 as likely as men

to earn a college major in a science or business field.

2.3 Earnings by Field

Table[B-1 documents differences in earnings by field, whexeige annual earnings for all workers aged 25-59 who
worked full time/full year. Earnings are in 2002 USD. Furthetails are in the data section.

Average annual earnings vary considerably across fieldstubdime/full year men whose college degree is in a
science and business fields, average annual earnings ar83&Hd $81,963, respectively, while the average earnings
for men with a degree in a humanities, social sciences, chteg field is $72,198. On average, women earn less
overall than men in each of the three field of study categori®ag, as for men, there are considerable differences
in annual earnings across field. For full time/full year wamaverage annual earnings are $63,873 with a degree in
science, $57,675 with a degree in business, and $52,59@widgree in humanities.

To control for age differences across fields, we also eséichatregression of log annual earnings on field of
study and a full set of age indicators (full results avaabh request). From this analysis, we see that men have
larger differences in age adjusted earnings across fieldswlomen. Average male earnings are 24 percent higher
in a science field, and 16 percent higher in a business fidltjye to humanities. For women the differences are
19 percent and 10 percent. For comparison, note that thenretia year of schooling, estimated from a log wage
regression on years of schooling using CPS data, is typiabhibut 6 to 8 percent during this period. For men, a field
of study earnings difference of 25 percentin science (kelab humanities) is therefore similar in magnitude to abou

3 to 4 additional years of schoolitlg.

"These figures are of course descriptive in nature, as saestised on unobserved skills can bias the estimated
returns to years of schooling and fields of study. Our estithatodel discussed below directly incorporates selection

based on unobserved skills.



2.4 Fields of Study and the Gender Earnings Gap

The NSCG data demonstrate that there were significant cedangke composition of college majors among those
with post-secondary degrees. For the most recent geneydtie shift was from lower earning fields (humanities,
social sciences, teaching) to higher earning fields (seieangineering, and business), for both men and women,
although the change was substantially larger for womeniriguhis same period the gender gap in earnings closed as
well. We next examine how closely related the change in fiektuady composition is to the change in the gender gap
in earnings.

To examine birth cohort level changes in earnings, we fitath@se the birth cohort effects from the the following
log wage regressionn w;;. = v + d. + €., Where they, are time specific intercepts and theare cohort specific
intercepts. We estimate this regression for college eddaaen and women separately using the combined CPS and
Census data for the years 1949-2008, with the sample rtestic cohorts born 1920-1969 and individuals aged 25-
59. We then construct a female-male log wage ratio in easingort effects from the estimatédcohort intercepts:
d.(female — é.(male).

Figure[4 graphs the female-male log wage ratio against tmalfemale ratio in the proportion of science and
business degrees. There is a clear positive and signifielitanship between the college educated earnings gender
gap by birth cohort and the proportion of degrees in higharieg science and business majors. The regression line for
this relationship has a slope of 0.55 (0.041 standard esra)R-squared value of 0.79. While this relationship cannot
be given a causal interpretation, we take this correlatosuggestive that the trend in college major composition is

strongly related to the trend in the gender earnings gap.

3 Model

3.1 Overview

The economy consists of a single sector and overlappinggtbms@ Time is discrete and individuals make decisions

over a finite horizon. Each period or age for an individualndexeda = 16,17, ..., A, where the initial age of

8Implicitly, we allow for generational spill-overs throughe equilibrium skill prices (one generation’s supply of
skills affects equilibrium prices for all other overlapgigenerations), but we do not model this directly. One cagrref
to this as an “overlapping generations” model for this reasiespite the fact that generations do not directly interac

with each other.



decision making is age 16 and adds an exogenous retirement age.

At each age, individuals make decisions regarding laboplstand human capital investments based on expected
future labor market returns, their own heterogeneous prates for working in the labor market, and their tastes
for various kinds of schooling. Our major point of departén@n the existing literature is that our formulation of
human capital skill classes is by schooling yeand degree, including specific college fields of study, rathanthy
schooling years only (as in e.g. Heckman, Lochner, and Ta®@8 or Heathcote, Storesletten, and Violante 2010),
or years of schooling combined with white, blue, and pinkarabccupation categories (as in Lee 2005 and Lee and

Wolpin 2006).

3.2 Choice Set and Preferences

At each ages, individuals choose from a set of mutually exclusive atigég: enroll in school to obtain degreke
fromthe setd = 1,..., D, work in the labor market, or stay at home. The degree satdes high school drop-outs

(d = 0), high school degreegl (= 1), 2 year college degreeg & 2), and specific college degrees defined in 1 of 3
college major categoried (= 3,4,5). We aggregate college majors into 3 categories: i) sciemeghematics, and
engineering, ii) business and economics, and iii) humesitsocial sciences, and teaching, where the last category
encompasses all remaining fields. Individuals at age 16asanigh school drop-outs (with degrée= 0) and then
decide whether to finish high school and earn any post-secgggrees.

The flow utility of an individual of gendey, typek, and age: in periodt from choosing each alternatiyas:

va(k) + v6Ta,e + e}m(a) if go to school for degreé
ut(a) = ¢ yrwa(k, a) + e2(a) if work 1)

v8(k) +79(g) + v10(9)ce(g, a) +y11(g)(t — a) + €3 (a) if stay at home

The consumption value of going to school for a particularded has a time invariant and type specific component
va(k),d=1,..., D, acomponentthat depends on a time varying tuition egst,as well as a stochastic component,
e}i,t(a). Tuition costs are constructed using data on average cbsthooling for 4 year and 2 year degrees in the
United States, as detailed below. We assume tuition costharsame for all individuals who attend school in yiar
but allow the consumption value of school attendance foh elegree to be individual type specific. The type specific
component reflects the cost of study effort an individualilsovhen completing a degree and the consumption value

individuals receive because they enjoy studying a pagicubject.



For an agent whose highest degree obtained at g, the utility from working is determined by the wage rate,
wa.+(k, a), and a stochastic componeti{a), which reflects idiosyncratic (dis-) utility of working. Was are degree,
calendar time, age, and type specific, reflecting heteratygneskills across types and age, and calendar time varying
rental rates of skill for each degree. Note that skill end@nta and therefore wages are type specific, and we allow
for and estimate different distributions of types by gendéence wages are gender specific, as are all type specific
elements of the model.

The consumption value of staying at home has a type speciitiae invariant component, denoted fy(k); a
gender specific intercepiy(g); and a component that depends on the average cohort and exgjécsiertility rates
for men and women, given by (g, a). ¢:(g, a) is estimated from the CPS and Census data using the averagenu
of children under 5 years old atat periodt. We normalize the gender specific intercepi(g), for males to O.

We allow the value of staying at home to depend on the numbehitifren under 5 years old in order to reflect the
possibility that the value of home production changes withgresence of young children. In this way, we allow the
home value to be age and cohort varying due to changes intcgexific fertility rates. Note that this term varies by
the individual's age, as well as by cohort, reflecting howthlie of home changes through the life-cycle because of
birth timing and spacing. We also allow the extent to whidhilfey changes the value of leisure to differ by gender,
denoted by the coefficient;o(g). We take the fertility rate changes to be exogenous to theeinadd our model
examines labor supply and human capital decisions reltditleese changes. In addition to the changes in value of
leisure induced by changes in fertility rates, we also allbevvalue of leisure to change by year of birth, where birth
cohorts are indexed hy— a. v11(g) reflects the extent to which the value of leisure changesitly bohort, and this

trend slope is allowed to vary by gender.

3.3 Wages and Skill Production Technology

An individual of typek, who has obtained degréesuppliessq :(k, a) to the labor market if he/she decides to work.
The skill supply of a typé: individual at age: and timet is given by:
sai(k,a) = exp (aq(k) + Brzi(a) + Bozi(a)?) (2)

wherea; 4(k) is the degree specific intercept,(a) is the total labor market experience at agand period. The

skill level of an individual is determined by the highest degythe individual currently holds. Therefore as individua
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earn college degrees, they switch from supplying high sidabor to college labor in a specific field.

For an individual of typé:, whose highest degreedsthe wage offeiw, . (k, a) at periodt and age: is given by:
wd,t(ka a) = rd,tsd,t(ka a) ()
wherer, ; is the period rental rate of skill degree clagsands, +(k, a) is the level of accumulated degréeskill.H

3.4 Household’s Problem

The decision model starts at age=€ 16). There are three non-stationary elements to the modél:psides, tuition

costs, and home values. Individuals are assumed to hawxptfesight regarding the future evolution of these com-
ponents but there is uncertainty about the future reatinatbf the stochastic shockga) = [¢] ,(a), ..., ep (a), €7 (a), e} (a)].
At each age, after realization of the current period shackkyiduals choose between going to school to earn degree

d, working in the labor market, or staying at home. The statecspf an agent at agein periodt includes the

present and future sequence of degree-specific renta) RteB; 1, ..., Ri+a—q, WhereR; = {ry,...,rp:}, the
present and future cost of schooliig T;+1, Tj+4—q, WhereT, = {71 4,...,7p}, and the present and future value
of home, which depends on the age and cohort specific fentdiies{c;(a), cty1(a + 1),...,ct1a-a(A4)}, and an

additional cohort trend. Other state variables includeitidévidual’'s typek (which determines her degree specific
skill endowments, and schooling and leisure tastes), tal@r market experience atc;(a), highest degree already
obtainedd;(a) € {0,1,..., D}, and whether the agent was in school for degr@eprevious periody,. (a)

The vector of state variablé, (a) is then,

Q(a) = [k, 2zi(a), yau(a), Ry, Ry, - .., Ripa—a,
Ct(a)7 Ct-‘rl (a + 1)7 ey Ct+A—a(A)7 Tt7 Tt+la L 7Tt+A—a7 Et(a)]'

wheree;(a) is the vector of idiosyncratic shocks to preferences. Thiéne equation formulation of the dynamic

9Gender based discrimination in the labor market would bectftl in gender differences in skills. Since skills are
not separable identified from wages, we cannot distingugsiveen differences in skills and discrimination conditibn

on skill.
1Note that the entire sequence of future sequences of skiégrhome utility, and schooling costs are not relevant

to decision making in periot] only these sequences from agantil retirement at agel.
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problem is then

V(u(a).) = | max () + OBV (e (a+ 1).a+ 1)hi(a). ()] @

whereQ,41(a + 1) is updated according to the current period labor chaide)*(2:(a)) € {0,1} and schooling
choicegq;(a)* (% (a)) € {0,1,...,D}. hi(a)*(2:(a)) andg(a)*(£2:(a)) indicates optimal choices. Agent expec-
tations are with respect to the future distribution of prefeee shocksF'(¢.(a)). We assume the random shocks to

alternative specific utilities are independently and idelly distributed across individuals and over time:

E[V(Q(a), a)lhi(a), ¢:(a)] = /V(Qt(a),a)dF(é‘t(a))

Initial conditions are set such that individuals have ndaated any degree at age= 16. Labor market experience
is 0 at age 164:(16) = 0. Labor market experience is accumulated:as, (a + 1) = z:(a) + he(a)*(Q(a)). We
assume that individuals cannot simultaneously work arehdtschool, and we rule out part-time schooling or part-
time working during a calendar period. Given that the dataté us to examining completed degrees, we assume
that individuals who enter school for an undergraduate aadugte degree finish these degrees in a given number
of periods. The decision to enter school to obtain a degreetbre becomes a temporary absorbing state. Also,
individuals cannot study for more than one degree simuttasly. We do allow for individuals to enter school at any
age (up to a maximum age of 40) to complete a degree. This iliexddlows the model to capture older individuals

returning to school and completing degrees when, say, thecated returns are higher.

3.5 Equilibrium Conditions

An important difference between our model solution and jmév research is that we do not model the equilibrium
determination of skill prices but instead treat skill psa@s unknown parameters. We discuss identification of skill
prices below. Our treatment of skill prices as free paramsaléferentiates this study from two types of previous
research. Unlike previous research (e.g. Katz and MurpBg 8&d Krusell, Ohanian, Rios-Rull, and Violante 2000),
we do not assume skill prices are exactly equal to observgesydut instead allow for heterogeneity and endogeneity
in skill acquisition, which creates a “wedge” between okediwages and skill prices. On the other hand, unlike other
studies which explicitly model the equilibrium in skill pes (e.g. Lee and Wolpin 2005; Heathcote, Storesletten, and

Violante 2010), we do not model the equilibrium. As in thesglges, modeling the equilibrium in the market for skills
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in our setting would require specifying an aggregate prtédaodcechnology and its evolution over time. We side-step
the assumptions required to close the model in this fashyoindaiting the equilibrium prices as parameters directly
and focusing on the identification of these parametersgaldth the other model parameters, using the existing data.
The advantage of our method is then two-fold: i) we can esértize model parameters more robustly by avoiding
mis-specifying the technology and equilibrium of the marland ii) we avoid the typically computationally costly
calculations involved in computing the equilibrium. Theativantage of our approach is that we cannot compute
equilibrium counterfactual experiments directly since deenot model or estimate the necessary components this
would require. However, our model estimates do allow us tetroar main goal: decomposing the changes in human

capital investments into components by prices and otherstationary features of the economy.

3.6 Sources of Changes Gender Differences in Human Capitahvestments

Using the modeling framework we lay out above, we can nowudisthe various avenues the model allows for gender
differences in human capital investments. Men and womemeimrtodel differ on several dimensions: skills, tastes for
schooling, and the value of the home alternative. Among thestationary elements of the model, skill prices and
tuition costs are gender neutral, while the value of homepeton, which depends on gender, age, and birth cohort
specific fertility rates, is gender specific. In general,rafes in each of the non-stationary features of the economy
(skill prices, tuition costs, and home value) alters bot nlumber of individuals who choose to go to collemel

college major composition. We discuss the role of each afalmodeling elements in turn:

1) Skill prices: Changes in relative skill prices alter thétive return to various human capital investments. Haxev
because men and women have different type distributionsteerdfore different levels of skill endowments, changes
in skill prices can affect the labor market return to humapited differently by gender. In addition, if women have a
higher utility from home, and therefore expect to work legsrdgheir lifetime, any wage gains or losses from choosing

a particular degree would not translate into as large tiftairhe utility gains or losses as it would for men.

2) Tuition costs: Higher tuition costs for post-secondatyeation reduces the number of college graduates. However,
the effect on college major composition is ambiguous givext tuition is field of study neutral, with a single cost
for all degrees of a given type (we do allow for different ituit levels for 2 and 4 year college degrees). On the
one hand, higher tuition costs can cause individuals toofogmpleting majors that do not offer a high enough labor

market return to justify the upfront cost. This would preditat higher tuition costs would shift the compaosition
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of college majors toward science and business majors, aagl ’imm humanities majors, because the science and
business majors have higher pecuniary returns.

On the other hand, the overall effect of higher tuition on ¢benposition of college majors also depends on the
distribution of skills and tastes in the population, whicktetmines who selects into college. For example, higher
college tuition will particularly deter enrollment for indduals with an absolute skill advantage across all degree
or with high tastes (relative to working or staying home)aasr all degrees. These individuals’ skill endowments
and tastes are similar across different degrees (e.g. osieigpol, high school, as well as the various college major
categories) and therefore have high potential earningssyehic utilities from attending school regardless of the
education level they choose. Therefore, these indivichele a relatively low marginal benefit of obtaining a college
degree and are most easily deterred from college enrolimeasponse to college tuition cost increases.

In contrast, individuals with a comparative advantage itege related skills or tastes relative to non-college are
not as responsive to tuition costs. These individuals hahe loigh skill endowments or tastes in college degree
categories (e.g. science, business, humanities) andaheteve a relatively high level of potential earnings dlityt
from going to college. These individuals have a high maidieaefit of obtaining a college degree and are not easily
deterred from college enroliment. The factor that deteemitihe impact of college tuition cost increases on college
major composition is then the characteristics of the irtligls who comprise the pool of each major prior to tuition
cost changes. For example, the majors that attract indidsdaith an absolute advantage across all degrees would
then be those most affected by a tuition change. The effeattoition cost increase on the gender composition of

college majors then depends on gender differences in tirébdisons of major specific skills and tastes.

3) Home value: In the model, there are three channels thratngth a reduction in the value of home can impact the
number of college graduates and college major compaosition.

First, a reduction in the value of home has a short-term effelowering the opportunity cost of schooling. This
short-term effect increases the number of individuals win@ose to go college, but does not directly impact college
major composition, as the opportunity cost of schoolindpesgame regardless of the major chosen.

Second, a reduction in the value of home has the long-teentalf increasing expected labor supply and therefore
lifetime gains from human capital investment. With incehexpected labor supply, degrees with higher pecuniary
returns (due to either higher skill rental prices relativether degrees or the individual’s higher skill endowmémts
these degrees) become more attractive as these degregparted to generate more labor income. If the home value

for women declines more than for men, women become moreagitoiimen in terms of the importance they place on
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the pecuniary returns to each degree, and degrees in higireng fields such as science and business become more
attractive.

Third, the long-term effect of increased expected laboplughanges the nature of selectivity into college enroll-
ment, as tastes become less important relative to skillensimts in determining who chooses to go to college. In this
regard, the differential selection into college educatéirar the reduction in the home value can also be an important
factor in determining how college major composition chaageor example, the implications of lower home value
depends on the characteristics of the marginal individuad ewitches to obtaining a college degree. A lower home
value does not necessarily increase the proportion ofgmigaduates in science and business fields if the marginal
individual has higher tastes or skills in humanities fieltfsthis case, a reduction in the value of home could shift
the composition of individuals graduating from college énd/those who have a comparative advantage in humanities

fields, offsetting or even reversing the effect of higherastpd labor supply on major choice.

4 Data

41 CPS

We use the 1968-2003 March Current Population Survey (CB®) dovering educational attainment, labor supply,
and earnings for the 1967-2001 period. We use the sampleiwfdnals aged 16-65 in all years. To create a common
educational attainment measure, we use years of schogliitg {o the 1992 CPS) and degrees obtained (1992 CPS
and after) to classify individuals into 4 degree groupshtighool drop-out (less than 12 years of schooling or no high
school diploma), high school graduate (12 years of schgalirhigh school diploma), some college (13-15 years of
schooling or some associate level degree), college gradi@ir more years of schooling or at least a college degree).

To maintain comparability across years, we use the intedvaleeks worked variable. Weeks worked during the
previous year were reported in 7 categories, which we retmdesingle measure of weeks: 0 weeks (0), 1-13 weeks
(10), 14-26 (20), 27-39 (33), 40-47 (44), 48-49 (48.5), 20(52). We use hours worked last week as our measure
of hours worked. Observations with missing weeks workethjaar or hours worked last week are dropped. Annual
hours are calculated as hours x weeks. We define full timMg/éar status as individuals who worked at least 2,000
annual hours.

Annual income is taken from annual pre-tax wage and salagne. These values are topcoded, and the topcode

varies across years: topcode value is $50,000 until 1981, @p8ode of $75,000 for 1982-84 CPS, and topcode of
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$99,999 for later CPS. We assign a value of 1.5 times the ttgrt@alue for any observations topcoded. Annual
earnings are deflated using the CPI-U and reported in 2002. W&Dexclude all observations who report working
positive annual hours but have hourly earnings (constdicten annual earnings / annual hours) less than $3 per hour

or more than $200 per hour in 2003 $.

4.2 Census

To extend the information provided by the CPS further backirire, we use the 1940, 50, and 60 US Decennial
Censuses, which provide information on the years 1939, 49,59. The variable and sample construction is the
same as used with the March CPS data. One exception is thit Wotked last week in the 1960 Census is given in
interval values, unlike the remaining data. We use the aeshaurs worked in the 1950 Census by these same interval

categories to impute hours worked in the 1960 Census.

4.3 NSCG

Because the main source of labor force data for the Unitei@§the Census and the CPS, do not ask respondents for
information on fields of study in college, we supplement ¢hdatasets with the National Survey of College Graduates
(NSCG) for 1993 and 2003, which provides information on tleédfof study of degrees acquirQi.The 1993 and
2003 NSCG samples were taken from the 1990 and 2000 Censiesamespectively. The NSCG samples were
limited to respondents who reported in the Census havingeelaat least a baccalaureate or higher degree and were
age 72 or younger by the time of the Census. The data colfectiere intended to be nationally representative of all
college graduates currently residing in the United Statggmrdless of citizenship.

For both the 1993 and 2003 NSCG surveys, the survey instruaska respondents to list up to three baccalaureate
or higher degrees in the following categories: i) their nresent degree, ii) their second most recent degree, and iii)
their first bachelor degree, if not previously reported. &ach degree, respondents were instructed to record théamont

and year when the degree was earned, and the first and secidieid for the degree. To record their major fields,

1Several data sets, such as the National Longitudinal Sei@#gginal Cohorts), the National Longitudinal Survey
of the Class of 1972, the National Longitudinal Survey of gwand the High School and Beyond surveys include
detailed information on college graduates as part of a sgmtative sample of an entire cohort of Americans. However
each of these surveys have too few college graduates tozanadylege majors in any detail as the sample of college

graduates numbers at most a few thousand.
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respondents were instructed to write the major and recoedbabout 150 different field of study codes included with
the survey. These codes were identical across the 1993 &3ds2@veys. We aggregate degrees into 3 categories: i)
science, mathematics, and engineering, ii) business ambatcs, and iii) humanities, social sciences, and tegghin
which encompasses all remaining fields. The Data Appendigriges the aggregation of fields of study used in the
analysis below.

With non-response rates of about 73 and 63 percent, thaliséimple sizes are 148,905 and 100,402 individual-
level observations for the 1993 NSCG and 2003 NSCG survegpectively. After excluding about 4.5 percent
of observations with missing and nonsensical informatsee(Appendix), the usable combined sample is 238,344
observations.

We use the NSCG data in two ways: i) to provide a long-termsgathy birth cohort to track field of study
composition of college degrees, and ii) to provide conterapeous earnings and labor supply information by age
and field of study for the reference dates of the NSCG. For teegdurpose, we use the year of birth of respondents
to create representative samples of the proportion of eamtthdohort that completed a college degree in each of the
college majors. We select cohorts that were between the3agasd 65 in the reference years 1989 (1990 Census and
1993 NSCG) and 2002 (2003 NSC&)Our total sample has respondents born between 1924 (agedl®89) and
1967 (aged 35 in 2002). Each cohort sample has between 1aD8,@00 individual observations, where we have
more observations for cohorts that appear in both NSCG gsrws long as there are no differential death rates by
field of study, each birth cohort sample can be used to cemdigtestimate the proportion of the cohort that completed
a particular degree. From the information on the date athvbach degree was earned, we are also able to construct a
panel at the birth cohort level which tracks the age at whaathaeindergraduate degree was earned by each respondent.
This allows us to document undergraduate degrees earnaigaages by individuals returning to college or entering
college later in life.

We also use the NSCG data as a standard cross-sectionattdaasarnings and labor supply. For the 1993
NSCG, we have available the respondent’s long-form easnargl labor supply Census information linked to the
NSCG questions about field of study. For the 2003 NSCG, we kam#ar information for 2002 reference year
collected internally as part of the NSCG survey. We consteacnings and labor supply information following the

same procedures as with the CPS data. Because the surveysat@rtended to be used in a retrospective fashion, as

2Unlike the 1993 NSCG, the publicly available 2003 NSCG filesidt contain 2000 Census information. Instead

we rely on the 2003 NSCG survey information for reference 2682.
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we do here, the survey instrument does not ask respondee{sdd retrospective information about past employment,

wages, and the timing of major life course events such asiagarend children.

4.4 Fertility

We construct a measure of fertility by using the reported nenof children under 5 years of age in the CPS and
Census. We construct the average number of children underfirth cohort, age, and gender to parameterize the
non-stationary home value term discussed above. Since sohwets are missing this variable for some years (for
years between Census years), we construct a smoothedyfertdasure using a regression of the log number of
children under 5 year of age on i) a linear spline in birth abmath nodes at 10 year intervals from 1910 to 1970,
i) a linear spline in age with nodes in 4 year intervals froge 6 to 40, iii) all interactions of the birth cohort and
age splines. The predicted values of this regression fomesiimate of age and cohort specific fertility rates. To
eliminate some outliers, we additionally impose the regtmn that the number of children under 5 years of age is 0

for men and women 47 years of age or older.

4.5 Tuition

We construct a measure of the annual tuition cost for 2 yeané¢scollege) and 4 year (college undergraduate) degrees
using average tuition rates collected by the National Gdaté&ducation Statistics (NCES). This data derives from tw
surveys of the population of colleges and universities emUinited States, the Higher Education General Information
Survey (HEGIS) for academic years 1965-66 through 1985a86, the Integrated Postsecondary Education Data
System (IPEDS) for later years. These data provide avetatyent for public colleges and universities for the years
1965-, and for private and public colleges and universftied977-, where years in the surveys refer to the previous
year. “Tuition” refers to total educational expenses,udahg “required fees” and living costs (“room and board”).

To construct the tuition series, we first take the individo@amponent tuition series for undergraduate degrees
(public and private 4 year) and project each series backwsirdy the trend linear slope in (log) tuition for the last
10 years of data. With this series in hand, we then create arage tuition level across all types of college and
universities by weighting the public and private tuitiordés for each year by the fraction of degrees earned in public
and private institutions for that year. We created theduiteries for 2 year degrees by multiplying the 4 year time

series by the ratio of average tuition for 2 year to 4 yeaitutsdns across the 1990-2002 period.
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5 Econometrics Issues

5.1 Identification

One of the main identification challenges is identifyindlsld@ntal prices for specific degree skill classes when infor
mation on fields of study is not collected in the CPS or Cenats, the main sources of long term earnings information
for the US. We approach this issue by combining CPS and Cefetaswith additional data from the NSCG, where
the NSCG provides information on the year when specific degneere earned for many birth cohorts. However, this
data provides degree specific wage information for only @didhnumber of years (just 2 cross-sectional years). We
therefore cannot form a long time series on wages by posirsiecy degree fie

We show that the combination of birth cohort specific wagesifthe CPS and Census with the major composition
of the college graduates in these cohorts from the NSCGifaemthe time series of average wages by college major
category. To illustrate our identification approach, welgraa simplified version of the model. Our model of wages
posits that a wage offer for an individual belonging to bixthortc is wa:(c) = ratsai(c), whererg, is the degree
specific skill rental rate ansli;(c) is the level of the individual’s skill in degre& For convenience, we index wages
and skill by cohort, rather than age, but for a fixed calendaiog ¢, birth cohort defines age &t For our simplified
identification analysis, we set:(c¢) = 1 for all individuals and all degrees, and ignore differenicethe distribution
of skills within cohorts who complete each degree that driz@m endogenously accumulated labor market experience
and self-selection into the degree. We further assume diVioluals work, and hence the observed distribution of
earnings reflects the actual distribution of wage offersl dllthese assumptions are relaxed in our more general
model in which we estimate a model for labor supply and hunaguital investments where individuals endogenously
accumulate degrees and experience. ldentification of thielekels, up to a normalization discussed below, is a
straightforward application of sample selection methtds.

The following Lemma establishes the identification resubbir simplified modeling setup:

130ther US surveys, such as various surveys from the Natiooagitudinal Surveys (NLYS 1979 cohort, NLS
Original Cohorts) and the Recent College Graduate suryegsjde some information on earnings by degree field,

but for much smaller samples and for a limited range of cahamt time periods.
HIn this simplified setup, the skill rental rates are equaluiocpnditional) average wagesgy; = Flwg:], where

Elwg] is the average wage in periodor degreel across all birth cohorts. Hence, identification of skill tadmates

by college major is equivalent to identification of averageyes by college major.
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Lemma 1 If we observei) average wages E[w;(c)] for each cohort, ii) the proportion working with degree d pg;(c) >
0 for cohortsc = 1,...,Candd = 1,...,D, where ), p4:(c) = 1, and iii) the number of non-retired cohorts in
period ¢t (C) is at least as many as the number of degrees (D), C > D, at least one sequence of rental prices

r1,...,7pe 1ScCONSistent with the observed data.

Proof Average wages for cohottin periodt is given by

D

E[wi(c)] = Y par(c)rar

d=1

For C non-retired cohorts in periad we then have the following system 6fequations:

D
Elw(1)] = Zpdt(c)rdta
d=1

D
Elwy(C)] = par(C)rar-
d=1
QED

Example As an example, consider the case of two degree skill grodips (A, B}), e.g. humanities and science

degrees, and two birth cohort§' & {1, 2}). In this case, we have a system of two equations:

Elw(1)] =par(1)rac + pp:(1)rpe,

Elwi(2)] = pat(2)rac + pee(2)rpe,
and two unknown skill prices s, andr ;. Solving this system of equations, the ratio of degree $ipaeintal prices
is given by

s TAt pae(1)Elw(2)] — ppe(2)E[w(1)]

Bt pAt(2)E[wt(1)] —pAt(l)E[wt@)] ’

The level of skill rental price g; can then be identified as
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Elw;(1)]
pat(1) Elwap (1)]7 + ppe(1) Elwpy (1))

Bt =

and the level of skill rental price4; = 7rp;. For this case, witlC’ = D, we have a unique solution. Fat > D,
there may be more than one solution.

The Lemma establishes identification using contemporane@ge and college major composition data. In our
more general setup, there are actually two sources of fiteitdbn of skill prices: data on contemporaneous wages
(which are directly a function of skill prices) and work andueational choices (which are a function of present and
future skill prices). Future prices (prices outside our gnperiod) cannot be identified using unrealized, future,
wage observations, but can in general be identified from thek\and education choices of current agents in the
sample period since their actions are a function of expeiitetle prices. Hence, younger agents will be reacting to
a different set of future skill prices than older agents. dierence in their work and education choices identifies
future skill prices. For example, if a large proportion ofaticular birth cohort are observed choosing some pasdicul
degree, all else being equal, we would infer that these agerticipate a high skill price for this degree in the future.
Given the perfect foresight assumption and the other mogl@lssumptions, this observed behavior then identifies the
future, unrealized, skill price.

Although identification in this fashion is possible, withduture wage observations, admittedly the identification
of future skill prices is somewhat tenuous. After consitéadrial and error, we reluctantly imposed a restriction
that skill prices after 2002 are constant and equal to th@ 28@l. There are several reasons we chose to make this
particular assumption about the skill prices after 2002stFfor early cohorts, skill prices after 2002 do not matter
for decisions. Since the parameters characterizing satyodistributions of skills and tastes can be identifieahgsi
these early cohorts alone, we believe that the assumptiemsake about post-2002 skill prices have little effect on our
parameter estimates. Second, for later born cohorts, giveasonable level of discounting, the relatively moreagitst
future prices (i.e. 10 or 20 years after 2002) are not pdaiguimportant for contemporaneous decisions, which we
observe in our data. Given these factors, we felt that tlsisraption, while seemingly strong, is not particularly ¢alic
for the identification of the main model parameters, as wefica the counterfactual experiments we conduct using

the estimated model.
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5.2 Empirical Model and Model Solution

The model is defined up to the distribution of types and th#iligion of preference shocks. We assume there is a
finite number of types, which we set at 5 types in the estimagigen the lack of substantial improvement in within
sample fit with the addition of a sixth type. The distributmfitypes is stationary but differs by gender. The probapilit
masses are given by(k, g), wherek indexes type and indexes gender. We assume the type distribution support is
the same for men and women, but allow the probability masseaén and women to differ. For tractability given the
large choice set and multiple cohorts, we assume the disiibof preference shocks is Type 1 Extreme Value. We
assume the last period before all cohorts retird is 65, although since labor supply is endogenous at all periats, a
individual can “retire” and choose not to work before age®e discount rate is set at= 0.95.

Given the finite horizon, we utilize a backwards recursiolutson, detailed in the Appendix. The economy
consists of overlapping generations of individuals age 16, . . . , A. We solve the model for the lifetime sequence of
choices and wages (if working) for each birth cohort, type gender separately. The distribution of human capital
investments in the economy at any calendar petittien depends on the degree choices of each non-retired birth
cohort up to that point. We solve the model for all cohorts lisn aged 65 in the period 1970-2002.

In addition to the main model behavioral parameters, we alknv a measurement error process in earnings.
We assume (log) earnings are measured with error such team#asure of earnings in datalisw},(k,a) =
Inwg,.(k,a) + wq, Wherewy is a mean zero measurement error term, with an unknown m'tsjmhich we es-
timate. Due to the partial observability of earnings by egdi major, we constrain the measurement error in earnings

to be the same for all college majors; = 04 = o5.

5.3 Estimation

The full set of parameters in the model consists of iparameters that determine utility flows from each of the
decisions from[{l1), ii}x and 3 skill function parameters froni2), iii) gender specific ¢ygistribution parameters
m(k,g), iv) degrees specific skill rental rate parametejsfor each year and degree, and v) earnings measurement
error parameters,.

While the rest of the model is relatively parsimoniouslygmaeterized, there are many skill rental rates with 6
total degrees and over 80 years of choices. To reduce thendiomality of the parameter space, we use a spline
approximation for the rental rate series for each degramaisg a constant slope in 5 year intervals from 1948-2002.

Prior to 1948 and after 2002, we assume a constant skilllnexteafor each degree at the level of the last skill price in



22

1948 or 2002.
We use a method of moments (minimum distance) estimatofl Henote the full set of parameters, including the

skill price parameters. The vector of parameter estimategjiven by

0 = argmin(M — M(0))'W (M — M(6)),

where M is the sample analog moments corresponding to the model mtsi&(#). Note that we exploit the
structure of the model to avoid simulation and have exadytin&xpressions fol/ (6), as explained in the Appendix.
This has the advantage that the objective function of oumasbr is smooth with respect to the parameters, up to
machine precision. Since we avoid simulation, we also agpidassociated “simulation noise” which would otherwise
inflate the variance of our estimator.

We use the following set of moments from each data set:

i) CPS: a) Fraction of population in one of 4 year of schooliategories (less than 12, exactly 12, 13-15, and 16
or more) by year (1963-2002), conditional on birth cohod gender. b) Employment rates, average annual wages
and standard deviation of annual wages in one of 4 year ofddicigocategories (less than 12, exactly 12, 13-15, and
16 or more) by year (1963-2002), conditional on birth colamd gender.

if) Census: a) Fraction of population in one of 4 year of sdimgocategories (less than 12, exactly 12, 13-15, and
16 or more) by year (1949 and 1959), conditional on birth cband gender. b) Employment Rates, average annual
wages and standard deviation of annual wages in one of 4 §eahooling categories (less than 12, exactly 12, 13-15,
and 16 or more) by year (1949 and 1959), conditional on bitioct and gender.

iii) NSCG: a) Fraction of college educated population hatgéach degree for all cohorts who are non-retired and
aged 35 older in years 1993 and 2002, conditional on cohdrgander. b) Employment rates, average annual wages
and standard deviation of annual wages for post-secondayned holders in 1989 and 2002, conditional on college

major, age, and gender.
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6 Results

6.1 Parameter Estimates
6.1.1 Wages and Skills

Panel A of Tabl€ B displays the parameter estimates famtherience component of the skill production technology
(@). As is typical, we estimate a concave experience profilh a positive linear term and a negative experience
squared term. Our estimate of the linear component at 0.6trisiderably smaller than the estimates using OLS
regressions of log wages on potential experience (agesypéachool-6), typically around 0.03 to 0.04. Unlike these
estimates, our estimate of experience take into accouettsah into different experience profiles, given that weilyi
estimate the return to experience along with our other mpaielmeters using our model of endogenous labor supply.
Our lower estimate of experience suggests that the OLS a&&tiare upwardly biased due to positive selection into
the full time/full year labor force of higher productivitypes.

The full estimates of our 5 point distribution for thg (k) type specific skill function intercept terms are presented
in an on-line appendix. To interpret the estimates, onedtake into account the particular skill price normalizatio
For any particular degree skill, the pricg (for degreed in calendar period) and skill levelsy: (k, a) (for typek and
agea) are not separately identifiable since skill and prices atedirectly observed, and we infer skill prices from
wage and choice data. We normalize prices relative to the fjgskill interceptiay(1) = 0. This implies that with
no experience at some age, the level of skill for type 1 agentg(1,a) = 1 for all d,¢. The wage for type 1 agents
with no experience is themy (1, a) = rq+ for all d, t, where the; ;. prices are freely varying parameters we directly
estimate, as discussed abgve.

In order to interpret the heterogeneity in skill levels wéireate, Tabld B-B provides the average level of the
heterogeneous skill intercepts for each of the variousatetypes. The average level is calculate¥ gsr (k, g)aa(k),
wherer(k, g) is the probability mass for typk and gendey and ay(k) is the typek level of skill in degreed.
One of the key issues for this paper is the male and femalerdiites in skills. The difference in male and female

“skills” represents both gender based discrimination @l#or market and male-female differencesin levels of uma

5Ignoring skill differences from experience (assuméz) = 0), the normalization implies the following for log
wages:Inws (1,a) = Inry, for type 1 high school drop-outhy w1 (2, a) = Inr1 ¢ + a1 (2) for type 2 high school
drop-outslnws +(1,a) = Inry; for type 1 high school graduates,ws +(1,a) = Inry; + a2(2) for type 2 high

school graduates, and so on.
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capital. Given that we infer skills from wages, we cannotesately identify discrimination from “true” differences

in productivity, which could arise from male-female di#eices in other, unmodeled human capital levels, such as
differences in physical abilities (e.g. physical strefgttigh school curriculum, informal job training, or qualiof
work experiencg

We estimate that the largest male advantage in “skills” iswver education levels. The average man is estimated
to have 0.026 log points and 0.065 log points higher skitthe average woman, with no high school degree and
with only a high school degree, respectively. In contrast, male-female difference in average skills is less than
0.01 log points in all of the post-secondary degrees. Oumeasts of a male advantage in the labor market with a
secondary or lower degree may reflect discrimination in plaid of the labor market or differences in productivity,
for example a natural strength advantage male workers hel@n education occupations. Our estimate that in
employment with a post-secondary degree the male advaistagesiderably diminished could be because of lower
levels of discrimination for these labor markets or becahsee is truly little innate skill differences between men
and women in jobs requiring higher education. An importavieat in interpreting the results is that because of self-
selection into human capital investments based on conipadvantage, these differences in average skills do not
necessarily translate into differences in average redhlizges.

Another important issue in interpreting the estimated $léterogeneity is that small mean differences do not
necessarily indicate that there is no difference in theidigion of male and female skills. For example, the App&ndi
tables show that the type with the highest level of sciena#ifangineering skill (Type 4) is estimated to comprise
just 3 percent of women but 18 percent of men. On the other,iraad have a higher proportion of the lowest science
skill type (Type 2), which comprises 29 percent of men and é&itgnt of women. We estimate a distribution of
science/math/engineering skills that is more dispersechén than women, although the means are quite similar, with

only a small male advantage. These estimates are remariatilar to the general pattern found in past research

18Note that a key identifying assumption is that the initiaj€al6) skill distribution is stationary. The implicit as-
sumption we are making is that the investment in human dgpkils) comes only from education choices, including
of course degree level and major field. Thus men and womenacaghdo, differ substantially in their skill levels
after age 16 given their endogenous human capital choiaa#tr&tlicting this stationarity assumption is the evidence
that high school course-taking in science and mathematasased for girls over this period (see Goldin, Katz, and
Kuziemko 2006). We do not model high school course-taking@slo for the post-secondary period. Incorporating

field of study selection in high school is an important argdtture work.
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when examining gender differences in cognitive test S(Qes

Turning next to the skill rental rate component of earnifggure B displays the estimated skill rental rates for each
of the specific college degrees. The general trend is a divergin the skill rental rates as the science/mathematigisieering
and business/economics fields experienced a much largeasein rental rates during the 1980s and 1990s than the
humanities/social sciences/teaching field. Starting @1870s there is a decline in the skill rental rates for s@enc
and business fields. However both of these fields experiemceldtive increase in the 1980s and 1990s. The rate of
increase is especially high for the business field. For seigihe rate of increase accelerates in the 1990s. By ctntras
for the humanities/social sciences/teaching field, theeegeneral stagnation in the skill price throughout thisogker

with only a recovery toward the end of the period in the lat8(<

6.1.2 School Cost/Degree Taste Parameters

In our model of schooling, the non-stochastic utility flovern attending school consists of two parts: i) a degree
and type-specific taste for each degsgék) and ii) a homogeneous non-stationary tuition cost givendy, ;. The
estimated type specific degree tastes are available in din@appendix. We allow separate tastes for each of the
degrees, and we allow the type distribution to vary by gemdsrporating gender specific tastes for different degrees
TableB-3 provides the estimated average level of tasteessfcin degree, computed separately for men and women.
On average, women have a higher level of taste for each ofdbeed levels. However, the male-female ratio in
average tastes varies across degrees, with a high of 0./gfosbhool to 0.59-0.63 for two year and college degrees.

Comparing these male-female differences in average tésteegrees with the differences in average skills across

7Previous research is somewhat mixed but generally suptfa@tsonclusion of small innate differences. In an
analysis of several nationally representative data setsigels and Nowell (1995) find that there is little difference
in the mean abilities of boys and girls, as measured by IQ abgkst exams taken by elementary and high school
students. However, Hedges and Nowell do find that that ttsegesater variance in male ability and larger numbers
of very high-scoring boys. These gender differences awtively small, however, and it is difficult to associate
these differences with innate biological or genetic fagtather than differences in early socialization and sadhgol
Similarly, in a more recent review of the existing psychgland development literature, Hyde (2005) finds that
boys and girls are similar in most psychological dimensiwitk the exception of some motor skills, sexual behavior,
and levels of aggression. For evidence on other dimensibakily see Jacob (2002) who emphasizes the role of

non-cognitive skills.
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degrees, our estimates indicate a much larger differertesties than skills. This finding is consistent with a largéybo

of research which finds important gender differences ir@stis and tastes for science, engineering, and mathematics
fields generated by the different family, school, and caltenvironments young men and women face (e.g. Figlio
2005; Xie and Shauman 2003; Leslie, McClure, and Oaxaca; a8 1997).

Turning next to the non-stationary schooling cost componéthe flow utility of schooling, the second part of
Table[B-2 shows that the coefficient on the time varying duitievel variable isys = —0.0005. With the marginal
utility of income set aty; = 0.00003, this estimate implies that $1 increase in tuition is egeato avs/v; =
—16.7 reduction in income.

Our estimate of the marginal utility of tuition essentialflects the complex mapping between tuition costs and
school utility flows, incorporating possible credit comgtits that reduce the marginal utility of schooling morentha
what is reflected in the tuition menu price. Such channelsatexplicitly modeled here, but their implications are
captured through the parameter governing marginal utfityition costs. From the relationship of schooling chsice
to the time series of tuition levels, we identify a rathegkawedge between schooling choices and tuition costs. Our
model assumes utility is linear so the utility consequeméespfront payment of tuition is not as severe as it would be
in a model with non-linear (concave) utility. Hence, we it our estimate of the “utility cost” of tuition paramete
to reflect that very low consumption in a given period is natgdized in utility terms as much as it would be with a
non-linear utility function (and no consumption smoothbegause of a possible credit constraint). This utility ¢est
instead being captured by this high free parameter on thigywtbst of tuition. The decomposition analysis reported
below, in which we manipulate the level of tuition in the estted model, allows us to directly analyze the relative

importance of non-stationary tuition costs to the humairitabipvestment process.

6.1.3 Home/Leisure Value

The final component of our model is the value of the non-workon-school home alternative. Like the flow utility
for schooling, there are two components to the value of hajreeheterogeneous value of leisuyg k) which varies

by typek and gender intercep(g) and ii) a non-stationary component consisting of a termdieaends on cohort,

180ur choice of this particular scaling factor was for comgiotaal reasons because the choice probabilities involve
expressions including exponential functions (see Appefatimodel solution). Evaluating the exponential functon
at these large values leads to numerical overflow problerns.tHis reason, we fix the level of marginal utility of

income to a relatively small valu@&00003.
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age, and gender specific fertilityo(g)c: (g, a) and a term that depends on cohort direstly(g) (¢t — a).

Table[B-2 displays the parameter estimates for the utififgisure. The stationary home value/leisure intercepts
vary substantially across types: Type 1 has the highesevall?5.14, while Type 2 has a lowest value at -1.06.
Table[B-3 provides the average level of the home value iafscfor men and women. Women have an average value
of 13.13 compared to 7.59 for men, yielding a male-female Ht0.58. These differences in home value indicate that
even without children present, there is still a substauiférence in the value of home to women compared to men.
These gender differences in the value of staying at hometafilany possible elements that may give rise to women’s
taste for home being higher than men. Some examples are i®gwnparative advantage in home production or
cultural differences, both of which are not explicitly mdetthere but are subsumed in the gender specific parameters
for value of staying at home.

We find that this large gender difference in the value of hosree very important factor in accounting for gender
differences in education choices and their responses tousachanges in the environment, such as skill rental rates
and tuition costs. Due to their lower value of home, men haki@her expected labor supply over their lifetime, so
that the pecuniary advantage of degrees like science ardmsstranslate into higher lifetime utility gains for theBn
the other hand, such pecuniary advantages do not congtitubeportant factor in decision making for women, as they
do not expect to work as much as men over their lifetime. Thisgyrise to a differential selectivity into educational
categories between men and women. While men select intereliff degrees based on their pecuniary returns de-
termined by skill rental prices or individual-specific $kihdowments, women'’s selection is stronger on tasteaglat
factors. We find that this gender difference in selectivtam important component of men and women'’s responses to
changes in skill rental prices as well as tuition costs. Fangple, due to the fact that women'’s schooling decisions
are motivated by their taste for degrees rather than pegureturns, we find that they are much less responsive to
changes in skill rental prices compared to men. This can ée iseSectiof 7, where we provide a decomposition of
the different channels that give rise to such gender diffess.

From Tabld B-R we see that the number of children under 5, masure of fertility, is estimated to increase the
value of home for women, but decrease the value for men. Qagpirtation of this estimate is that with an increase
in the number of children, men and women specialize theie tiwith women increasingly staying at home in home
production or child rearing and men increasing their timthlabor market to generate labor income to finance child
expenditures.

Figure[® displays the average value of home for men and worressbirth cohorts. These are the dollar equiv-
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alent values of utility of staying at home for type 1 men andnea at age 30 in each year. It can be seen here that
women’s value of staying at home is on aver&ge6, 000, whereas for men, it is on avera§490, 000. Moreover,

for women, these values change over time, especially withlifig. Mirroring the trend in fertility, the largest home
value is for the mothers of the “baby boom” cohorts, born mm1820s. Following this peak, there is a steady secular
decline in the value of home for women. The pattern for menasenflat than for women. The sharp fall in fertility

rates have led to sharper changes in the utility of leisurg/tonen than it did for men.

6.1.4 Measurement Error

We estimate the standard deviation of the measurement@uoess {,,(d)) for log annual earnings at around 0.36-
0.37. With the standard deviation of log earnings varyingMeen 0.5 and 0.6, depending on education level, our
estimates of the measurement process imply that about 1/3 tf the observed variance in log earnings is attributable

to measurement error noise.

6.2 Model Fit

In results available upon request, we show that the estadmatedel fits well the main empirical patterns of interest,

including educational attainment, field of study choices] tiends in average wages.

9With our i.i.d. measurement error model(In w*) = V(Inw) + V(w), wherew* is observed earnings; is the
true level of earnings determined by the model, anid the i.i.d. measurement error component. With the stahdar
deviation of observed log earnings at 0.5 dn@s) = 0.362, the proportion of the variance in observed log earnings
due to measurement error(s362 /(0.5 + 0.362) = 0.34. With the standard deviation of observed log earnings at
0.6, this proportion i$.362/(0.6% + 0.36%) = 0.265. In the combined CPS and Census data for cohorts born 1920 to
1969, aged 25 to 59, who worked full time/full year, the stmaddeviation of log annual earnings varied from 0.51

(high school drop-outs), 0.50 (high school graduatesp, (s6me college), 0.58 (college graduates).
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7 Counterfactual Experiments

7.1 Counterfactual Experiments I: Determinants of Long-Rwu Changes in Human Capital

Investments

The estimated model provides evidence on the factors that igse to gender differences in college attainment and
college major choices. The three channels include changés irelative prices for skill, changes in the cost of post-
secondary school, and changes in the value of home. In ardessess the importance of each of these channels, we
use a series of counterfactual experiments reported ire[E.

The counterfactual experiments in Table B-4 progressiaely in elements of the model to explain the change
in educational attainment from 1940 to 1960 (age 35 men andeman both years). Column (1) presents the full
predicted model change, e.g. +12 is the increase in the miaige of women graduating from college, from 14 percent
in 1940 to 26 percent in 1960. Column (2) presents the basédirel of no change in which we keep all the non-
stationary elements of the model fixed at the 1940 valueshidtiaseline there is no change in any aspect of behavior
over this period. In Columns (3)-(5) we report the 1940 todB8@rginal change in education attainment from each
of the non-stationary elements. As an example, considdirieow of Panel A. Column (3) allows the skill prices to
change as estimated from 1940 to 1960, increasing the pgagmof women graduating from college by 6 percentage
points (from 14 to 20 percent). Next, we add-in changes trotuirates along with changes in skill prices. This change
reduces the percentage of women in college by 10 percentagesp Finally, we add-in all model elements: skill
prices, tuition, and home value. The marginal change frardtver home value increases the fraction in college by
16 percentage points. The sum of these marginal changes fsltipredicted change in the percentage of women in

college given by +12 = +6 -10 +16.

7.1.1 Extensive Margin: College Graduation

Focusing first on the extensive margin of college graduatio@olumn (3) of Tabl€ B} we see that allowing the skill
prices to change as estimated from 1940 to 1960 increasgsdpertion of women completing college degrees by

6 percentage points, from 14 to 20 percent. The net effedief/arious changes in skill rental rates we estimate is
to increase the labor market return to a college degree rharethe opportunity cost of college attendance. Next,
adding in the increase in tuition rates during this periagasithe cost of college and reduces the percentage of women

choosing to obtain a college degree by 10 percentage pdihts.can be seen in Column (4) of Table B-4. The total
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effect of skill prices changes and tuition is a net (+6 - 10¥}-percentage change in college graduation. Finally, we
add-in all model elements: skill prices, tuition, and horatie. The marginal effect from the lower home value for
women increases the fraction of women with a college degyekbtpercentage points. From this decomposition, we
learn that each of the 3 non-stationary elements of the npddgéd a role in the increase in the percentage of women
graduating from college, with the change in home value plghe largest quantitative role. However, changes in the
value of home were not the only factor as changes in skillgsrfavoring college attainment amplified the impact of
the reduction in home value, and increases in tuition caatspined this factor.

For men, the across cohort trend in the number of collegeugitad was much less stark than for women, with
a 3 percentage point drop between the cohort born in 1940 88@d. IHowever, as the decomposition in Tdble]|B-4
shows, thigwet effect hides the composite countervailing factors. Jusbaswomen, the change in relative skill prices
increased the return to a college degree, and this factoealould have increased the proportion of males with
a college degree by 16 percentage points. Compared to theatani figure for women, the men’s counterfactual
response to changes in relative skill prices is much lamgdiecting the importance of gender differences in home
values (at the 1940 level) and stationary tastes for degieeaddition, the change in tuition had a larger negative
effect on men than for women, a 21 percentage point fall fan se¥sus a 10 percentage point fall for women.

There are three reasons men are more “tuition sensitivehénetstimated model. First, men’s skills are less
specialized across degrees and hence there are more menroartjin between entering college and working without
a college degree. This can be seen in skill specific typeiloigions (available in an on-line appendix). Type 2 and
Type 5 individuals have skills that are less specializedsxdegrees in that they face smaller skill differentiaioss
different education levels and degrees. Moreover, Type&®iduals have higher taste for high school relative to othe
education categories. The proportion of men who are thgsestis 38 percent, compared to 24 percent for women.
Consequently, compared to women, a larger proportion of na@e a higher taste for high school and face a smaller
differential in their potential wages across different ideg. Second, our parameter estimates show that the largest
male advantage in skill endowments is at lower educatiogl$e\n particular, a relatively larger proportion of males
is Type 4, which is the type with an advantage in no high schadlhigh school skills. In short, the gender-specific
type distributions show that a larger proportion of men reatgher taste for low education levels, are less specihlize
across degrees and have relatively higher levels of skilbaiments in low education levels compared to women. For
these reasons, men are more willing to forgo college in respto tuition cost increases.

The estimated model shows that the reduction in value of himmmales is considerably smaller than that for
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females. Hence, the reduction in value of home was a relgtivimor factor in accounting for men'’s college attainment
levels and college major composition. For women, howetierréduction in the value of home led to a large increase

in the proportion of women graduating from college.

7.1.2 Intensive Margin: College Major Composition

Turning nextto the intensive margin of college major conipas, we see that the effect of changes in skill prices alone
shifted the degree composition choices for women and mey i humanities, social sciences, and teaching fields
and toward science, mathematics, and engineering anddsssand economics fields. This reflects the divergence
in the estimated skill rental rates as the science/mathesfatgineering and business/economics fields expedence
a much larger increase in rental rates during the 1980s a®@dsliBan the humanities/social sciences/teaching field.
The responses to skill price changes at the intensive maagibe seen in Column (3) of Taljle B-4. The proportion
of women college graduates who studied science/mathesfextigineering increased by 6 percentage points (from 19
percent to 25 percent), and the proportion who studied bssieconomics increased by 31 percentage points (from 6
percent to 37 percent). Men experienced a less pronoungesinhilar, pattern in response to skill price changes.

We next add the increase in tuition rates over this time pleso that Column (4) of Table B-4 shows the intensive
margin responses to skill rental rate changes and tuitierimareases. Interestingly, the increase in tuition rdtesg
this period has the opposite effect compared to skill renattgls. In response to tuition rate increases, Type 2 and Type
5 agents, who have lower labor market return to college dubddower skill differential across different degrees,
stop going to college. These agents at the margin are predmthy agents who study science/math/engineering or
business/economics when they go to college. Hence, witlotitflow of this group, the proportion who complete
degrees falls.

Finally, the change in home value had a large effect on fieldtefly composition for women. The decrease
in home value for women reduced the percentage of women mgjor humanities by 20 percentage points, and
increased the percentage in science and business fields hg B4apercentage points, respectively. For men the
change in home value had a relatively minor effect, althaihgheffect on the college major composition was larger
than the extensive margin change in proportion in college fiMd that the impact of a reduction in the value of home
on college major composition is mainly due to its implicagdor expected labor supply. A reduction in the value
of home has the effect of increasing expected labor supgliclhwenders majors with higher pecuniary returns more

attractive. Consequently, individuals put more importaan the pecuniary returns to each degree and start choosing
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majors in higher earning fields such as science and busifidss estimated model shows that the extent to which
home value decreased over time is much larger for women tleamand this is the reason why it is a considerably

more important factor in accounting for the shift in womeetdlege major composition compared to men.

7.2 Counterfactual Experiments Il: Determinants of GenderWage Gap and College Pre-
mium

We next turn to a series of counterfactual experiments tanéxa how the non-stationary elements of the model
contribute to changes in the ratio of female-to-male eg®iand the college premium for men and women. In general,
there are three channels through which skill prices, tjtamd home value changes affect earnings: i) directly, skil
price changes affect wage levels even with human capitaposition remaining fixed; ii) as discussed above, these
changes in the economy alter the educational choices, biwémsive and intensive college major choices, which
directly changes the average human capital level of men amdem and hence the average earnings of these groups;
and iii) indirectly, each of these forces changes the labpply decisions of different cohorts, which in turn affects
who among the population is represented in average earaimjthe endogenously accumulated level of labor market

experience.

7.2.1 Gender Wage Gap

Table[B-5 reports results from a counterfactual experirirewhich we progressively add in elements of the model to
explain the change in the gender wage gap and college prefromml 940 to 1960 (age 35 men and women in both
cohorts). We calculate the female-to-male ratio as theageewages of college graduate females to that of college
graduate males. The first column is the full predicted motlahge: +8 is the increase in the female-to-male wage
ratio for college graduates, from 69 percent to 77 percentir this period the male wage advantage shrunk by 8
percentage points.

To explain this overall change in the gender wage gap, wesfitgtin skill prices changes as estimated from 1940
to 1960. The skill price changes alone actuatigrease the male advantage, and cause the female-to-wage ratio for
college graduates to decrease by 5 percentage points, Bdm@s! percent. Since the overall direction of skill price
changes during this period was an increase in the price efseiand business skills relative to humanities, college
educated men benefited more from this change than collegattinwomen, who have a large share of their degrees

in humanities fields. Note that as we allow the skill priceshange, both men and women endogenously change
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their educational choices, as shown in Tdble| B-4. Therefhig result takes into account endogenous human capital
choices in response to skill price changes, but holds tudiod home value fixed.

Next, we add-in changes in tuition rates along with changskiil prices. This change affects the wages indirectly
through education choices, including the types of indigidwho enter college at all on the extensive margin and the
choices of college majors on the intensive margin. The diveffect of tuition price increase is relatively modest.
Tuition price changes increase the male advantage by alpmrc2ntage points.

Column (5) shows that the fall in value of home is the most ingtt factor in accounting for the change in
female-to-male wage ratio, increasing the female-to-malge ratio by 15 percentage points. As discussed above,
changes in home value effect labor supply choices and icttliréhe composition of individuals who completing
college degrees. As we show above the changes in home valsenatl for men, and the most significant impact is
on women, causing more women to complete college degreesramude majors with higher monetary returns. This
effect directly increases the average wage of female adliggduates much more so than for men, thereby helping to

reduce the gender gap in earnings.

7.2.2 College Premium

Table[B-5 also examines the college premium for men and womencalculate the college premium as the average
wages of college graduates to that of high school gradusgégsyrately for females and males. For the 1940 cohort,
the college premium is 1.28 and 1.50 for females and malepentively. This is partly a result of the fact that the
composition of major choices for college graduates is carsbly different by gender. For the older cohorts, females
chose humanities majors with low monetary returns, and snetl@se majors with high monetary returns majors in
science and business. By the 1960 birth cohort, the collegaipm increased by 18 percent for women and 13 percent
for mento 1.46 and 1.63, respectively.

Decomposing the changes in the college premium due to thestadionary elements of our model, we see in
Column (3) that changes in skill prices increases the celfggmium of females by 24 percentage points from 1.28
to 1.52. While the changes in skill prices had a relativelydest effect on college completion, the shift toward higher
paying majors (as discussed above) had a large effect orvénage earnings of college graduates. Thus, not only
were the skill prices for the science and business majoreasing but a higher proportion of women completed these
degrees. Both effects pushed the college premium for worigdreh

For men, the effect of skill price changes was even largeill @lce changes alone would have increased the
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college premium for men by 40 percentage points. The efédarger for men because men are more sensitive to skill
price changes (due largely to higher anticipated laborlsiipnd their college major composition consisted of sogenc
and business majors which experienced the largest refative increases.

In Column (4), adding in tuition changes reduces the colfgeium by 25 percentage points for women and 27
percentage points for men. This reduction in the collegenprm for both genders mirrors the effect higher tuition
costs have in pushing college graduates toward lower pdyintanities degrees, as can be seen in Table B-4.

Finally in Column (5), adding in home value changes incredise college premium of females by 19 percentage
points, while it has no impact on the college premium of malks the value of home falls, women start choosing
majors with higher monetary returns due to their increasga:eted labor supply, as we document in Tdblel B-4. In
addition, a fall in home value also increases labor markpeggnce and hence the skill levels and earnings of men

and women.

8 Conclusion

This paper documents the changes in educational attairemertollege major composition for men and women, and
develops and estimates a dynamic overlapping generatiodslrof schooling, college major, and labor supply deci-
sions to explain these trends in attainment. Parametenasts provide evidence for the structural differences betw
men and women that give rise to gender differentials in gellgttainment levels and college major composition. The
estimated model allows us to analyze the determinants dbittgeterm changes in human capital investments over the
past 40 years in the United States.

We estimate a distribution of science/math/engineeriiitsskat is more dispersed for men than women. These
estimates are remarkably similar to the general patternddni past research when examining gender differences in
cognitive test scores. However, we estimate that the fdlotdris more important in giving rise to gender differences
in college major choices is tastes rather than skill diffiéieds between men and women. Our estimates indicate a
much larger gender difference in tastes than skills. Seoeadind that women have a higher utility from staying at
home, which can be interpreted as a comparative advant&gerie production or cultural differences. This difference
in value of staying at home manifests itself as higher opity cost of going to college for women. As value of
staying at home falls across cohorts, women complete madlegeodegrees and switch their major composition to

science and business majors with higher skill prices. Thilfind that men’s college attainment decisions are much
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more sensitive to rise in tuition costs compared to womenis Ehbecause men'’s skills are less specialized across
degrees hence there are more men on the margin betweemgrmeitege and working without a college degree. Rise
in tuition costs decrease the proportion of women with aeg@ldegree and change their college major composition
considerably, whereas it has a smaller effect on the prigpoof men with a college degree.

While our analysis connects important aggregate featurebanging human capital investment process, there
are several important areas for future research. One keyiarenderstanding the early life formation of gender
differences in skills, and in particular, tastes for diffet college fields. While we can identify a large role for ¢ast
differences, our data does not allow us to investigate thecgoof these differences in earlier life, or track any long-
term changes. In addition, several studies have arguedttilages and universities affect the tastes for different
fields directly through the gender composition of the staslemd faculty and other aspects of the post-secondary
schooling environment (Solnick 1995 and Bank, SlavingddRs 1990). Another important area for future research is
understanding the flows of men and women across occupaitiopasticular the higher exit of women than men from
science and technical occupations (Hunt 2010). Connettiggg patterns to the aggregate human capital investments
and life-cycle labor supply behavior we study could providportant insights into the connection between early life

investments and later life occupational choices.
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APPENDICES

A NSCG Data Appendix

A.1 Administration

The 1993 and 2003 National Survey of College Graduates (NSE&part of the NSF's SESTAT data collections.
Seesestat.nsf.gov for more information. The 1993 NSCG sample selected indizisl from the 1990 Census who
reported a baccalaureate or higher education attainmeutt &gril 1, 1990 and were age 72 or younger. In 1993,
216,643 individuals meeting these requirements were ohttile 1993 NSCG survey instrument. The reference week
for all questions is April 1, 1993. Non-respondents wererlabntacted by phone and through in-person interviews.
The final response rate was 78 percent. Upon receipt of th@leted surveys, an additional 19,224 completed cases
were discovered to be ineligible for interview (e.g. deeeso longer living in the United States, misreported age
(now report age over 75), and misreported education lewel fleport no baccalaureate degree as of April 1, 1990)).
Dropping these observations leaves a an initial sampld#®1993 NSCG of 148,905 respondefits.

The 2003 NSCG was based on a sample of 170,797 individuatstiie 2003 Census who reported a baccalau-
reate degree or higher as of April 1, 2000 and were age 72 angayu As with the 1993 NSCG, the 2003 NSCG
was administered using mailings, phone interviews, andguel visits. The 2003 NSCG was administered between
October 2003 and August 2004. The reference week for theegusvOctober 1, 2003. With a response rate of 63
percent and the exclusion of observations which did not tieesampling frame (as with the 1993 NSCG), the initial

sample for the 2003 NSCG is 100,402.

A.2 Sample Selection

We exclude from the sample the following observations wittoimplete or nonsensical information:

1) We exclude the 0.07 percent of the sample which listeceeitlo degree information (e.g. did not indicate a
specific field of study) or listed “other” as their first degtgpe.

2) We exclude the additional 0.77 percent of the sample wigpbrted that they were 18 or younger at the time

of earning any of their degrees. This criteria also exclugsgpondents which reported earning a degree before their

20The original 1993 NSCG documentation indicates a final sarapll48,932. The data we downloaded from the

SESTAT website has only 148,905 observations.



37

reported year of birth.

3) We exclude the additional 0.17 percent of the sample wiidimot report the year of their high school gradua-
tion.

4) We exclude the additional 0.58 percent of the sample wtdpbrted that they earned their first college degree
less than 1 year after their reported year of high schoolugtan.

5) We exclude the additional 2.81 percent of the sample wilidimot report at least one bachelor degree.

This last sample exclusion restriction is the most restgcand deserves some comment. The observations ex-
cluded because of this criteria did not follow the surveyringtions to record their first bachelor degree as one of thei
three reported degrees. Instead, most of these observatioarded three graduate degrees. Some of these respon-
dents did record a bachelor degree as one of their degreesdicated that they earned the bachelor degree after
they earned the graduate degree. This error may be due totifigsing wording of the survey. Although the third
degree category is supposed to include only bachelor degas@ndicated at the top of the survey instrument, the 1993
and 2003 NSCG survey instruments still allow respondenthexk boxes for masters, doctorate, and professional
degrees.

There is a strong reason to believe that these observatienmadue to random mis-reporting. The individuals
excluded are likely to have three or more graduate degremssi§tent with this hypothesis, in a comparison of these
observations with the rest, the sample excluded becausésadrror has a higher proportion of men and are older on
average than the rest of the sample. However, without a ficélor degree reported, we cannot construct a degree
sequence for these respondents.

With these 5 sample restrictions, the initial sample ineki@d38,344 total individuals observations.

A.3 Field Aggregations

We aggregate the 150 different bachelor degrees into 3@adsgy

1) Science, Mathematics, and Engineering
a) Mathematical Sciences (mathematics, statistics, ctanpoience, computer programming, operations research)
b) Physical Sciences (physics, chemistry, astronomyopggohnd earth sciences)
¢) Biological Sciences (biology, botany, zoology, anin@éaces, genetics, environmental sciences)

d) Engineering (all of the engineering sub-fields)
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e) Medical Sciences (clinical and counseling psychologgli@ogy and speech pathology, pharmacy, hospital

administration, physical therapy, public health, medieahnologies) Medical Sciences does not include nursing.

2) Business and Economics (accounting, business administration, actuarial scigrfagance, economics, and market-

ing)

3) Humanities, Social Sciences, and Teaching

a) Social Sciences (psychology (non-clinical and non-seling), sociology, political science, geography, lirgui
tics, public affairs, international relations, crimingig

b) Humanities and Arts (English, history, fine arts, arattitee and design, non-English languages, philosophy)
This category also includes the 0.7 percent of degrees whggondents reported the major field as “other fields (not
listed)”.

c) Teaching (elementary, secondary, and kindergartenpagdchool teaching majors, educational counselors,
and educational administration)

d) Traditional Female includes nursing, home economias sagial work.

A.4 Multiple Majors and Multiple Bachelor Degrees

About 41 percent of the sample reported a second degree dield feast one of their reported degrees. In addition,
about 3.7 percent of the sample reported earning more tharbachelor degree. There are two complications in
interpreting this information. First, the second majotldismay be a minor field or a true second major. The wording
of the survey instrument does not allow the research tongjaish between these possibilities. Second, respondents
with one bachelor degree and two majors may choose to rehimr@s two separate bachelor degrees rather than as
one degree with two majors.

To deal with multiple majors and multiple bachelor degreesmake the following changes:

Multiple Bachelor Degrees: We combine second and third &lacldegrees into one bachelor degree if these later
bachelor degrees were earned within 2 years of the first baratiegree. The fields for the second and third bachelor
degrees are treated as additional (second, third, etc.prenaj fields for the first bachelor degree. The date of this
combined bachelor degree is the date of the last earnedlbadegree.

Combining bachelor degrees in this way eliminated abouté&@ent of all second and third bachelor degrees,

leaving 2 percent of the sample with an additional bachesgrele. 29 percent of these second and third bachelor
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degrees have a major within the same aggregate major graeg lwa the 10 aggregate bachelor categories defined
above. For the analysis here, we ignore these additionalbarcdegrees and statistics calculated are based only on
first bachelor degrees.

Multiple Majors: In terms of field aggregations, we treatmat majors the same as first majors. However since
the model allows individuals to choose only one major, wedrteemake an assumption about which major to assign
to each individual. If a respondent reports a second mdjen tve assign the major using the following ordering:
(1) science, (2) business, (3) humanities. For exampl@ ifidividual reports earning both a science and humanities

major, we classify the individual as earning a science degre

B Model Solution Appendix

The model is solved through a backward recursion, startiogp the last period. In the last period, the agents only
have a decision to make between working and staying at hooaibe we set a maximum age< A beyond which

the agents cannot attend school. Hence, for all agesA + 1, ..., A — 1, the value functions simplify to

V(Q(a),a) = maxus(a) + 0V (Q41(a),a)

hi(a)

Once we get to an age below the maximum schooling age, the aglealso have decisions to make regarding
attending school. Therefore, in any periog: A, the Bellman equation takes the form given ab@ve (4).
The extreme value distribution for the preference shockslien that the expectation of the continuation value

takes a closed form:

EV(Qu(a),a) =5+ Aln Y exp{V;((a),a)/A},
jeJ

where¥ is Euler’'s constant ani; (€2;(a), a) is the non-stochastic portion of the value function giveraatipular
choicej, e.g. for the choice to attend school for degdettype k, V] (Q(a),a) =valk) +v67a, + OEV (Qy1(a +
1),a + 1), andQ.41(a + 1) is appropriately updated given this choice. Note that favicds not allowed given the
current state vector, we s&t(¢2;(a),a) = —oco. For example, working is not an option while an individualris

school. We denote the finite set of choiges J for convenience here, but the full choice set and constairg laid

outin (4).
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With the expectation of the continuation values in hand,lvemtmove to calculating the probability of each choice,
conditional on the feasible points in the state space. Wautzk these probabilities for each period, birth cohort, a
gender. For a given state vector, we use the properties @xtneme value distribution to provide a closed form for

the probability of choiceg € J:

exp{V;(U(a), )}
Zjej exp{V;(€%(a), a)}

Using these choice probabilities, we obtain the analyggakression for the probabilities of each point in the state

plchoice = | (a), a) =

space through an iterative procedure starting fromage 16. To simplify the notation, lety, d, z) be the state
vector, wheregy denotes whether the agent is required to be in school thisggiven unfinished years of schooling
for a previously chosen degreg € 1 required to be in schoo}, = 0 otherwise)d denotes the highest degree she has
by agea, andz is the accumulated labor market experience byagklore formally, as discussed in the main text,
the state vector involves other elements, including natiestary skill rental rates, tuition levels, and home value
However, we ignore these elements here since the modeimokitucture is the same for each birth cohort.

Given each typé and gendey, we start fromu = 16 and update the probability of each state space fgint, x)

at agen according to the prior sequence of choice probabilitiesgittie following procedure:

Let P(y,d,z | k, g,a) denote the probability of state vectay, d, «) for an individual of typek, gendery and age,

so that) P(y,d,z | k,g,a) =1 Vk,g,a. At age 16, the initial condition for all individuals ig = 0, d = 0,

y,d,x
andz = 0, henceP(0,0,0 | k,g,a = 16) = 1. Note that we also suppress the calendar tirmelices for simplicity
since the model solution structure is the same at each paltbhdugh the non-stationary elements of the state vector

vary.

For all subsequent periods after age 16, probabilities séoling an agent at a certain state space goint’, «’)

given her type, gender and age are updated according to,

P(y’:O,d’:d,x’:x|k,g,a/) = P(O,d,I—1|/€,g,a) p(WOfk|d,I—1,k,g,Q>
+ P(0,d,x | k,g,a) p(stay home| d, z, k, g, a) (B-1)

+ Y P(l,d,z |k, g,a)
d£d
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wherep(.) denotes the choice probability given the decision rule efdgent, defined above. The components of
expressiof Bl represent the three possible states anceatminbinations that give rise t9’ = 0,d’ = d, 2’ = x).

These are:

1. Giveny = 0 (out of school)d, « — 1, agent chooses to work.
2. Giveny = 0, d, z, agent chooses to stay home.

3. Giveny = 1 (in school for a previously chosen degrée d (highest degree obtained as of age z, agent

remains in school.
Similarly, P(y' = 1,d' =d, 2’ = x| k, g,a) is calculated as,

Py =1,d =d, 2’ =z | k,g,d) = Z P(0,d,x | k, g,a) p(attend school fod | d, z, k, g,a) (B-2)
d#d
In other words, agent’s school attendance status is uptiaiéd= 1 if she chooses to attend school to obtain a degree
d in the previous period. The degree variable at@gemains atl (e.g. high school) and is not changed in subsequent
periods until the years required to complete the new degfeeg. college) are finished. More generally, degrees in
our model last for more than one period and we do not allowiddals to drop out of school before finishing their
degree. Therefore, decisions rules are restricted sothataidual must decide to go to school in subsequent period
until graduation. In the formal exposition of the dynamiogram, this kind of state dependence in decision making
is reflected in the state vector, but we ignore this compbicabere for simplicity. We mechanically impose this type
of state dependence in our computer algorithm to solve thaeino
Using the above probabilities given by B-1 dndB-2, we caltauithe probability of an agent of gendeand age

a having degred by integrating over typé&, experience levet and schooling state,

P(d|g.a)=> n(k|g)|> Py=0.dx|kga)+Ply=1dz|kga) (B-3)
k T

This expression follows since there are two possible statefich degreel is the highest degree: i) the individual is
not in school at age (y = 0), and ii) the individual is in school for another degrge= 1), but has not completed it

yet, hence the highest degree remains degdre€k | g) denotes the gender-specific type probabilities.
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The probability of working and average wages are calculased

P(work | d,g,a) = S P(y,z,k | d,g,a) p(work|y,d, z,k,g,a) giveny =0
x,k

E(wage| work,d, g,a) = > P(y,z,k|d,g,a) p(work|y,d,x,k,g,a) wag€y,d,z,k,g,a) giveny =0
z,k

where wagéy, d, z, k, g, a) is simplified notation for wages at the given state variablé® probability weights above,
which are used to aggregate individual employment proliigsiland wages, are calculated using the probabilities of
state space points, i.€(y, d, x | k, g, a) given by{B-1 and@B®P. For example,

P(y,d,x | k,g,a) w(k | g)
P(d|g,a)

P(y,x,k|d,g,a) =

whereP(d | g, a) is given by[B-3. The expressions we obtain at the end of thisguture, such aB(work | d, g,a) and
E(wage| work, d, g, a), are computed for each cohort. These model objects comegicectly to observed objects in

the data and are then used as the basis of our method of moastimstor.
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Figure 1: Field of Study Composition of Bachelor Degrees banof Birth (Men)
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Figure 2: Field of Study Composition of Bachelor Degrees bgrYof Birth (Women)
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Figure 3: Ratio of Female-Male College Completion and Namrdnities Fields
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Figure 4: Cohort Effect Earnings vs. Cohort Fraction in Ndmmanities Degrees
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Notes: This figure plots the female-to-male ratio in age stejtl log wage cohort effects for individuals with 16 or moearng of
schooling (from Census and CPS) vs. the female-to-male irathe proportion of the cohort’s college degrees in nomanities
fields (from NSCG). Non-humanities fields include sciencd basiness majors. The regression line slope estimatexiésth
error) is 0.55 (0.041), with an R-squared of 0.79.
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Figure 5: Skill Rental Rates
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Table B-1: Descriptive Statistics for NSCG Sample of Cadl€yaduates

All Males Females|
Sci./Math/Eng. 0.26 0.34 0.17
Frac. Bus./Econ. 0.22 0.28 0.16

Frac. Hum./Soc. Sci./Teach 0.52 0.39 0.68
Sci./Math/Eng.

Frac. Full Time/Full Year 0.73 0.83 0.51

Mean Wage 81780 86789. 63878
Median Wage 70328 74817 53868
Std. Wage 46613 47716 37290
Bus./Econ.

Frac. Full Time/Full Year 0.74 0.84 0.54

Mean Wage 75860 81963 57675
Median Wage 61468 67335 49174
Std. Wage 47678 49910 34392

Hum./Soc. Sci./Teach

Frac. Full Time/Full Year 0.53 0.73 0.41

Mean Wage 62934 72198 52590
Median Wage 51224 58907 44890
Std. Wage 41400 46967 31016

Total Observations: 181,427
Source: 1993 and 2003 NSCG data.




Table B-2:Parameter Estimates
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Parameter S.E.

Panel A: Skill Production Technology

e
Ba

Experience
Experience Squared

Panel B: Utility Function

0.01  (0.0003054)
-0.000057  (0.0000077)

-0.0005  (0.000003)

Y6 Marginal utility cost of tuition
vz Marginal utility of income 0.00003 -
vs(k), k = Intercept in value of leisure - Type 1 25.14 (0.511)
vs(k), k = Intercept in value of leisure - Type 2 -1.06 (0.152)
~vs(k), k = Interceptin value of leisure - Type 3 7.20 (0.063)
~vs(k), k = Intercept in value of leisure - Type 4 0.48 (0.212)
~vs(k), k = Interceptin value of leisure - Type 5 0.45 (0.169)
Y9 Female intercept in value of leisure 1.23 (0.046)
Y10(9), 9 Degree to which children increase value of leisure - Females10.05 (0.114)
Y10(9), 9 Degree to which children increase value of leisure - Males  .863 (0.174)
v11(9),9 Degree to which value of leisure changes by cohort - Females0.37 - (0.003)
v11(9),9 Degree to which value of leisure changes by cohort - Males  32-0. (0.005)
Panel C: Earnings Measurement Error Parameters
o0 No High School 0.36 (0.004)
o1 Only High School 0.36 (0.008)
o2 Two Year 0.37 (0.001)
o3 College 0.37 (0.003)

Notes:~7 is the normalized marginal utility of income. We set it asthialue for computational convenience.



Table B-3: Average Skill and Tastes by Gender

Panel A: Skill Differences

Female Male Male-Female Log Difference
Avg. Log No High School Skill (d=0) 0.044  0.070 0.026
Avg. Log High School Skill (d=1) 0.020 0.085 0.065
Avg. Log Two Year Skill (d=2) -0.008 -0.007 0.001
Avg. Log Science Skill (d=3) -0.032 -0.031 0.001
Avg. Log Business Skill (d=4) -0.039 -0.044 -0.005
Avg. Log Humanities Skill (d=5) -0.038 -0.031 0.007
Panel B: Degree Taste Differences
Female Male Male-Female Ratio
Avg. High School Taste (d=1) 7.52 5.29 0.70
Avg. Two Year Taste (d=2) 7.40 4.36 0.59
Avg. Science Taste (d=3) 7.58 4.73 0.62
Avg. Business Taste (d=4) 11.29 6.67 0.59
Avg. Humanities Taste (d=5) 9.33 5.91 0.63
Panel C: Home Value Differences
Female Male Male-Female Ratio
Avg. Utility of Leisure 13.13 7.59 0.58
Notes: Average (log) skill levels are calculateddasr(k, g)aq(k) for each degre€ = 0, . .., 5 and gender, wherk indexes type
andg indexes gender. Average tastes are calcﬁlate@a:{k:, g)va(k) for each degred = 1,...,5 and gender. Average utility
k

of leisure (home value) is calculated 237 (k, g)vs(k) for each gender. This table provides the actual parametienass. To
k

transform the taste and leisure parameters into dollavalguits, one must divide by the normalized value of the raigitility

of income~y;.
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Table B-4:Counterfactual Experiments: Determinants of Educatiéuinment (1960-1940)

Panel A: Women (1) (2) ) (4) (5)
Full Chg. Add Chg. in  Add Chg. in Add Chg. in
(1960 - 1940) No Chg. Skill Prices Tuition Rate Home Value
% in College +12 0 +6 -10 +16
% of Col. Gradsiin ...
Sci./Math/Eng. +8 0 +6 -3 +5
Bus./Econ. +20 0 +31 -25 +14
Hum./Soc.Sci./Teach. -28 0 -36 +28 -20
Panel B: Men Q) 2) 3) (4) (5)
Full Chg. No Chg. AddChg.in AddChg.in AddChg. in
(1960 - 1940) Skill Prices  Tuition Rate Home Value
% in College -3 0 +16 -21 +2
% of Col. Grads in ...
Sci./Math/Eng. +4 0 +7 -7 +4
Bus./Econ. +2 0 +13 -6 -5
Hum./Soc. Sci./Teach. -7 0 -20 +12 +1

Table B-5:Counterfactual Experiments: Determinants of Gender Waayedhid College Premium (1960-1940)

(1) (2) (3) (4) (5)
Full Chg. No Chg. AddChg.in AddChg.in AddChg.in
(1960-1940) Skill Prices  Tuition Rate Home Value
Female-to-Male College Wage Ratio +8 0 -5 -2 +15
College Premium - Females +18 0 +24 -25 +19

College Premium - Males +13 0 +40 -27 0
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