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#### Abstract

The Steiner forest problem asks for a minimum weight forest that spans a given number of terminal sets. The problem has famous linear programming based 2-approximations [1, 15, 20] whose bottleneck is the fact that the most natural formulation of the problem as an integer linear program (ILP) has an integrality gap of 2 . We propose new cut-based ILP formulations for the problem along with exact branch-and-bound based algorithms. While our new formulations cannot improve the integrality gap, we can prove that one of them yields stronger linear programming bounds than the two previous strongest formulations: The directed cut formulation [2, 7] and the advanced flow-based formulation by Magnanti and Raghavan [25]. In an experimental evaluation, we show that the linear programming bounds of the new formulations are indeed strong on practical instances and that our new branch-and-bound algorithms outperform branch-and-bound algorithms based on the previous formulations. Our formulations can be seen as a cut-based analogon to [25], whose existence was an open problem.
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## 1 Introduction

The Steiner forest problem (SFP) is one of the fundamental network design problems. Given an edge-weighted undirected graph $G=(V, E)$ and terminal sets $T^{1}, \ldots, T^{K} \subseteq V$, it asks for a minimum weight forest in $G$ such that the nodes inside each terminal set are connected. Steiner forest is a particularly important problem in the design of real-world communication networks where unwieldy additional constraints make it hard to obtain hard guarantees and clean approximation algorithms. Instead, linear programming based branch-and-bound ( $B \& B$ ) algorithms are a popular choice here: They find an optimum solution in (worst-case) exponential time, but can also be run in a heuristic mode where the algorithm stops with a sub-optimum solution after a given time limit. In the latter case, B\&B algorithms still

[^0]| formulation |  | 2 | 4 |
| ---: | ---: | ---: | ---: |
| undirected flow/cut $\left(\mathfrak{L}^{u c}\right)$, lifted cut $\left(\mathfrak{L}^{k l s v z}\right)[23]$ |  | 2 | 4 |
| layered directed, $\mathfrak{L}^{\text {dc }}[2,7]$ | 3 | 2 | 4 |
| Magnanti-Raghavan $[25], \mathfrak{L}^{m r}$ | 3 | 3 | 6 |
| our extended cut-based, $\mathfrak{L}^{\text {edc }}$ | 3 | 2.5 | 5.14 |
| our strengthened extended cut-based, $\mathfrak{L}^{\text {sedc }}$ | 3 | 3 | 6 |
| integer optimum | 3 | 3 | 7 |

Figure 1 A comparison of lower bounds from LP relaxations. The terminal sets of the three Steiner forest instances are depicted in different shapes ( $\square, \diamond, \boxed{\square}$, and 0 ). All edges have unit cost.
provide a per-instance quality guarantee by linear programming. This per-instance guarantee is appealing to practitioners: While often only a few selected instances need to be solved, it is common that they defy theoretical analysis. Hence, $\mathrm{B} \& \mathrm{~B}$ algorithms complement the fixed parameter tractable (FPT) algorithms which exploit special structures of practical instances. In contrast, however, $\mathrm{B} \& \mathrm{~B}$ algorithms allow us to include the real-world constraints without additional analyses and make no structural assumptions. In this way, they provide another important tool for problem solving in practice.

A linear programming based B\&B algorithm systematically finds an optimum solution to an integer linear program (ILP). Assume that we are minimizing. The algorithm first removes the integrality requirement, turning the NP-hard ILP into a polynomial time solvable linear programming (LP) relaxation. Any solution to the ILP is a solution to the LP relaxation and thus, the value of any LP solution $x^{*}$ is a lower bound on the optimum value of the ILP. If $x^{*}$ is integral, we found an optimum solution to the ILP. Otherwise, there is at least one fractional variable, say $x_{i}^{*} \notin \mathbb{Z}$. In any optimum integral solution, we have either $x_{i} \leq\left\lfloor x_{i}^{*}\right\rfloor$ or $x_{i} \geq\left\lceil x_{i}^{*}\right\rceil$. We create a subproblem for each of the two cases and recurse the algorithm. If at any point in the recursion (the branch-and-bound tree) we obtain an integral solution or if a subproblem turns out to be infeasible, we solved the subproblem and we can prune the corresponding branch from the tree. We keep track of the best integral solution we find (the incumbent), as it provides an upper bound on the value of an optimum ILP solution. Since the LP value of each subproblem provides a lower bound for its optimum integral value, we can equally prune the tree once the LP value rises above the value of the incumbent. This highlights why strong LP relaxations are paramount for $B \& B$ algorithms: The better the LP bounds, and the sooner the LP relaxation becomes integral, the sooner the recursion can be pruned. As different ILP formulations for the same problem yield different LP bounds and finding a strong ILP formulation is an interesting challenge.

While $\mathrm{B} \& \mathrm{~B}$ algorithms for the Steiner forest problem all follow the same basic algorithm, they differ on the LP relaxation they employ to generate lower bounds. From a theoretical perspective, almost all LP relaxations for the Steiner forest problem have a worst-case integrality gap of 2 , with the only known exception being the lifted cut relaxation by Könemann, Leonardi, Schäfer, and van Zwam [23] that achieves a gap of $2-\varepsilon$. Still, the different LP relaxations do not all yield equally good bounds: The bound from the directed cut relaxation will never be worse (and often much better) than the bound from the undirected cut relaxation, since the former is a specialization of the latter. Likewise, Magnanti and Raghavan [25] show that their improved flow relaxation is always as least as good as the
undirected cut relaxation. In that sense, some relaxations are stronger than others, while others are incomparable (see Figure 1): The lifted cut relaxation is at least as strong as the undirected cut formulation, but it may yield stronger or weaker bounds than the directed variant. Experiments support this notion of relaxation strength. For instance, it has been observed that the directed cut formulation is better suited for $\mathrm{B} \& \mathrm{~B}$ algorithms than the undirected cut formulation [6], at least for the Steiner tree problem (the special case where $K=1$ ). Magnanti and Raghavan obtain particularly strong bounds from the improved flow formulations in their experiments where their $\mathrm{B} \& \mathrm{~B}$ algorithm can solve many instances without having to branch. The bounds from the lifted cut relaxation are identical to the ones from the undirected cut relaxation in our experiments.

Our contribution. The above observations seem to turn the improved flow formulation and the directed cut formulation into the canonical choices for a B\&B algorithm. Unfortunately, the improved flow relaxation is exponentially large and it is unknown if it can be solved efficiently. The directed cut relaxation is easy to solve, but its bounds are considerably weaker if used for the Steiner forest problem (an analysis is given in Section 2).

We propose a branch-and-bound algorithm that is based on a new, cut-based ILP formulation for the Steiner forest problem. Its LP relaxation is stronger than the improved flow relaxation and as the directed cut relaxation, and therefore, as the undirected cut relaxation as well. In contrast to the improved flow formulation it can be solved in polynomial time. This answers an open problem in [25] which asks for a cut-based ILP formulation that is at least as strong as the improved flow formulation. In our experiments the LP bounds are stronger than what can be achieved from any of the previous relaxations. They can also be computed quickly and reliably. Using known techniques and a computational analysis, we engineer our branch-and-bound algorithm to solve all medium sized and almost all large instances from the benchmark set. The algorithm outperforms B\&B algorithms based on the previous formulations. Figure 1 shows a comparison of the formulations on widely-used small example instances.

While we focus on $\mathrm{B} \& \mathrm{~B}$ algorithms here, new integer linear programming formulations are interesting beyond exact algorithms: Current approximation algorithms for the Steiner forest problem with a guarantee of 2 are based on iterative rounding [20] and the primal-dual analysis technique $[1,15]$; two techniques that rely on strong LP relaxations. Even though our new formulation has an integrality gap of 2 as well and thus cannot directly improve the known LP-based approximation algorithms, we believe that it can inspire new research in this direction.

Related work. The directed cut relaxation for the Steiner tree problem [2, 6, 22] can be trivially extended to the Steiner forest case. It cuts off fractional solutions by imposing a direction on each edge, looking for a rooted directed tree that connects all terminals. In the Steiner tree case where only one terminal set exists, this process is straight-forward. When multiple sets are present, however, one directed tree per set is needed and these, in general, can impose conflicting orientations to the edges. This is a major additional difficulty in solving the Steiner forest problem. Magnanti and Raghavan [25] show how to consolidate the conflicts with the improved flow formulation.

The issues with conflicting orientations can be avoided altogether by using strong undirected formulations. Goemans [13], Lucena [24], as well as Margot, Prodon and Liebling [26] independently propose an ILP formulation for the Steiner tree problem that builds on Edmond's complete description of the tree polytope [11]. This tree-based formulation has a straight-forward extension to the Steiner forest problem, but its LP bounds are identical to the ones from the directed formulations.

The literature for the Steiner tree problem is more extensive: Several surveys compare ILP formulations and their polyhedral properties [7, 8, 14, 27, 28]. They are the basis for B\&B algorithms [6, 22]. Exact FPT algorithms identify parameters that make the problem difficult to solve [4, 9, 12, 19]. Similarly, preprocessing techniques reduce the size of Steiner tree instances by removing trivial parts [10, 27, 28]. While the Steiner tree B\&B algorithms imply B\&B algorithms for the general Steiner forest case, the Steiner forest problem was mostly studied in the context of approximation algorithms [1, 15, 17, 18, 20]. A PTAS on planar and bounded treewidth graphs exists [3].

Notation. Throughout, let $G=(V, E)$ be an undirected, simple graph and let $A=$ $\{(i, j),(j, i) \mid\{i, j\} \in E\}$ be the arcs of the bidirection of $G$. A cut-set in $G$ is a subset $S \subseteq V$. Any cut-set $S \subseteq V$ induces a cut $\delta(S):=\{\{i, j\} \in E| |\{i, j\} \cap S \mid=1\}$. We abbreviate $\delta(i):=\delta(\{i\})$ if $S=\{i\}$. If $D=(V, A)$ is a directed graph, we distinguish the outgoing cut $\delta^{+}(S)=\{(i, j) \in A \mid i \in S$ and $j \notin S\}$ and the incoming cut $\delta^{-}(S)=\{(i, j) \in A \mid i \notin$ $S$ and $j \in S\}$. Given a vector $x \in X^{d}, d \in \mathbb{Z}_{\geq 0}$, and an index set $I \subseteq\{1, \ldots, d\}$ we write $x(I)$ to abbreviate $\sum_{i \in I} x_{i}$. Finally, for $k \in \mathbb{Z}_{\geq 1}$, let $[k]:=\{1, \ldots, k\}$.

The Steiner forest problem. Consider an undirected graph $G=(V, E)$ together with $K \in \mathbb{N}$ terminal sets $T^{1}, \ldots, T^{K} \subseteq V$. A feasible Steiner forest is a forest $\left(V_{F} \subseteq V, E_{F} \subseteq E\right)$ in $G$ that, for all $k \in[K]$, contains an $s$ - $t$-path for all $s, t \in T^{k}$. A feasible forest $\left(V_{F}, E_{F}\right)$ is optimum with respect to edge weights $c \in \mathbb{R}_{\geq 0}^{|E|}$ if it minimizes the total cost $\sum_{e \in E_{F}} c_{e}$. Assume without loss of generality that the terminal sets are pairwise disjoint: If $T^{k}$ and $T^{\ell}$ share at least one node, then any forest is feasible for $T^{1}, \ldots, T^{K}$ if and only if it is feasible for the instance where $T^{k}$ and $T^{\ell}$ are replaced by $T^{k} \cup T^{\ell}$. We denote the set of all terminal nodes by $\mathfrak{T}:=T^{1} \cup \cdots \cup T^{K}$ and write $\tau(t):=k$ if $t \in T^{k}$. For each terminal set $T^{k}, k \in[K]$, we select an arbitrary node $r^{k} \in T^{k}$ as a fixed root node and define $\mathfrak{R}:=\left\{r^{1}, \ldots, r^{K}\right\}$. A cut-set $S \subseteq V$ is relevant for the terminal set $T^{k}$ if it separates $r^{k}$ from some terminal $t \in T^{k}$, i.e., if $r^{k} \in S$ but $t \notin S$ for some $t \in T^{k}$. We write $\mathfrak{S}^{k}$ for the set of all cut-sets that are relevant for $T^{k}$ and $\mathfrak{S}:=\mathfrak{S}^{1} \cup \cdots \cup \mathfrak{S}^{K}$ for the set of all relevant cut-sets. If $P:=\left\{(x, y) \in \mathbb{R}^{n_{1}+n_{2}} \mid A x+B y=d\right\}$ is a polyhedron let $\operatorname{Proj}_{x}(P):=\left\{x \in \mathbb{R}^{n_{1}} \mid \exists y \in \mathbb{R}^{n_{2}}:(x, y) \in P\right\}$ be the projection of $P$ onto the $x$ variables.

## 2 Eliminating cycles from the linear programming relaxation

Let us briefly review the existing branch-and-bound algorithms and how they model the Steiner forest problem as an ILP. A forest $F$ in $G=(V, E)$ is feasible if and only if any relevant cut-set $S \subset V$ contains at least one edge of $F$, i.e. if $\left|\delta_{F}(S)\right| \geq 1$ for all $S \in \mathfrak{S}$. Thus, since $c \geq 0$, the undirected cut formulation

$$
\begin{align*}
& \min \left\{c^{\mathrm{T}} x \mid x \in \mathfrak{L}^{u c} \text { and integer }\right\} \text { where }  \tag{IPuc}\\
& \mathfrak{L}^{u c}:=\left\{x \in[0,1]^{E} \mid x(\delta(S)) \geq 1 \quad \forall S \in \mathfrak{S}\right\} \tag{1}
\end{align*}
$$

is a valid ILP formulation. While it can be solved efficiently, it yields weak bounds even on trivial instances (see Figure 1). The reason for the weak bounds becomes apparent when we see formulation (IPuc) as a set cover problem: We look for a choice of edges such that each cut $\delta(S)$ in $G$ is covered by at least one edge. Consider any cycle $C$ of length $s$ in $G$. Any set cover needs $s-1$ edges to cover $C$. On the other hand, we obtain a fractional solution of value $\frac{s}{2}$ by setting $x_{e}=0.5$ for all edges $e \in C$. Figure 2a shows an example.

(a) A feasible solution for (1). The edges $\{c, d\}$ and $\{b, c\}$ cover the cuts $\delta(\{a, b, c\})$ and $\delta(\{a, b, d\})$.

(b) An infeasible solution for (2a)-(2d). The arcs ( $d, c$ ) and $(b, c)$ cover the cut $\delta(\{a, b, d\})$, but not the cut $\delta(\{a, b, c\})$.

(c) A feasible solution for (2a)(2d). Additional capacity is needed on $(c, d)$ and $(b, a)$ to cover all relevant cuts.

Figure 2 An unit cost example where $\mathfrak{L}^{d c}$ yields a stronger LP bound than $\mathfrak{L}^{u c}$. The instance has a single terminal set that contains all four nodes of the graph. Node $a$ has been chosen as the root.

The formulation can be improved with a standard construction [7, 2]. Recall that we choose $r^{k} \in T^{k}$ as an arbitrary root node of set $T^{k}$ and consider the bi-directed graph underlying $G$. For all $k \in[K]$, we now look for an arborescence (a directed tree) rooted at $r^{k}$. If any cut-set $S$ is relevant for $T^{k}$, then at least one arc must leave $S$ :

$$
\begin{array}{rlrl}
\min \left\{c^{\mathrm{T}} x \mid(x, y) \in \mathfrak{L}^{d c} \text { and integer }\right\} \text { where } & & \\
\mathfrak{L}^{d c}:=\left\{(x, y) \mid y^{k}\left(\delta^{+}(S)\right)\right. & \geq 1 & & \forall k \in[K], \forall S \in \mathfrak{S}^{k} \\
y_{i j}^{k}+y_{j i}^{k} \leq x_{i j} & & \forall\{i, j\} \in E, \forall k \in[K] \\
y_{i j}^{k}, y_{j i}^{k} & \in[0,1] & \forall\{i, j\} \in E, \forall k \in[K] \\
x_{i j} & \in[0,1] & & \forall\{i, j\} \in E\} . \tag{2d}
\end{array}
$$

Since any solution $(x, y)$ of (IPdc) can be turned into a feasible Steiner forest $F:=\{\{i, j\} \in$ $\left.E \mid \exists k: y_{i j}^{k}+y_{j i}^{k} \geq 1\right\}$ and any feasible Steiner forest can be turned into a solution to (IPdc), this strengthened formulation indeed captures the Steiner forest problem. The formulation eliminates directed cycles from the basic optima of its LP relaxation and indeed the bound of the relaxation coincides with the integer optimum on instance A from Figure 1. However, a slightly modified instance makes the problem reappear, see instance B in Figure 1 or Figure 3: While the support of any $y^{k}$ is free of directed cycles, the union of the supports is not. This is the reason why the formulation works exceptionally well for the Steiner tree problem where $K=1$. If $K>1$, however, the LP relaxation of (IPdc) is again weak. Still, for practical purposes no better formulation was known prior to this work. The offending cycles potentially appear whenever two terminal sets $T^{k}$ and $T^{\ell}-$ and thus their roots $r^{k}$ and $r^{\ell}-$ end up in the same connected component of the solution, i.e. of the support of $x$. If we knew beforehand that $T^{k}$ and $T^{\ell}$ lie in the same connected component of an optimum solution, we could simplify the instance, replacing $T^{k}$ and $T^{\ell}$ by their union $T^{k} \cup T^{\ell}$. Iterating this idea would yield a solution where all the arborescences are disjoint and the offending cycles are eliminated.

Unfortunately, we cannot know the connected components of a Steiner forest a priori. Instead, Magnanti and Raghavan [25] - we denote their model by (IPmr) and the LP relaxation by $\mathfrak{L}^{m r}$ - propose to compute the connected components of a solution on-the-fly in the ILP formulation. Then, whenever $T^{k}$ and $T^{\ell}, k \leq \ell$, lie in the same connected component, they look for a common arborescence that is rooted at $r^{k}$ and connects all terminals in $T^{k} \cup T^{\ell}$. Unfortunately, their formulation has a size of $\Omega\left(\prod_{k=1}^{K} \sum_{\ell=k}^{K}\left|T^{\ell}\right|\right)$, i.e. it is exponential in the number of terminal sets $K$. We shall see in the next section how we achieve the same effect with a much smaller ILP formulation.
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Figure 3 Detailed picture of instance (B) from Figure 1. On the left: The red and blue arcs form a solution for relaxation (2a)-(2d) for the red $(\square)$ and blue $(\diamond)$ terminal set. The gray edges show the values of the $x$ variables. Looking for a Steiner arborescence for each terminal set does not cut off a fractional optimum of cost 2. On the right. A solution that roots different terminal sets at the root node of the red ( $\square$ ) terminal set. The fractional optimum is cut off.

## 3 An new ILP formulation for the Steiner forest problem

Our extended formulation makes use of three kinds of variables. As before, we use a variable $x_{i j}$ for all edges $\{i, j\} \in E$ to determine if $\{i, j\}$ is included in the forest $F$ and two corresponding directed variables $y_{i j}, y_{j i}$. Likewise, the variables $y_{i j}^{k}$ and $y_{j i}^{k}$ for each $k \in[K]$ and each $\{i, j\} \in E$ determine if the arcs $(i, j)$ and $(j, i)$, respectively, are included in the arborescence rooted at $r^{k}$. Finally, we introduce an additional variable $z_{k \ell}$ for each $k \in[K]$ and each $\ell \geq k$, with the interpretation that $z_{k \ell}=1$ iff $T^{k}$ and $T^{\ell}$ both lie in the arborescence spanned by $y^{k}$. In the latter case, we say that $r^{k}$ is responsible for the terminals in $T^{\ell}$. To make it easier to state the formulation, we define $\mathfrak{T}^{i \ldots j}$ as $T^{i} \cup \cdots \cup T^{j}$ and let $\mathfrak{T}_{r}^{i \ldots \ldots j}:=\mathfrak{T}^{i \ldots j} \backslash\left\{r^{i}\right\}$ be the same set without the $i$ th root node (all other root nodes are still included). In particular, the set $\mathfrak{T}_{r}^{\ell \ldots K}$ contains all the terminal nodes that can potentially be connected to $r^{\ell}$. We extend our previous notion and say that a cut-set $S \subseteq V$ is relevant for $r^{k}$ and $T^{\ell}$ if $r^{k} \in S$ and some terminal $t \in T^{\ell}$ is not in $S$. The set of all cut-sets that are relevant for $r^{k}$ and $T^{\ell}$ is written by $\mathfrak{S}_{\ell}^{k}$ in the sequel. Then, our formulation reads:

$$
\begin{equation*}
\min \left\{c^{\mathrm{T}} x \mid(x, y, z) \in \mathfrak{L}^{\text {sedc }} \text { and integer }\right\} \text { where } \tag{IPsedc}
\end{equation*}
$$

$$
\begin{align*}
\mathfrak{L}^{\text {sedc }}:=\left\{(x, y, z) \mid y^{k}\left(\delta^{+}(S)\right)\right. & \geq z_{k \ell} & & \forall k \in[K], \ell \geq k, \forall S \in \mathfrak{S}_{\ell}^{k}  \tag{3a}\\
\sum_{\ell=1}^{k} z_{\ell k} & =1 & & \forall k \in[K]  \tag{3b}\\
y_{i j} \geq \sum_{k \in[K]} y_{i j}^{k}, y_{j i} & \geq \sum_{k \in[K]} y_{j i}^{k} & & \forall\{i, j\} \in E  \tag{3c}\\
z_{k k} & \geq z_{k \ell} & & \forall k \in[K] \backslash\{1, K\}, \forall \ell \geq k+1  \tag{3d}\\
y_{i j}+y_{j i} & \leq x_{i j} & & \forall\{i, j\} \in E  \tag{3e}\\
y\left(\delta^{-}(v)\right) & \leq 1 & & \forall v \in V  \tag{3f}\\
y^{k}\left(\delta^{-}(t)\right) & =0 & & \forall k \in[K] \backslash\{1\}, \forall t \in \mathfrak{T}^{1 \cdots k-1}  \tag{3~g}\\
y_{i j}^{k}, y_{j i}^{k} & \in[0,1] & & \forall\{i, j\} \in E, \forall k \in[K]  \tag{3h}\\
x_{i j}, y_{i j}, y_{j i} & \in[0,1] & & \forall\{i, j\} \in E  \tag{3i}\\
z_{k \ell} & \in[0,1] & & \forall k \in[K], \forall \ell \geq k\} . \tag{3j}
\end{align*}
$$

For any $k, \ell$, the left hand side of the directed cut-set constraint (3a) is non-negative and the constraint is trivially satisfied if $z_{k \ell}=0$. If otherwise $z_{k \ell}=1$, we need to connect all terminals from $T^{\ell}$ to the $k$-th root $r^{k}$. Then, any cut-set $S$ separating $r^{k}$ from some terminal in $T^{\ell}$ must have at least one outgoing edge. This is exactly the condition modeled by (3a). For each $k \in[K]$, the constraints (3b) ensure that exactly one root $r^{\ell}$ is responsible for $T^{k}$ (and $r^{1}$ is always responsible for $T^{1}$, i.e., $z_{11}=1$ ). We use constraints (3c) to enforce that each edge $\{i, j\}$ is part of at most one arborescence. We also want to make sure that no "transitive" responsibilities exist: If $r^{k}$ is responsible for $T^{\ell}$, then $r^{\ell}$ cannot be responsible for some $T^{m}, m \neq \ell$. This is modeled by the symmetry breaking constraints (3d). They make sure that if root $r^{k}$ is responsible for some terminal set $T^{\ell}$, then $r^{k}$ must be responsible for $T^{k}$ as well. The capacity constraints (3e) say that if an edge $\{i, j\}$ is used in any arborescence, then it must be included in the tree. Moreover, no node in any arborescence should have more than one incoming arc, as modeled by the indegree constraints (3f). Finally, the terminals in $T^{1 \ldots k-1}$ cannot be attached to root $r^{k}$ and thus, no arc of the corresponding arborescence should enter such a terminal, see constraint ( 3 g ).

To solve $\mathfrak{L}^{\text {sedc }}$ efficiently, we only add a subset of the cut-set constraints (3a) at the beginning. Then, given a solution $\left(x^{*}, y^{*}, z^{*}\right)$ to a partially generated $\mathfrak{L}^{\text {sedc }}$, we can find a relevant $S$, a $k$ and an $\ell$ such that $y^{k}\left(\delta^{+}(S)\right)<z_{k \ell}$ (or decide that none exist) efficiently: For each $k \in[K]$, each $\ell \geq k$ and each $t \in T^{\ell}$, we compute a minimum $r^{k}$-t-cut. If for any $k, \ell$ such a cut $\delta(S)$ has a value of strictly less than $z_{k l}$, then $\left(x^{*}, y^{*}, z^{*}\right)$ does not satisfy the cut-set constraint corresponding to $S$ and we add it to our LP and iterate. Otherwise, all cuts $S \in \mathfrak{S}_{\ell}^{k}$ must have a value of at least $z_{k \ell}$ and $\left(x^{*}, y^{*}, z^{*}\right) \in \mathfrak{L}^{\text {sedc }}$.

- Lemma 1. Formulation (IPsedc) models the Steiner forest problem correctly. Its LP relaxation $\mathfrak{L}^{\text {sedc }}$ can be solved in time polynomial in the size of $G$ and $K$.

Strength of the new formulation. How can we compare two LP relaxations $\mathfrak{L}^{A}$ and $\mathfrak{L}^{B}$ ? We cannot expect that the bound from $\mathfrak{L}^{A}$ is stronger than the bound from $\mathfrak{L}^{B}$ on all instances: Generally, the optima of both LPs will be integral on some instances and must coincide then. We can, however, ask that the bound obtained from $\mathfrak{L}^{A}$ is never worse than the bound obtained from $\mathfrak{L}^{B}$. This is the case if any solution to $\mathfrak{L}^{A}$ is feasible for $\mathfrak{L}^{B}$ as well, i.e. if $\mathfrak{L}^{A} \subseteq \mathfrak{L}^{B}$. We say that $\mathfrak{L}^{A}$ is strictly stronger than $\mathfrak{L}^{B}$ if additionally at least one solution of $\mathfrak{L}^{B}$ is infeasible for $\mathfrak{L}^{A}$, i.e. if $\mathfrak{L}^{A} \subsetneq \mathfrak{L}^{B}$. In general, some truncation or extension of the solution might be necessary if $\mathfrak{L}^{A}$ and $\mathfrak{L}^{B}$ live in different variable spaces, but we can project the solutions suitably.

Instead of comparing the models directly, we compare their equivalent flow-based models; replacing the cut-condition by a flow-balance constraint. We also introduce additional flow variables $f$. Any feasible solution to $\mathfrak{L}^{\text {sedf }}$ defines a flow $f^{k, t}$ from $r^{k}$ to any terminal $t \in \mathfrak{T}^{k \ldots K}$ and ensures that the flow value of $f^{k, t}$ is exactly $z_{k \ell}$.

$$
\begin{array}{cl}
\mathfrak{L}^{\text {sedf }}:=\left\{(x, y, f, z) \mid f_{i j}^{k t} \leq y_{i j}^{k}, f_{j i}^{k t} \leq y_{j i}^{k}\right. & \forall k \in[K], \forall\{i, j\} \in E \\
& \forall t \in \mathfrak{T}_{r}^{k \ldots K} \\
f^{k t}\left(\delta^{+}(i)\right)-f^{k t}\left(\delta^{-}(i)\right)=\sigma_{k t}(i) z_{k \tau(t)} & \forall i \in V, \forall k \in[K] \\
f^{k t}\left(\delta^{+}(t)\right)=0 & \forall t \in \mathfrak{T}_{r}^{k \ldots K} \\
(3 \mathrm{~b})-(3 \mathrm{j}) & \forall k \in[K], \forall t \in \mathfrak{T}_{r}^{k \ldots K} \\
f_{i j}^{k t}, f_{j i}^{k t} \in[0,1] & \forall k \in[K], \forall t \in \mathfrak{T}_{r}^{k \ldots K} \\
& \forall\{i, j\} \in F
\end{array}
$$
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(a) Instance with three terminal sets $(\square 1, \diamond 2, \boxtimes 3)$ and unitary edge costs 1 .

(b) Optimum solution of $\mathfrak{L}^{m r}$ with overall cost 4.5. This solution is infeasible for $\mathfrak{L}^{\text {sedc }}$ since here we would have $z_{22}=0.5$ and $z_{23}=1.0$, conflicting (3d).

(c) Optimum solution of $\mathfrak{L}^{\text {sedc }}$ which is integer and has cost 5 . Here, non-0 $z$ variables are $z_{11}=z_{22}=z_{23}=1.0$.

Figure 4 Example instance where $\mathfrak{L}^{s e d c}$ gives a stronger bound than $\mathfrak{L}^{m r}$.

The constant $\sigma_{k t}(i)$ is set to 1 if $i=r^{k}$, to -1 if $i=t$, and to 0 otherwise. The constraints (4c) prohibit $f^{k t}$ from leaving $t$ and facilitate the comparison to $\mathfrak{L}^{m r}$. Analogously, the relaxation $\mathfrak{L}^{d c}$ has an arc-flow-based equivalent $\mathfrak{L}^{d f}$ that forces a choice of arcs such that each root $r^{k}$ is able to send one unit of flow to each terminal in $T^{k} \backslash\left\{r^{k}\right\}$.

- Theorem 2. $\operatorname{Proj}_{x}\left(\mathfrak{L}^{\text {sedc }}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{d c}\right)$

Proof sketch. We prove the claim by showing that $\mathfrak{L}^{\text {sedf }}$ is strictly stronger than $\mathfrak{L}^{d f}$. Let thus $(x, y, f, z) \in \mathfrak{L}^{\text {sed }}$. We want to show that there exists some $y^{\prime}$ and some flow $f^{\prime}$ such that $\left(x, y^{\prime}, f^{\prime}\right) \in \mathfrak{L}^{d f}$. Here, the challenge is that there might be a non-zero flow $f^{k, t}$ from $r^{k}$ to $t \in T^{\ell}$ whereas in $\mathfrak{L}^{d f}$, all the flow to $t$ must originate from $r^{\ell}$. Still, we can morally obtain a feasible flow $f^{\prime}$ in the following way: Since $r^{\ell} \in T^{\ell}$, there must be a flow of value exactly $z_{k \ell}$ from $r^{k}$ to $r^{\ell}$. But $r^{k}$ also sends a flow with value $z_{k \ell}$ to $t$. Thus, if we reverse $f^{k, r^{\ell}}$ we can concatenate it with $f^{k, t}$ and maintain flow conservation. We remove all cycles and we obtain the desired flow $f^{\prime}$. However, this construction might force us to change the orientation of some of the arcs, which poses an additional technical difficulty. Finally, we can iterate this argument and combine all flows $f^{m, t}$ from any root $r^{m}$ to $t$. By constraint (3b), these flows must add up to one. Strictness follows from instance (B) in Figure 1.

Our second theoretical result is that the new relaxation $\mathfrak{L}^{\text {sedc }}$ is strictly stronger than the relaxation of [25]. Due to space restrictions we refer the reader to [25] for the description of $\mathfrak{L}^{m r}$ with constraints (14b)-(14j).

- Theorem 3. $\operatorname{Proj}_{x}\left(\mathfrak{L}^{s e d c}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{m r}\right)$

Proof sketch. As before, we compare $\mathfrak{L}^{s e d f}$ instead of $\mathfrak{L}^{\text {sedc }}$. The major difference between $\mathfrak{L}^{\text {sedf }}$ and $\mathfrak{L}^{m r}$ is this: While in $\mathfrak{L}^{\text {sedf }}$, any two flows $f^{k t}$ and $f^{k t^{\prime}}$ for $t, t^{\prime} \in T^{\ell}$ must have the same flow value $z_{k \ell}$, the same flows can have different values in $\mathfrak{L}^{m r}$. In that sense, $\mathfrak{L}^{\text {sedf }}$ is more restricted and it makes sense that any flow that is feasible in $\mathfrak{L}^{\text {sedf }}$ is feasible in $\mathfrak{L}^{m r}$, too, whereas the converse is not necessarily true (see Figure 4). More formally, let $(\bar{x}, \bar{y}, \bar{z}, \bar{f}) \in \mathfrak{L}^{\text {sedf }}$. We argue that $(\bar{x}, \bar{y}, \bar{f}) \in \mathfrak{L}^{m r}$. It follows from (4b) that ( $\bar{x}, \bar{y}, \bar{f}$ ) satisfies (14b) from [25]. Constraint (14c) follows from (4b), (4c), and (3b). For (14d), apply (4b), (4b) with $t=\bar{\ell}$, and (4c). Constraint (14e) follows from (4a), (3c), and (3e). Likewise, constraint (14f) follows from (4a), (3c), and applying (3f). Finally, the constraint $(14 \mathrm{~g})$ is implied by $(3 \mathrm{~g})$. ( 14 h ) is equivalent to $(4 \mathrm{c})$.

### 3.1 A smaller cut-based formulation

We remark that (IPsedc) can be written in the slightly different form below. While the reformulation is smaller and less involved, it turns out that its linear programming bounds are potentially weaker than the ones from (IPsedc). We need two variables $y_{i j}, y_{j i}$, and a variable $x_{i j}$ for each edge $\{i, j\} \in E$. As before, for all $k \in[K]$ and all $\ell \geq k$, we have a decision variable $z_{k \ell}$ that tells us whether the terminals in $T^{\ell}$ should be connected to the root $r^{k}$.

$$
\left.\begin{array}{rl}
\min \left\{c^{\mathrm{T}} x \mid(x, y, z) \in \mathfrak{L}^{e d c} \text { and integer }\right\} \text { where } & \\
\mathfrak{L}^{\text {edc }}:=\left\{(x, y, z) \mid y\left(\delta^{+}(S)\right) \geq \sum_{\substack{k \leq \ell: \\
r^{k} \in S}} z_{k \ell}\right. & \forall \ell \in[K], \forall S \subseteq V: T^{\ell} \cap S \neq T^{\ell} \\
\sum_{\ell=1}^{k} z_{\ell k}=1 & \\
z_{k k} \geq z_{k \ell} & \forall k \in[K] \\
y_{i j}+y_{j i} \leq x_{i j} & \forall k \in[K] \backslash\{1, K\}, \forall \ell \geq k+1 \\
y_{i j}, y_{j i}, x_{i j} \in[0,1] & \forall\{i, j\} \in E \\
z_{k \ell} \in[0,1] & \forall\{i, j\} \in E  \tag{5f}\\
& \forall k \in[K], \forall \ell \geq k
\end{array}\right\} .
$$

To see why the formulation is correct, consider a cut-set $S \subseteq V$ with $t \notin S$ for some terminal $t \in T^{\ell}$. If $S$ contains a root node $r^{k}$ with $z_{k \ell}=1$, then $S$ must have at least one outgoing arc and the right-hand side of (5a) evaluates to 1 (observe that because of (5b) the right-hand side can never exceed 1). Otherwise, the right-hand side of (5a) evaluates to 0 and the constraint is trivially satisfied. The LP relaxation of (IPedc) can be solved in polynomial time using a similar algorithm as for $\mathfrak{L}^{\text {sedc }}$.

- Lemma 4. $\operatorname{Proj}_{x}\left(\mathfrak{L}^{\text {sedc }}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{e d c}\right)$.

Proof. Let $(\tilde{x}, \tilde{y}, \tilde{z}) \in \mathfrak{L}^{\text {sedc }}$. We argue that $(\tilde{x}, \tilde{y}, \tilde{z}) \in \mathfrak{L}^{e d c}$. The constraints (5b)-(5d) are trivially satisfied. Now, consider a directed cut $S \subseteq V: S \cap T^{\ell} \neq \emptyset$, for some set $\ell \in[K]$. Any cut $S$ is relevant to the sum in the right-hand side of constraint (5a) if and only if it is a valid cut for constraint (3a), hence

$$
\tilde{y}\left(\delta^{+}(S)\right) \stackrel{(3 \mathrm{c})}{\geq} \sum_{k=1}^{K} \tilde{y}^{k}\left(\delta^{+}(S)\right) \geq \sum_{k=1}^{\ell} \tilde{y}^{k}\left(\delta^{+}(S)\right) \stackrel{(3 \mathrm{a})}{\geq} \sum_{k \leq \ell} \tilde{z}_{k \ell} \geq \sum_{\substack{k \leq \ell: \\ r^{k} \in S}} \tilde{z}_{k \ell}
$$

and thus (5a) is satisfied. Again, strictness follows from instance (B) in Figure 1.
On the other hand, the model is stronger than the directed model without $z$ variables.

- Lemma 5. $\operatorname{Proj}_{x}\left(\mathfrak{L}^{2 e d c}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{d c}\right)$.

We summarize the results of the discussion in Figure 5 and remark that the relationship of $\mathfrak{L}^{m r}$ to the models $\mathfrak{L}^{d c}$ and $\mathfrak{L}^{e d c}$ is an open problem. Our conjecture is that it holds $\operatorname{Proj}_{x}\left(\mathfrak{L}^{m r}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{e d c}\right) \subsetneq \operatorname{Proj}_{x}\left(\mathfrak{L}^{d c}\right)$.


Figure 5 Relationship of the LP relaxations. The arrows point to the stronger relaxation.


Figure 6 Number of JMP instances (out of 580) solved by B\&B after $x$ seconds.

## 4 Experimental results

Settings. All experiments were performed on a Debian 9.4 machine with an Intel(R) Xeon(R) CPU E5-2643 running at 3.30 GHz . Our code is written in C++ using the ILOG CPLEX 12.6.3 framework. We compiled with gcc-6.3 and -02 flags. Automatic symmetry breaking and presolving was disabled in CPLEX, as well as all general integer cuts.

Instances. For the JMP instance set, we generated 580 random graphs with a frequently used method by Johnson, Minkoff, and Philipps [21]: First, distribute $n$ nodes uniformly at random in a unit square. Then, insert an edge $\{i, j\}$ if the Euclidean distance between $i$ and $j$ is less than $\alpha / \sqrt{n}$, where $\alpha$ is a parameter for the random generator. The cost of the edge $\{i, j\}$ is proportional to the Euclidean distance. Finally, connect all nodes with a minimum Euclidean spanning tree to ensure that the instance is connected.

To determine $K$ random terminal sets, we first select $t \cdot|V|$ nodes uniformly at random (the number $K \in[n / 2]$ of terminal sets and the terminal percentage $t \in[0,1]$ are again parameters). We then bring the selected nodes into a random order and draw $K-1$ distinct split points from $\{2, \ldots, t \cdot|V|-1\}$, thus splitting the random node order into $K$ distinct terminal sets. For each $n \in\{25,50,150,200,500\}$, we choose a small, a medium, and a large number of terminal sets $K$. The percentage $t$ of terminal nodes is picked from $\{0.25,0.5,0.75,1.0\}$ unless a combination of $n, K$, and $t$ results in a terminal set size of less than two. For each choice of $n, K$, and $t$, we generate five instances with $\alpha=1.6$ and five instances with $\alpha=2.0$; leading to 580 JMP instances. The MR instance set is generated based on [25] and contains 85 instances.


Figure 7 Improvement of the linear programming bound over the bound obtained from $\mathfrak{L}^{u c}$ : The plot shows the ratio of the best bound after 1200 seconds over the optimum bound from $\mathfrak{L}^{\text {uc }}$. The theoretical maximum improvement is at most 2. On the right: For $|V| \in\{25,50\}$ all bounds are optimum; for $|V| \in\{100,200\}$ only the $\mathfrak{L}^{\text {edc }}$ and $\mathfrak{L}^{\text {sedc }}$ bounds are optimum. For $|V|=500$, about $50 \%$ of the $\mathfrak{L}^{\text {edc }}$ and $\mathfrak{L}^{\text {sedc }}$ and none of the $\mathfrak{L}^{d c}$ bounds are optimum.

The branch-and-bound algorithm. We solve formulation (IPsedc) by an $\mathrm{B} \& \mathrm{~B}$ algorithm. As the algorithm requires solving the LP relaxation $\mathfrak{L}^{\text {sedc }}$ in each $\mathrm{B} \& \mathrm{~B}$ node, we generate the LP relaxation dynamically with the separation procedure from Section 3. This allows us to efficiently solve each B\&B node. We follow the same approach for the ILP from [25], for (IPedc), and for (IPdc) and compare the results. Similar separation procedures using minimum cuts exist for $\mathfrak{L}^{d c}$ and $\mathfrak{L}^{e d c}$, so that we can generate the relaxations efficiently as well. In more detail, we compute a minimum $s$ - $t$-cut by computing a maximum $s$ - $t$-flow $f$ and then deriving a cut-set $S$, where a node $v \in V$ is included in $S$ if and only if there is a directed path from $v$ to $t$ in the residual network of $f$. We can then derive a cut-set inequality based on $S$. Some algorithmic techniques have the potential to improve this on-the-fly generation [22]:
Back cuts. Additionally add the cut-set inequality corresponding to $\bar{S}$ where $v \in V$ is included in $\bar{S}$ if and only if there is a directed $s$-v-path in the residual network of $f$.
Nested cuts. Assign an infinite capacity to all saturated edges in the residual network of $f$ and iterate. Nested cuts can be combined with back cuts: We first compute $S$ and $\bar{S}$ and then compute nested cuts on both sets.
Creep flows. Add a small $\varepsilon=10^{-8}$ to all capacities. This lets us find a minimum weight cut that cuts few edges. The creep flow variant works together with both nested cuts and back cuts.

Cut purging. Finally, it can be beneficial to remove cut-set inequalities from the relaxation if they have not been binding for a number of iterations.
It is not clear a priori which combination of these variants leads to the best performance of the algorithm. In a preliminary experiment, we evaluated all 16 combinations for all the formulations under consideration. To avoid overfitting, we tested on a random subset of the instances only. Back cuts were beneficial in all cases. The $\mathfrak{L}^{\text {sedc }}$ relaxation benefited from additional creep flows, while $\mathfrak{L}^{d c}$ worked best with additional nested cuts and purging. In all cases, we compute the maximum $s$ - $t$-flows with a custom implementation of the push-relabel algorithm with the highest-label strategy and the gap heuristic $[16,5]$. Since the $\mathfrak{L}^{\text {sedc }}$ constraints (3f) and ( 3 g ) would be valid for $\mathfrak{L}^{d c}$ and $\mathfrak{L}^{\text {edc }}$ as well, we compare against $\mathfrak{L}^{\text {sedc }}$ without (3f) and (3g). This results in a fairer comparison.

Comparison of the algorithms. We compare $\mathrm{B} \& \mathrm{~B}$ algorithms based on the previous best formulations with our new ones in Figure 6 using the JMP instance set. All algorithms are run in the tuned configuration from the preliminary experiment. The figure shows that our new $\mathfrak{L}^{\text {sedc }}$ based algorithm solves almost twice as many instances to optimality as the previous ones. A more detailed picture would show that all unsolved instances are large ones with $|V|=500$. The $\mathfrak{L}^{e d c}$ based algorithm solves significantly less instances, but still performs better than the algorithm based on $\mathfrak{L}^{d c}$. The algorithm based on $\mathfrak{L}^{m r}$ mostly solved the small instances. The $\mathfrak{L}^{s e d c}$, the $\mathfrak{L}^{e d c}$, the $\mathfrak{L}^{d c}$, and the $\mathfrak{L}^{m r}$ based algorithm solved 480, 385,185 , and 97 instances without branching, respectively. In the following, we analyze why our algorithms perform well.

The new bounds can be computed quickly. We compare our new approach against the two previous best: The relaxation $\mathfrak{L}^{d c}$ of the directed cut formulation and the relaxation $\mathfrak{L}^{m r}$ of [25]. Ideally, we would like to have relaxations that solve quickly and yield a strong bound. Indeed, the LP relaxations in our new algorithm can be solved to optimality quickly and reliably: We find the LP optimum of at least 500 out of 580 instances within 1200 seconds. Moreover, the bulk of the LP relaxations is solved within 100 seconds for $\mathfrak{L}^{\text {edc }}$ and within 400 seconds for $\mathfrak{L}^{\text {sedc }}$. At the same time, the existing B\&B algorithms struggle to solve their LP relaxations: The relaxation $\mathfrak{L}^{m r}$ could only be solved to optimality within 1200 seconds in 100 out of 580 times. In the same time frame, the relaxation $\mathfrak{L}^{d c}$ could be solved 280 times.

The new bounds are strong. The results from the previous section show that the optimum bound from the LP relaxations of the advanced formulations will never be worse than the bound from $\mathfrak{L}^{u c}$. We would like to quantify the ratio of the bounds; however, the theoretical worst-case ratio of the bounds is 1 . What ratio can we hope for on non-artificial instances? To answer this question, we solve the LP relaxations of the advanced formulations. Since any feasible solution to an LP relaxation yields a valid bound, we stop the computation after 1200 seconds and take the best bound obtained up to that point. We then compare this bound with the optimum of $\mathfrak{L}^{u c}$ in Figure 7. The bounds obtained from the relaxation of [23] were exactly the same as of $\mathfrak{L}^{u c}$ and are not shown here. $\mathfrak{L}^{m r}$ only solved a significant number of the small instances from the JMP set. To nonetheless obtain a fair comparison for $\mathfrak{L}^{m r}$, we instead look at the MR instance set that is based on the original publication of [25]. The comparison can also be seen in Figure 7. We see that if $\mathfrak{L}^{m r}$ can be solved, it yields a bound that is comparable to the one from the new relaxations.

## 5 Conclusion

Overall, our new branch-and-bound algorithm works very well and its performance seems to be due to the strong bounds obtained from the new ILP formulation (IPsedc). While its relaxation $\mathfrak{L}^{\text {sedc }}$ is solved less quickly than the simplified relaxation $\mathfrak{L}^{\text {edc }}$, its stronger bounds seem to pay off overall. At the same time, it answers Magnanti's and Raghavan's open problem: There is indeed an equally strong cut-based model to [25]. On the theoretical side, we would like to obtain an LP relaxation with an integrality gap of much less than 2 . This problem is not solved by $\mathfrak{L}^{\text {sedc } c}$ : We observe that it coincides with $\mathfrak{L}^{d c}$ if $K=1$. On the other hand, Könemann et al. [23] propose an LP relaxation that has a better worst-case integrality gap. In our experiments, however, the relaxation always yields the same bounds as the weak undirected cut relaxation $\mathfrak{L}^{u c}$, making it less suitable for practical purposes.
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