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#### Abstract

A quasi-Gray code of dimension $n$ and length $\ell$ over an alphabet $\Sigma$ is a sequence of distinct words $w_{1}, w_{2}, \ldots, w_{\ell}$ from $\Sigma^{n}$ such that any two consecutive words differ in at most $c$ coordinates, for some fixed constant $c>0$. In this paper we are interested in the read and write complexity of quasi-Gray codes in the bit-probe model, where we measure the number of symbols read and written in order to transform any word $w_{i}$ into its successor $w_{i+1}$.

We present construction of quasi-Gray codes of dimension $n$ and length $3^{n}$ over the ternary alphabet $\{0,1,2\}$ with worst-case read complexity $O(\log n)$ and write complexity 2 . This generalizes to arbitrary odd-size alphabets. For the binary alphabet, we present quasi-Gray codes of dimension $n$ and length at least $2^{n}-20 n$ with worst-case read complexity $6+\log n$ and write complexity 2. This complements a recent result by Raskin [Raskin '17] who shows that any quasi-Gray code over binary alphabet of length $2^{n}$ has read complexity $\Omega(n)$.

Our results significantly improve on previously known constructions and for the odd-size alphabets we break the $\Omega(n)$ worst-case barrier for space-optimal (non-redundant) quasi-Gray codes with constant number of writes. We obtain our results via a novel application of algebraic tools together with the principles of catalytic computation [Buhrman et al. '14, Ben-Or and Cleve '92, Barrington '89, Coppersmith and Grossman '75].
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## 1 Introduction

One of the fundamental problems in the domain of algorithm design is to list down all the objects belonging to a certain combinatorial class. Researchers are interested in efficient generation of a list such that an element in the list can be obtained by a small amount of change to the element that precedes it. One of the classic examples is the binary Gray code introduced by Gray [23], initially used in pulse code communication. The original idea of a Gray code was to list down all binary strings of length $n$, i.e, all the elements of $\mathbb{Z}_{2}^{n}$, such that any two successive strings differ by exactly one bit. The idea was later generalized for other combinatorial classes (e.g. see [37, 28]). Gray codes have found applications in a wide variety of areas, such as information storage and retrieval [9], processor allocation [10], computing the permanent [37], circuit testing [41], data compression [40], graphics and image processing [1], signal encoding [32], modulation schemes for flash memories [26, 22, 44] and many more. Interested reader may refer to an excellent survey by Savage [42] for a comprehensive treatment on this subject.

In this paper we study the construction of Gray codes over $\mathbb{Z}_{m}^{n}$ for any $m \in \mathbb{N}$. Originally, Gray codes were meant to list down all the elements from its domain but later studies (e.g. $[20,38,5,6]$ ) focused on the generalization where we list $\ell$ distinct elements from the domain, each two consecutive elements differing in one position. We refer to such codes as Gray codes of length $\ell[20]$. When the code lists all the elements from its domain it is referred to as space-optimal. It is often required that the last and the first strings appearing in the list also differ in one position. Such codes are called cyclic Gray codes. Throughout this paper we consider only cyclic Gray codes and we refer to them simply as Gray codes. Researchers also study codes where two successive strings differ in at most $c$ positions, for some fixed constant $c>0$, instead of differing in exactly one position. Such codes are called quasi-Gray codes [5] ${ }^{1}$ or $c$-Gray codes.

We study the problem of constructing quasi-Gray codes over $\mathbb{Z}_{m}^{n}$ in the cell probe model [43], where each cell stores an element from $\mathbb{Z}_{m}$. The efficiency of a construction is measured using three parameters. First, we want the length of a quasi-Gray code to be as large as possible. Ideally, we want space-optimal codes. Second, we want to minimize the number of coordinates of the input string the algorithm reads in order to generate the next (or, previous) string in the code. Finally, we also want the number of cells written in order to generate the successor (or, predecessor) string to be as small as possible. Since our focus is on quasi-Gray codes, the number of writes will always be bounded by a universal constant. We are interested in the worst-case behavior and we use decision assignment trees (DAT) of Fredman [20] to measure these complexities.

The second requirement of the above is motivated from the study of loopless generation of combinatorial objects. In the loopless generation we are required to generate the next string from the code in constant time. Different loopless algorithms to generate Gray codes

[^0]are known in the literature [17, 4, 28]. However, those algorithms use extra memory cells in addition to the space required for the input string which makes it impossible to get a space-optimal code from them. More specifically, our goal is to design a decision assignment tree on $n$ variables to generate a code over the domain $\mathbb{Z}_{m}^{n}$. If we allow extra memory cells (as in the case of loopless algorithms) then the corresponding DAT will be on $n+b$ variables, where $b$ is the number of extra memory cells used.

Although there are known quasi-Gray codes with logarithmic read complexity and constant write complexity $[20,38,5,6]$, none of these constructions is space-optimal. The best result misses at least $2^{n-t}$ strings from the domain when having read complexity $t+O(\log n)$ [6]. Despite of an extensive research under many names, e.g., construction of Gray codes [20, 36, 16, 24], dynamic language membership problem [19], efficient representation of integers [38, 6], so far we do not have any quasi-Gray code of length $2^{n}-2^{\epsilon n}$, for some constant $\epsilon<1$, with worst-case read complexity $o(n)$ and write complexity $o(n)$. The best worst-case read complexity for space-optimal Gray code is $n-1$ [21]. Recently, Raskin [39] showed that any space-optimal quasi-Gray code over the domain $\mathbb{Z}_{2}^{n}$ must have read complexity $\Omega(n)$. This lower bound is true even if we allow non-constant write complexity. It is worth noting that this result can be extended to the domain $\mathbb{Z}_{m}^{n}$ when $m$ is even.

In this paper we show that such lower bound does not hold for quasi-Gray codes over $\mathbb{Z}_{m}^{n}$, when $m$ is odd. In particular, we construct space-optimal quasi-Gray codes over $\{0,1,2\}^{n}$ with read complexity $4 \log _{3} n$ and write complexity 2 . As a consequence we get an exponential separation between the read complexity of space-optimal quasi-Gray code over $\mathbb{Z}_{2}^{n}$ and that over $\mathbb{Z}_{3}^{n}$.

- Theorem 1. Let $m \in \mathbb{N}$ be odd and $n \in \mathbb{N}$ be such that $n \geq 15$. Then, there is a spaceoptimal quasi-Gray code $C$ over $\mathbb{Z}_{m}^{n}$ for which, the two functions next $(C, w)$ and prev $(C, w)$ can be implemented by inspecting at most $4 \log _{m} n$ cells while writing only 2 cells.

In the statement of the above theorem, $\operatorname{next}(C, w)$ denotes the element appearing after $w$ in the cyclic sequence of the code $C$, and analogously, $\operatorname{prev}(C, w)$ denotes the preceding element. Using the argument as in $[20,36]$ it is easy to see a lower bound of $\Omega\left(\log _{m} n\right)$ on the read complexity when the domain is $\mathbb{Z}_{m}^{n}$. Hence our result is optimal up to some small constant factor.

Raskin shows $\Omega(n)$ lower bound on the read complexity of space-optimal binary quasiGray codes. The existence of binary quasi-Gray codes with sub-linear read complexity of length $2^{n}-2^{\epsilon n}$, for some constant $\epsilon<1$, was open. Using a different technique than that used in the proof of Theorem 1 we get a quasi-Gray code over the binary alphabet which enumerates all but $O(n)$ many strings. This result generalizes to the domain $\mathbb{Z}_{q}^{n}$ for any prime power $q$.

- Theorem 2. Let $n \geq 15$ be any natural number. Then, there is a quasi-Gray code $C$ of length at least $2^{n}-20 n$ over $\mathbb{Z}_{2}^{n}$, such that the two functions next $(C, w)$ and $\operatorname{prev}(C, w)$ can be implemented by inspecting at most $6+\log n$ cells while writing only 2 cells.

We remark that the points that are missing from $C$ in the above theorem are all of the form $\{0,1\}^{O(\log n)} 0^{n-O(\log n)}$.

If we are allowed to read and write constant fraction of $n$ bits then Theorem 2 can be adapted to get a quasi-Gray code of length $2^{n}-O(1)$ (see Section 5). In this way we get a trade-off between length of the quasi-Gray code and the number of bits read in the worst-case. All of our constructions can be made uniform.

Using the Chinese Remainder Theorem (cf. [14]), we also develop a technique that allows us to compose Gray codes over various domains. Hence, from quasi-Gray codes over domains
$\mathbb{Z}_{m_{1}}^{n}, \mathbb{Z}_{m_{2}^{\prime}}^{n}, \ldots, \mathbb{Z}_{m_{k}}^{n}$, where $m_{i}$ 's are pairwise co-prime, we can construct quasi-Gray codes over $\mathbb{Z}_{m}^{n^{\prime}}$, where $m=m_{1} \cdot m_{2} \cdots m_{k}$. Using this technique on our main results, we get a quasi-Gray code over $\mathbb{Z}_{m}^{n}$ for any $m \in \mathbb{N}$ that misses only $O\left(n \cdot o^{n}\right)$ strings where $m=2^{\ell} o$ for an odd $o$, while achieving the read complexity similar to that stated in Theorem 1. It is worth mentioning that if we get a space-optimal quasi-Gray code over the binary alphabet with non-trivial savings in read complexity, then we will have a space-optimal quasi-Gray code over the strings of alphabet $\mathbb{Z}_{m}$ for any $m \in \mathbb{N}$ with similar savings.

The technique by which we construct our quasi-Gray codes relies heavily on simple algebra which is a substantial departure from previous mostly combinatorial constructions. We view Gray codes as permutations on $\mathbb{Z}_{m}^{n}$ and we decompose them into $k$ simpler permutations on $\mathbb{Z}_{m}^{n}$, each being computable with read complexity 3 and write complexity 1 . Then we apply a different composition theorem, than mentioned above, to obtain space-optimal quasi-Gray codes on $\mathbb{Z}_{m}^{n^{\prime}}, n^{\prime}=n+\log k$, with read complexity $O(1)+\log k$ and write complexity 2 . The main issue is the decomposition of permutations into few simple permutations. This is achieved by techniques of catalytic computation [7] going back to the work of Coppersmith and Grossman [13, 2, 3].

It follows from the work of Coppersmith and Grossman [13] that our technique is incapable of designing a space-optimal quasi-Gray code on $\mathbb{Z}_{2}^{n^{\prime}}$ as any such code represents an odd permutation. The tools we use give inherently only even permutations. However, we can construct quasi-Gray codes from cycles of length $2^{n}-1$ on $\mathbb{Z}_{2}^{n}$ as they are even permutations. Indeed, that is what we do for our Theorem 2 . We note that any efficiently computable odd permutation on $\mathbb{Z}_{2}^{n}$, with say read complexity $(1-\epsilon) n$ and write complexity $O(1)$, could be used together with our technique to construct a space-optimal quasi-Gray code on $\mathbb{Z}_{2}^{n^{\prime}}$ with read complexity at most $\left(1-\epsilon^{\prime}\right) n^{\prime}$ and constant write complexity. This would represent a major progress on space-optimal Gray codes. (We would compose the odd permutation with some even permutation to obtain a full cycle on $\mathbb{Z}_{2}^{n}$. The size of the decomposition of the even permutation into simpler permutations would govern the read complexity of the resulting quasi-Gray code.)

Interestingly, Raskin's result relies on showing that a decision assignment tree of sub-linear read complexity must compute an even permutation.

### 1.1 Related works

The construction of Gray codes is central to the design of algorithms for many combinatorial problems [42]. Frank Gray [23] first came up with a construction of Gray code over binary strings of length $n$, where to generate the successor or predecessor strings one needs to read $n$ bits in the worst-case. The type of code described in [23] is known as binary reflected Gray code. Later Bose et al. [5] provided a different type of Gray code construction, namely recursive partition Gray code which attains $O(\log n)$ average case read complexity while having the same worst-case read requirements. The read complexity we referred here is in the bit-probe model. It is easy to observe that any space-optimal binary Gray code must read $\log n+1$ bits in the worst-case [20, 36, 21]. Recently, this lower bound was improved to $n / 2$ in [39]. An upper bound of even $n-1$ was not known until very recently [21]. This is also the best known so far.

Fredman [20] extended the definition of Gray codes by considering codes that may not enumerate all the strings (though presented in a slightly different way in [20]) and also introduced the notion of decision assignment tree (DAT) to study the complexity of any code in the bit-probe model. He provided a construction that generates a Gray code of length $2^{c \cdot n}$ for some constant $c<1$ while reducing the worst-case bit-read to $O(\log n)$. Using

Table 1 Taxonomy of construction of Gray/quasi-Gray codes over $\mathbb{Z}_{m}^{n}$.

| Reference | Value of $m$ | length | Worst-case cell read | Worst-case cell write |
| :---: | :---: | :--- | :--- | :---: |
| $[23]$ | 2 | $2^{n}$ | $n$ | 1 |
| $[20]$ | 2 | $2^{\Theta(n)}$ | $O(\log n)$ | $O(1)$ |
| $[19]$ | 2 | $\Theta\left(2^{n} / n\right)$ | $\log n+1$ | $\log n+1$ |
| $[38]$ | 2 | $2^{n-1}$ | $\log n+4$ | 4 |
| $[5]$ | 2 | $2^{n}-O\left(2^{n} / n^{t}\right)$ | $O(t \log n)$ | 3 |
| $[6]$ | 2 | $2^{n}-2^{n-t}$ | $\log n+t+3$ | 2 |
| $[6]$ | 2 | $2^{n}-2^{n-t}$ | $\log n+t+2$ | 3 |
| $[21]$ | 2 | $2^{n}$ | $n-1$ | 1 |
| Theorem 2 | 2 | $2^{n}-O(n)$ | $\log n+4$ | 2 |
| $[12]$ | any $m$ | $m^{n}$ | $n$ | 1 |
| Theorem 1 | any odd $m$ | $m^{n}$ | $4 \log _{m} n+3$ | 2 |

the idea of Lucal's modified reflected binary code [31], Munro and Rahman [38] got a code of length $2^{n-1}$ with worst-case read complexity only $4+\log n$. However in their code two successive strings differ by 4 coordinates in the worst-case, instead of just one and we refer to such codes as quasi-Gray codes following the nomenclature used in [5]. Brodal et al. [6] extended the results of [38] by constructing a quasi-Gray code of length $2^{n}-2^{n-t}$ for arbitrary $1 \leq t \leq n-\log n-1$, that has $t+3+\log n$ bits $(t+2+\log n$ bits) worst-case read complexity and any two successive strings in the code differ by at most 2 bits ( 3 bits).

In contrast to the Gray codes over binary alphabets, Gray codes over non-binary alphabets received much less attention. The construction of binary reflected Gray code was generalized to the alphabet $\mathbb{Z}_{m}$ for any $m \in \mathbb{N}$ in $[18,12,27,40,28,25]$. However, each of those constructions reads $n$ coordinates in the worst-case to generate the next element. As mentioned before, we measure the read complexity in the well studied cell probe model [43] where we assume that each cell stores an element of $\mathbb{Z}_{m}$. The argument of Fredman in [20] implies a lower bound of $\Omega\left(\log _{m} n\right)$ on the read complexity of quasi-Gray code on $\mathbb{Z}_{m}^{n}$. To the best of our knowledge, for non-binary alphabets, there is nothing known similar to the results of Munro and Rahman or Brodal et al. [38, 6]. We summarize the previous results along with ours in Table 1.

Additionally, many variants of Gray codes have been studied in the literature. A particular one that has garnered a lot of attention in the past 30 years is the well-known middle levels conjecture. See [33, 34, 35, 24], and the references therein. It has been established only recently [33]. The conjecture says that there exists a Hamiltonian cycle in the graph induced by the vertices on levels $n$ and $n+1$ of the hypercube graph in $2 n+1$ dimensions. In other words, there exists a Gray code on the middle levels. Mütze et al. [34, 35] studied the question of efficiently enumerating such a Gray code in the word RAM model. They [35] gave an algorithm to enumerate a Gray code in the middle levels that requires $O(n)$ space and on average takes $O(1)$ time to generate the next vertex. In this paper we consider the bit-probe model, and Gray codes over the complete hypercube. It would be interesting to know whether our technique can be applied for the middle level Gray codes.

### 1.2 Our technique

Our construction of Gray codes relies heavily on the notion of $s$-functions defined by Coppersmith and Grossman [13]. An $s$-function is a permutation $\tau$ on $\mathbb{Z}_{m}^{n}$ defined by a function $f: \mathbb{Z}_{m}^{s} \rightarrow \mathbb{Z}_{m}$ and an $(s+1)$-tuple of indices $i_{1}, i_{2}, \ldots, i_{s}, j \in[n]$ such that
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$\tau\left(\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle\right)=\left(\left\langle x_{1}, x_{2}, \ldots, x_{j-1}, x_{j}+f\left(x_{i_{1}}, \ldots, x_{i_{s}}\right), x_{j+1}, \ldots, x_{n}\right\rangle\right)$, where the addition is inside $\mathbb{Z}_{m}$. Each s-function can be computed by some decision assignment tree that given a vector $x=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$, inspects $s+1$ coordinates of $x$ and then it writes into a single coordinate of $x$.

A counter $C$ (quasi-Gray code) on $\mathbb{Z}_{m}^{n}$ can be thought of as a permutation on $\mathbb{Z}_{m}^{n}$. Our goal is to construct some permutation $\alpha$ on $\mathbb{Z}_{m}^{n}$ that can be written as a composition of 2 -functions $\alpha_{1}, \ldots, \alpha_{k}$, i.e., $\alpha=\alpha_{k} \circ \alpha_{k-1} \circ \cdots \circ \alpha_{1}$.

Given such a decomposition, we can build another counter $C^{\prime}$ on $\mathbb{Z}_{m}^{r+n}$, where $r=\left\lceil\log _{m} k\right\rceil$, for which the function $\operatorname{next}\left(C^{\prime}, x\right)$ operates as follows. The first $r$-coordinates of $x$ serve as an instruction pointer $i \in\left[m^{r}\right]$ that determines which $\alpha_{i}$ should be executed on the remaining $n$ coordinates of $x$. Hence, based on the current value $i$ of the $r$ coordinates, we perform $\alpha_{i}$ on the remaining coordinates and then we update the value of $i$ to $i+1$. (For $i>k$ we can execute the identity permutation which does nothing.)

We can use known Gray codes on $\mathbb{Z}_{m}^{r}$ to represent the instruction pointer so that when incrementing $i$ we only need to write into one of the coordinates. This gives a counter $C^{\prime}$ which can be computed by a decision assignment tree that reads $r+3$ coordinates and writes into 2 coordinates of $x$. (A similar composition technique is implicit in Brodal et al. [6].) If $C$ is of length $\ell=m^{n}-t$, then $C^{\prime}$ is of length $m^{n+r}-t m^{r}$. In particular, if $C$ is space-optimal then so is $C^{\prime}$.

Hence, we reduce the problem of constructing 2-Gray codes to the problem of designing large cycles in $\mathbb{Z}_{m}^{n}$ that can be decomposed into 2-functions. Coppersmith and Grossman [13] studied precisely the question of, which permutations on $\mathbb{Z}_{2}^{n}$ can be written as a composition of 2-functions. They show that a permutation on $\mathbb{Z}_{2}^{n}$ can be written as a composition of 2-functions if and only if the permutation is even. Since $\mathbb{Z}_{2}^{n}$ is of even size, a cycle of length $2^{n}$ on $\mathbb{Z}_{2}^{n}$ is an odd permutation and thus it cannot be represented as a composition of 2 -functions. However, their result also implies that a cycle of length $2^{n}-1$ on $\mathbb{Z}_{2}^{n}$ can be decomposed into 2 -functions.

We want to use the counter composition technique described above in connection with a cycle of length $2^{n}-1$. To maximize the length of the cycle $C^{\prime}$ in $\mathbb{Z}_{2}^{n+r}$, we need to minimize $k$, the number of 2 -functions in the decomposition. By a simple counting argument, most cycles of length $2^{n}-1$ on $\mathbb{Z}_{2}^{n}$ require $k$ to be exponentially large in $n$. This is too large for our purposes. Luckily, there are cycles of length $2^{n}-1$ on $\mathbb{Z}_{2}^{n}$ that can be decomposed into polynomially many 2 -functions, and we obtain such cycles from linear transformations.

There are linear transformations $\mathbb{Z}_{2}^{n} \rightarrow \mathbb{Z}_{2}^{n}$ which define a cycle on $\mathbb{Z}_{2}^{n}$ of length $2^{n}-1$. For example, the matrix corresponding to the multiplication by a fixed generator of the multiplicative group $\mathbb{F}_{2^{n}}^{*}$ of the Galois field $G F\left[2^{n}\right]$ is such a matrix. Such matrices are full rank and they can be decomposed into $O\left(n^{2}\right)$ elementary matrices, each corresponding to a 2 -function. Moreover, there are matrices derived from primitive polynomials that can be decomposed into at most $4 n$ elementary matrices. ${ }^{2}$ We use them to get a counter on $\mathbb{Z}_{2}^{n^{\prime}}$ of length at least $2^{n^{\prime}}-20 n^{\prime}$ whose successor and predecessor functions are computable by decision assignment trees of read complexity $\leq 6+\log n^{\prime}$ and write complexity 2 . Such counter represents 2-Gray code of the prescribed length. For any prime $q$, the same construction yields 2-Gray codes of length at least $q^{n^{\prime}}-5 q^{2} n^{\prime}$ with decision assignment trees of read complexity $\leq 6+\log _{q} n^{\prime}$ and write complexity 2 .

[^1]The results of Coppersmith and Grossman [13] can be generalized to $\mathbb{Z}_{m}^{n}$ as stated in Richard Cleve's thesis [11]. ${ }^{3}$ For odd $m$, if a permutation on $\mathbb{Z}_{m}^{n}$ is even then it can be decomposed into 2 -functions. Since $m^{n}$ is odd, a cycle of length $m^{n}$ on $\mathbb{Z}_{m}^{n}$ is an even permutation and so it can be decomposed into 2 -functions. If the number $k$ of those functions is small, so the $\log _{m} k$ is small, we get the sought after counter with small read complexity. However, for most cycles of length $m^{n}$ on $\mathbb{Z}_{m}^{n}, k$ is exponential in $n$.

We show though, that there is a cycle $\alpha$ of length $m^{n}$ on $\mathbb{Z}_{m}^{n}$ that can be decomposed into $O\left(n^{3}\right) 2$-functions. This in turn gives space-optimal 2-Gray codes on $\mathbb{Z}_{m}^{n^{\prime}}$ with decision assignment trees of read complexity $O\left(\log _{m} n^{\prime}\right)$ and write complexity 2.

We obtain the cycle $\alpha$ and its decomposition in two steps. First, for $i \in[n]$, we consider the permutation $\alpha_{i}$ on $\mathbb{Z}_{m}^{n}$ which maps each element $0^{i-1} a y$ onto $0^{i-1}(a+1) y$, for $a \in \mathbb{Z}_{m}$ and $y \in \mathbb{Z}_{m}^{n-i}$, while other elements are mapped to themselves. Hence, $\alpha_{i}$ is a product of $m^{n-i}$ disjoint cycles of length $m$. We show that $\alpha=\alpha_{n} \circ \alpha_{n-1} \circ \cdots \circ \alpha_{1}$ is a cycle of length $m^{n}$. In the next step we decompose each $\alpha_{i}$ into $O\left(n^{2}\right) 2$-functions.

For $i \leq n-2$, we can decompose $\alpha_{i}$ using the technique of Ben-Or and Cleve [3] and its refinement in the form of catalytic computation of Buhrman et al. [7]. We can think of $x \in \mathbb{Z}_{m}^{n}$ as content of $n$ memory registers, where $x_{1}, \ldots, x_{i-1}$ are the input registers, $x_{i}$ is the output register, and $x_{i+1}, \ldots, x_{n}$ are the working registers. The catalytic computation technique gives a program consisting of $O\left(n^{2}\right)$ instructions, each being equivalent to a 2 function, which performs the desired adjustment of $x_{i}$ based on the values of $x_{1}, \ldots, x_{i-1}$ without changing the ultimate values of the other registers. (We need to increment $x_{i}$ iff $x_{1}, \ldots, x_{i-1}$ are all zero.) This program directly gives the desired decomposition of $\alpha_{i}$, for $i \leq n-2$. (Our proof in Section 6 uses the language of permutations.)

The technique of catalytic computation fails for $\alpha_{n-1}$ and $\alpha_{n}$ as the program needs at least two working registers to operate. Hence, for $\alpha_{n-1}$ and $\alpha_{n}$ we have to develop entirely different technique. This is not trivial and quite technical but it is nevertheless possible, thanks to the specific structure of $\alpha_{n-1}$ and $\alpha_{n}$.

## 2 Preliminaries

In the rest of the paper we only present constructions of the successor function next ( $C, w)$ for our codes. Since all the operations in those constructions are readily invertible, the same arguments also give the predecessor function $\operatorname{prev}(C, w)$.

Notation: We use the standard notions of groups and fields, and mostly we will use only elementary facts about them (see [15, 30] for background.). By $\mathbb{Z}_{m}$ we mean the set of integers modulo $m$, i.e., $\mathbb{Z}_{m}:=\mathbb{Z} / m \mathbb{Z}$. Throughout this paper whenever we use addition and multiplication operation between two elements of $\mathbb{Z}_{m}$, then we mean the operations within $\mathbb{Z}_{m}$ that is modulo $m$. For any $m \in \mathbb{N}$, we let $[m]$ denote the set $\{1,2, \ldots, m\}$. Unless stated otherwise explicitly, all the logarithms we consider throughout this paper are based 2 .

Now we define the notion of counters used in this paper.

- Definition 3 (Counter). A counter of length $\ell$ over a domain $\mathcal{D}$ is any cyclic sequence $C=\left(w_{1}, \ldots, w_{\ell}\right)$ such that $w_{1}, \ldots, w_{\ell}$ are distinct elements of $\mathcal{D}$. With the counter $C$ we associate two functions $n \operatorname{ext}(C, w)$ and $\operatorname{prev}(C, w)$ that give the successor and predecessor element of $w$ in $C$, that is for $i \in[\ell], \operatorname{next}\left(C, w_{i}\right)=w_{j}$ where $j-i=1 \bmod \ell$, and $\operatorname{prev}\left(C, w_{i}\right)=w_{k}$ where $i-k=1 \bmod \ell$. If $\ell=|\mathcal{D}|$, we call the counter a space-optimal counter.

[^2]
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Often elements in the underlying domain $\mathcal{D}$ have some "structure" to them. In such cases, it is desirable to have a counter such that consecutive elements in the sequence differ by a "small" change in the "structure". We make this concrete in the following definition.

- Definition 4 (Gray Code). Let $\mathcal{D}_{1}, \ldots, \mathcal{D}_{n}$ be finite sets. A Gray code of length $\ell$ over the domain $\mathcal{D}=\mathcal{D}_{1} \times \cdots \times \mathcal{D}_{n}$ is a counter $\left(w_{1}, \ldots, w_{\ell}\right)$ of length $\ell$ over $\mathcal{D}$ such that any two consecutive strings $w_{i}$ and $w_{j}, j-i=1 \bmod \ell$, differ in exactly one coordinate when viewed as an $n$-tuple. More generally, if for some constant $c \geq 1$, any two consecutive strings $w_{i}$ and $w_{j}, j-i=1 \bmod \ell$, differ in at most $c$ coordinates such a counter is called a $c$-Gray Code.

By a quasi-Gray code we mean $c$-Gray code for some unspecified fixed $c>0$. In the literature sometimes people do not place any restriction on the relationship between $w_{\ell}$ and $w_{1}$ and they refer to such a sequence a (quasi)-Gray code. In their terms, our codes would be cyclic (quasi)-Gray codes. If $\ell=|\mathcal{D}|$, we call the codes space-optimal (quasi-) Gray codes.

Decision Assignment Tree: The computational model we consider in this paper is called Decision Assignment Tree (DAT). The definition we provide below is a generalization of that given in [20]. It is intended to capture random access machines with small word size.

Let us fix an underlying domain $\mathcal{D}^{n}$ whose elements we wish to enumerate. In the following, we will denote an element in $\mathcal{D}^{n}$ by $\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$. A decision assignment tree is a $|\mathcal{D}|$-ary tree such that each internal node is labeled by one of the variables $x_{1}, x_{2}, \ldots, x_{n}$. Furthermore, each outgoing edge of an internal node is labeled with a distinct element of $\mathcal{D}$. Each leaf node of the tree is labeled by a set of assignment instructions that set new (fixed) values to chosen variables. The variables which are not mentioned in the assignment instructions remain unchanged.

The execution on a decision assignment tree on a particular input vector $\left\langle x_{1}, \ldots, x_{n}\right\rangle \in \mathcal{D}^{n}$ starts from the root of the tree and continues in the following way: at a non-leaf node labeled with a variable $x_{i}$, the execution queries $x_{i}$ and depending on the value of $x_{i}$ the control passes to the node following the outgoing edge labeled with the value of $x_{i}$. Upon reaching a leaf, the corresponding set of assignment statements is used to modify the vector $\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ and the execution terminates. The modified vector is the output of the execution.

Thus, each decision assignment tree computes a mapping from $\mathcal{D}^{n}$ into $\mathcal{D}^{n}$. We are interested in decision assignment trees computing the mapping next $\left(C,\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle\right)$ for some counter $C$. When $C$ is space-optimal we can assume, without loss of generality, that each leaf assigns values only to the variables that it reads on the path from the root to the leaf. (Otherwise, the decision assignment tree does not compute a bijection.) We define the read complexity of a decision assignment tree $T$, denoted by $\operatorname{READ}(T)$, as the maximum number of non-leaf nodes along any path from the root to a leaf. Observe that any mapping from $\mathcal{D}^{n}$ into $\mathcal{D}^{n}$ can be implemented by a decision assignment tree with read complexity $n$. We also define the write complexity of a decision assignment tree $T$, denoted by WRITE $(T)$, as the maximum number of assignment instructions in any leaf.

Instead of the domain $\mathcal{D}^{n}$, we will sometimes also use domains that are a cartesian product of different domains. The definition of a decision assignment tree naturally extends to this case of different variables having different domains.

For any counter $C=\left(w_{1}, \ldots, w_{\ell}\right)$, we say that $C$ is computed by a decision assignment tree $T$ if and only if for $i \in[\ell], \operatorname{next}\left(C, w_{i}\right)=T\left(w_{i}\right)$, where $T\left(w_{i}\right)$ denotes the output string obtained after an execution of $T$ on $w_{i}$. Note that any two consecutive strings in the cyclic sequence of $C$ differ by at most $\operatorname{WRITE}(T)$ many coordinates. For a small constant $c \geq 1$, some domain $\mathcal{D}$, and all large enough $n$, we will be interested in constructing cyclic counters on $\mathcal{D}^{n}$ that are computed by decision assignment trees of write complexity $c$ and read complexity $O(\log n)$. By definition such cyclic counters will necessarily be $c$-Gray codes.

### 2.1 Construction of Gray codes

For our construction of quasi-Gray codes on a domain $\mathcal{D}^{n}$ with decision assignment trees of small read and write complexity we will need ordinary Gray codes on a domain $\mathcal{D}^{O(\log n)}$. Several constructions of space-optimal binary Gray codes are known where the oldest one is the binary reflected Gray code [23]. This can be generalized to space-optimal (cyclic) Gray codes over non-binary alphabets (see e.g. [12, 28]).

- Theorem 5 ( $[12,28])$. For any $m, n \in \mathbb{N}$, there is a space-optimal (cyclic) Gray code over $\mathbb{Z}_{m}^{n}$.


## 3 Chinese Remainder Theorem for Counters

Below we describe how to compose decision assignment trees over different domains to get a decision assignment tree for a larger mixed domain. For all the details and proofs we refer the reader to the full version of this paper [8].

- Theorem 6 (Chinese Remainder Theorem for Counters). Let $r, n_{1}, \ldots, n_{r} \in \mathbb{N}$ be integers, and let $\mathcal{D}_{1,1}, \ldots, \mathcal{D}_{1, n_{1}}, \mathcal{D}_{2,1}, \ldots, \mathcal{D}_{r, n_{r}}$ be some finite sets of size at least two. Let $\ell_{1} \geq r-1$ be an integer, and $\ell_{2}, \ldots, \ell_{r}$ be pairwise co-prime integers. For $i \in[r]$, let $C_{i}$ be a counter of length $\ell_{i}$ over $\mathcal{D}_{i}=\mathcal{D}_{i, 1} \times \cdots \times \mathcal{D}_{i, n_{i}}$ computed by a decision assignment tree $T_{i}$ over $n_{i}$ variables. Then, there exists a decision assignment tree $T$ over $\sum_{i=1}^{r} n_{i}$ variables that implements a counter $C$ of length $\prod_{i=1}^{r} \ell_{i}$ over $\mathcal{D}_{1} \times \cdots \times \mathcal{D}_{r}$. Furthermore, $\operatorname{READ}(T)=n_{1}+\max \left\{\operatorname{READ}\left(T_{i}\right)\right\}_{i=2}^{r}$, and $\operatorname{WRITE}(T)=\operatorname{WRITE}\left(T_{1}\right)+\max \left\{\operatorname{WRITE}\left(T_{i}\right)\right\}_{i=2}^{r}$.

We remark that if $C_{i}$ 's in the theorem are space-optimal then so is $C$. The proof of the theorem constructs a special type of a counter where we always read the first coordinate, increment it, and further depending on its value, we may update the value of another coordinate. Note, for such type of a counter the co-primality condition is necessary at least for $\ell_{1}=2,3$ (see the full version [8]).

As a corollary of the above theorem, to get a decision assignment tree implementing space-optimal quasi-Gray codes over $\mathbb{Z}_{m}$ for any $m \in \mathbb{N}$, we only need decision assignment trees implementing space-optimal quasi-Gray codes over $\mathbb{Z}_{2}$ and $\mathbb{Z}_{m}$, for odd $m$.

## 4 Permutation Group and Construction of Counters

We start this section with some basic notation and facts about the permutation group which we will use heavily in the rest of the paper. The set of all permutations over a domain $\mathcal{D}$ forms a group under the composition operation, denoted by $\circ$, which is defined as follows: for any two permutations $\sigma$ and $\alpha, \sigma \circ \alpha(x)=\sigma(\alpha(x))$, where $x \in \mathcal{D}$. The corresponding group, denoted $\mathcal{S}_{N}$, is the symmetric group of order $N=|\mathcal{D}|$. We say, a permutation $\sigma \in \mathcal{S}_{N}$ is a cycle of length $\ell$ if there are distinct elements $a_{1}, \ldots, a_{\ell} \in[N]$ such that for $i \in[\ell-1]$, $a_{i+1}=\sigma\left(a_{i}\right), a_{1}=\sigma\left(a_{\ell}\right)$, and for all $a \in[N] \backslash\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}, \sigma(a)=a$. We denote such a cycle by $\left(a_{1}, a_{2}, \cdots, a_{\ell}\right)$.

Roughly speaking, a counter of length $\ell$ over $\mathcal{D}$, in the language of permutations, is nothing but a cycle of the same length in $\mathcal{S}_{|\mathcal{D}|}$. We now make this correspondence precise and give a construction of a decision assignment tree that implements such a counter.

We state our key lemma to construct Gray codes from a decomposition of a permutation.

- Lemma 7. Let $\mathcal{D}=\mathcal{D}_{1} \times \cdots \times \mathcal{D}_{r}$ be a domain. Suppose $\sigma_{1}, \ldots, \sigma_{k} \in \mathcal{S}_{|\mathcal{D}|}$ are such that $\sigma=\sigma_{k} \circ \sigma_{k-1} \circ \cdots \circ \sigma_{1}$ is a cycle of length $\ell$. Let $T_{1}, \ldots, T_{k}$ be decision assignment trees that implement $\sigma_{1}, \ldots, \sigma_{k}$ respectively. Let $\mathcal{D}^{\prime}=\mathcal{D}^{\prime}{ }_{1} \times \cdots \times \mathcal{D}^{\prime}{ }_{r^{\prime}}$ be a domain such that $\left|\mathcal{D}^{\prime}\right| \geq k$,
and let $T^{\prime}$ be a decision assignment tree that implements a counter $C^{\prime}$ of length $k^{\prime}$ over $\mathcal{D}^{\prime}$ where $k^{\prime} \geq k$.

Then, there exists a decision assignment tree $T$ that implements a counter of length $k^{\prime} \ell$ over $\mathcal{D}^{\prime} \times \mathcal{D}$ such that $\operatorname{READ}(T)=r^{\prime}+\max \left\{\operatorname{READ}\left(T_{i}\right)\right\}_{i=1}^{k}$, and $\operatorname{WRITE}(T)=$ $\operatorname{WRITE}\left(T^{\prime}\right)+\max \left\{\operatorname{WRITE}\left(T_{i}\right)\right\}_{i=1}^{k}$.

Proof sketch. Suppose $C^{\prime}=\left(a_{1}, \ldots, a_{k^{\prime}}\right)$. Now let us consider the following procedure $P$ : on any input $\left\langle x_{1}, x_{2}\right\rangle \in \mathcal{D}^{\prime} \times \mathcal{D}$, if $x_{1}=a_{j}$ for some $j \in[k]$, set $x_{2} \leftarrow \sigma_{j}\left(x_{2}\right)$. Next, increment the first coordinate, i.e., set $x_{1} \leftarrow \operatorname{next}\left(C^{\prime}, x_{1}\right)$.

Read and write complexity of the statement follows immediately. The correctness also follows from some basic property of permutation group together with the fact that $\sigma$ is a cycle of length $\ell$.

In the next two sections we describe the construction of $\sigma_{1}, \cdots, \sigma_{k} \in \mathcal{S}_{N}$ where $N=m^{n}$ for some $m, n \in \mathbb{N}$ and how the value of $k$ depends on the length of the cycle $\sigma=\sigma_{k} \circ \sigma_{k-1} \circ \cdots \circ \sigma_{1}$.

## 5 Counters via Linear Transformation

The construction in this section is based on linear transformations. Consider the vector space $\mathbb{F}_{q}^{n}$, and let $L: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{n}$ be a linear transformation. A basic fact in linear algebra says that if $L$ has full rank, then the mapping given by $L$ is a bijection. Thus, when $L$ is full rank, the mapping can also be thought of as a permutation over $\mathbb{F}_{q}^{n}$. Throughout this section we use many basic terms related to linear transformation without defining them, for the details of which we refer the reader to any standard text book on linear algebra (e.g. [29]).

A natural way to build counter out of a full rank linear transformation is to fix a starting element, and repeatedly apply the linear transformation to obtain the next element (cf. [28]). Clearly this only list out elements in the cycle containing the starting element. Therefore, we would like to choose the starting element such that we enumerate the largest cycle. Ideally, we would like the largest cycle to contain all the elements of $\mathbb{F}_{q}^{n}$. However this is not possible because any linear transformation fixes the all-zero vector. But there do exist full rank linear transformations such that the permutation given by them is a single cycle of length $q^{n}-1$. Such a linear transformation would give us a counter over a domain of size $q^{n}$ that enumerates all but one element. Clearly, a trivial implementation of the aforementioned argument would lead to a counter that reads and writes all $n$ coordinates in the worst-case. In the rest of this section, we will develop an implementation and argue about the choice of linear transformation such that the read and write complexity decreases exponentially.

It is well known that every linear transformation $L$ is associated with some matrix $A \in \mathbb{F}_{q}^{n \times n}$ such that applying the linear transformation is equivalent to the left multiplication by $A$. Furthermore, $L$ has full rank iff $A$ is invertible over $\mathbb{F}_{q}$.

- Definition 8 (Elementary matrices). An $n \times n$ matrix over a field $\mathbb{F}$ is said to be an elementary matrix if it has one of the following forms:
(a) The off-diagonal entries are all 0 . For some $i \in[n],(i, i)$-th entry is a non-zero $c \in \mathbb{F}$. Rest of the diagonal entries are 1.
(b) The diagonal entries are all 1 . For some $i$ and $j, 1 \leq i \neq j \leq n,(i, j)$-th entry is a non-zero $c \in \mathbb{F}$. Rest of the off-diagonal entries are 0 .

From the definition it is easy to see that left multiplication by an elementary matrix of the first type is equivalent to multiplying the $i$-th row with $c$, and by an elementary matrix of the second type it is equivalent to adding $c$ times $j$-th row to the $i$-th row.

- Proposition 9. Let $A \in \mathbb{F}^{n \times n}$ be invertible. Then $A$ can be written as a product of $k$ elementary matrices such that $k \leq n^{2}+4(n-1)$.

The proof follows from Gaussian elimination.

### 5.1 Construction of the counter

Let $A$ be a full rank linear transformation from $\mathbb{F}_{q}^{n}$ to $\mathbb{F}_{q}^{n}$ such that when viewed as permutation it is a single cycle of length $q^{n}-1$. More specifically, $A$ is an invertible matrix in $\mathbb{F}_{q}^{n \times n}$ such that for any $x \in \mathbb{F}_{q}^{n}$ where $x \neq(0, \ldots, 0), A x, A^{2} x, \ldots, A^{\left(q^{n}-1\right)} x$ are distinct. Such a matrix exists, for example, take $A$ to be the matrix of a linear transformation that corresponds to multiplication from left by a fixed generator of the multiplicative group of $\mathbb{F}_{q^{n}}$ under the standard vector representation of elements of $\mathbb{F}_{q^{n}}$. Let $A=E_{k} E_{k-1} \cdots E_{1}$ where $E_{i}$ 's are elementary matrices.

- Theorem 10. Let $q$, $A$, and $k$ be as defined above. Let $r \geq \log _{q} k$. There exists a quasiGray code on the domain $\left(\mathbb{F}_{q}\right)^{n+r}$ of length $q^{n+r}-q^{r}$ that can be implemented using a decision assignment tree $T$ such that $\operatorname{READ}(T) \leq r+2$ and $\operatorname{WRITE}(T) \leq 2$.

Proof. The proof follows readily from Lemma 7 , where $E_{i}$ 's play the role of $\sigma_{i}$ 's, and noting that the permutation given by any elementary matrix can be implemented using a decision assignment tree that reads at most two coordinates and writes at most one. For the counter $C^{\prime}$ on $\left(\mathbb{F}_{q}\right)^{r}$ we chose a Gray code of trivial read complexity $r$ and write complexity 1.

Thus, we obtain a counter on a domain of size roughly $k q^{n}$ that misses at most $q k$ elements. Clearly, we would like to minimize $k$. A trivial bound on $k$ is $O\left(n^{2}\right)$ that follows from Proposition 9. We now discuss the choice of $A$ so that $k$ becomes $O(n)$ based on primitive polynomials over finite fields.

Let $p(z)$ be a primitive polynomial of degree $n$ over $\mathbb{F}_{q}$, where $p(z)=z^{n}+c_{n-1} z^{n-1}+$ $c_{n-2} z^{n-2}+\cdots+c_{1} z+c_{0}$. The matrix $A$ defined as follows is the matrix representing multiplication by some generator (a root of $p(z)$ ) of the multiplicative group of $\mathbb{F}_{q^{n}}$ :

$$
\left(\begin{array}{ccccc}
-c_{n-1} & 1 & 0 & \cdots & 0 \\
-c_{n-2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-c_{1} & 0 & 0 & \cdots & 1 \\
-c_{0} & 0 & 0 & \cdots & 0
\end{array}\right)
$$

It is easy to see that $A$ can be written as a product of at most $n+4(n-1)$ elementary matrices. (In case, $q$ is a power of 2 , then the number of elementary matrices in the product is at most $n+3(n-1)$.) Hence, from the discussion above and using Theorem 10, we obtain the following corollaries. Setting $r=\lceil\log (4 n-3)\rceil$ in Theorem 10 gives:

- Corollary 11. For any $n^{\prime} \geq 2$, and $n=n^{\prime}+\left\lceil\log \left(4 n^{\prime}-3\right)\right\rceil$, there exists a counter on $\left(\mathbb{Z}_{2}\right)^{n}$ that misses at most $8 n$ strings and can be implemented by a decision assignment tree that reads at most $4+\log n$ bits and writes at most 2 bits.

By doubling the number of missed strings and increasing the number of read bits by one we can construct given counters for any $\mathbb{Z}_{2}^{n}$, where $n \geq 15$. For the general case, when $q$ is a prime power, we obtain the following corollary by setting $r$ to $\left\lceil\log _{q}(5 n-4)\right\rceil$ or $1+\left\lceil\log _{q}(5 n-4)\right\rceil$ in Theorem 10.

- Corollary 12 (Generalization of Theorem 2). Let $q$ be any prime power. For $n \geq 15$, there exists a counter on $\mathbb{Z}_{q}^{n}$ that misses at most $5 q^{2} n$ strings and that is computed by a decision assignment tree with read complexity at most $6+\log _{q} n$ and write complexity 2 .


## 6 Space-optimal Counters over $\mathbb{Z}_{m}^{n}$ for any Odd $m$

In this section we sketch a proof of Theorem 1. We want to use Lemma 7. Set $n^{\prime}=n-c \cdot \log n$ for a suitable constant $c>0$. We define permutations $\alpha_{1}, \cdots, \alpha_{n^{\prime}} \in \mathcal{S}_{N}$, for $N=m^{n^{\prime}}$, such that $\alpha=\alpha_{n^{\prime}} \circ \cdots \circ \alpha_{1}$ is a cycle of length $m^{n^{\prime}}$. We will show that each of these $\alpha_{i}$ 's can be further decomposed into $\alpha_{i, 1}, \cdots, \alpha_{i, j} \in \mathcal{S}_{N}$ for some $j$, such that each of $\alpha_{i, r}$ for $r \in[j]$ can be implemented using DAT with read complexity 3 and write complexity 1. Finally we use Lemma 7 by considering all these $\alpha_{i, r}$ 's as $\sigma_{1}, \cdots, \sigma_{k}$, where $k$ is $O\left(m n^{\prime 3}\right)$.

For any $i \in\left[n^{\prime}\right]$, define $\alpha_{i}$ as follows: for any $\left\langle x_{1}, \cdots, x_{n^{\prime}}\right\rangle \in \mathbb{Z}_{m}^{n^{\prime}}$, if $x_{j}=0$ for all $j=1, \cdots, i-1$, then $x_{i} \leftarrow x_{i}+1 \bmod m$. Observe, $\alpha=\alpha_{n^{\prime}} \circ \cdots \circ \alpha_{1}$ is a cycle of length $m^{n^{\prime}}$. Notice each $\alpha_{i}$ is a $(i-1)$-function on $\mathbb{Z}_{m}^{n^{\prime}}$ (see Section 1.2 for their definition). Now if for any $i \in\left[n^{\prime}\right]$ we can find a set of 2 -functions $\alpha_{i, 1}, \cdots, \alpha_{i, k_{i}}$ such that $\alpha_{i}=\alpha_{i, k_{i}} \circ \cdots \circ \alpha_{i, 1}$, then we can use them as $\sigma_{j}$ 's in Lemma 7. As a result the complexity in Theorem 1 follows.

Note $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are already 2 -functions. In the case of $\alpha_{i}$ for $4 \leq i \leq n^{\prime}-2$, we can directly adopt the technique from [3, 7] to generate the desired set of 2-functions. For $i=n^{\prime}-1$, it is possible to generalize the proof technique of [13] to decompose $\alpha_{n^{\prime}-1}$ but we have to develop a new technique to decompose $\alpha_{n^{\prime}}$.

- Lemma 13. For any $4 \leq i \leq n^{\prime}-2$, one can construct a set of 2 -functions $\alpha_{i, 1}, \cdots, \alpha_{i, k_{i}}$ such that $\alpha_{i}=\alpha_{i, k_{i}} \circ \cdots \circ \alpha_{i, 1}$ where $k_{i} \leq c_{1} \cdot(i-1)^{2}$ for some constant $c_{1}>0$.

It remains to decompose $\alpha_{n^{\prime}-1}$ and $\alpha_{n^{\prime}}$. A key tool is the following lemma.

- Lemma 14. Suppose there are two cycles, $\sigma=\left(t, a_{1}, \cdots, a_{\ell-1}\right)$ and $\tau=\left(t, b_{1}, \cdots, b_{\ell-1}\right)$, of length $\ell \geq 2$ such that $a_{i} \neq b_{j}$ for every $i, j \in[\ell-1]$. Then, $(\sigma \circ \tau)^{\ell} \circ(\tau \circ \sigma)^{\ell}=\sigma^{2}$.

Let us now consider $\alpha_{n^{\prime}}$, the case of $\alpha_{n^{\prime}-1}$ is analogous. For $a=(m+1) / 2$, we define $\sigma=(\langle 00 \cdots 0(0 \cdot a)\rangle,\langle 00 \cdots 0(1 \cdot a)\rangle, \cdots,\langle 00 \cdots 0((m-1) \cdot a)\rangle)$, and $\tau=(\langle(0 \cdot a) 00 \cdots 0\rangle,\langle(1 \cdot$ a) $00 \cdots 0\rangle, \cdots,\langle((m-1) \cdot a) 00 \cdots 0\rangle)$, where the multiplication is in $\mathbb{Z}_{m}$. In other words, we define $\sigma$ by adding $a$ to the value of the last coordinate when all other coordinates are set to 0 , and we define $\tau$ by adding $a$ to the value of the first coordinate when all other coordinates are set to 0 . Since $m$ is co-prime with $(m+1) / 2, \sigma$ and $\tau$ are cycles of length $m$. (Here we use the fact that $m$ is odd.) Observe that $\sigma^{2}=\alpha_{n^{\prime}}$, so by applying Lemma 14 to $\sigma$ and $\tau$ we get $\alpha_{n^{\prime}}$. It might seem we didn't make much progress towards decomposition, as now instead of one ( $n^{\prime}-1$ )-function $\alpha_{n^{\prime}}$ we have to decompose two ( $n^{\prime}-1$ )-functions $\sigma$ and $\tau$. However, we will not decompose $\sigma$ and $\tau$ directly, but rather we obtain a decomposition for $(\sigma \circ \tau)^{m}$ and $(\tau \circ \sigma)^{m}$. Surprisingly this can be done using a generalization of Lemma 13.

We consider an $\left(n^{\prime}-3\right)$-function $\sigma^{\prime}$ whose cycle decomposition contains $\sigma$ as one of its cycles. Similarly we consider a 3 -function $\tau^{\prime}$ whose cycle decomposition contains $\tau$ as one of its cycles. We carefully choose these $\sigma^{\prime}$ and $\tau^{\prime}$ such that $\left(\sigma^{\prime} \circ \tau^{\prime}\right)^{m}=(\sigma \circ \tau)^{m}$ and $\left(\tau^{\prime} \circ \sigma^{\prime}\right)^{m}=(\tau \circ \sigma)^{m}$. We will decompose $\sigma^{\prime}$ and $\tau^{\prime}$ to get the desired decomposition.

- Lemma 15. For any $i \in\left\{n^{\prime}-1, n^{\prime}\right\}$, one can construct a set of 2 -functions $\alpha_{i, 1}, \cdots, \alpha_{i, k_{i}}$ such that $\alpha_{i}=\alpha_{i, k_{i}} \circ \cdots \circ \alpha_{i, 1}$ where $k_{i} \leq c_{2} \cdot m \cdot(i-1)^{2}$ for some constant $c_{2}>0$.
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[^0]:    ${ }^{1}$ Readers may note that the definition of quasi-Gray code given in [20] was different. The code referred as quasi-Gray code by Fredman [20] is called Gray code of length $\ell$ where $\ell<m^{n}$, in our notation.

[^1]:    ${ }^{2}$ Primitive polynomials were previously also used in a similar problem, namely to construct shift-register sequences (see e.g. [28]).

[^2]:    ${ }^{3}$ Unfortunately, there is no written record of the proof.

