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ABSTRACT

The atmospheric response to SST anomalies is notoriously difficult to simulate and may be sensitive to

model details and biases, particularly in midlatitudes. Studies have suggested that the response is particularly

sensitive to a model’s background wind field and its variability. The dependence on such factors has meant

that it is difficult to know what responses, if any, are robust, and whether the system itself is sensitive or

whether models themselves are failing. Our goal in this work is to better understand the geographical and

seasonal dependence of the atmospheric response to SST anomalies, with particular attention to the role of

the background state. We examine the response of an idealized atmospheric model to SST anomalies using

two slightly different configurations of continents and topography. These configurations give rise to different

background wind fields and variability within the same season and therefore give a measure of how robust a

response is to small changes in the background state. We find that many of the midlatitude SST anomalies

considered do not produce responses that are common across our model configurations, confirming that this

problem is very sensitive to the background state. Local responses in the tropics, however, are much more

robust. Some of the basic-state dependence seen in midlatitudes appears to be related to the structure of both

the model’s modes of internal variability and the stationary wave field. In addition, midlatitude responses

involving a significant amount of vertical temperature advection produce larger-scale responses, consistent

with recent studies of atmospheric responses near strong western boundary currents.

1. Introduction

The interaction between the atmosphere and the ocean

is a complex and multifaceted problem. In addition to its

intrinsic interest, the interaction is important for the

prosaic reason of seasonal weather prediction. That there

may be some predictability in the system is suggested by

studies showing a correlation between autumntime SSTs

and the following winter’s phase of the North Atlantic

Oscillation (Czaja and Frankignoul 2002) and between

springtime SSTs and the following summer’s phase of the

summer North Atlantic Oscillation (Dong et al. 2013).

Given this, albeit unconfirmed, source of such pre-

dictability, it is important to understand how the atmo-

sphere responds to SST anomalies in each of the seasons,

why the response appears to differ between these sea-

sons (with winter seemingly being more predictable),

and which locations of SST anomalies give rise to the

strongest response. This study and its companion study,

Thomson and Vallis (2018, hereafter Part II), will look at

the atmospheric response to SST anomalies in Northern

Hemisphere winter and summer, respectively, and com-

pare the responses in these two seasons.

Climate processes involving the atmospheric response

to tropical SSTs [e.g., El Niño–Southern Oscillation

(ENSO)] are often regarded as fairly well captured by

models, although biases in the detailed characteristics of

ENSO remain (Bellenger et al. 2014). The basic char-

acter of the local atmospheric response in the region

surrounding a tropical SST anomaly is well explained by

the simple models of Matsuno (1966) and Gill (1980).

The basic response to a warm anomaly on the equator is

two low pressure centers on either side of the equator,

with low-level eastward winds along the equator to the

west of the anomaly and westward winds to the east of

the anomaly, with the two components being associated

with equatorial Rossby and Kelvin waves, respectively.

SST anomalies off the equator give rise to a weaker

Kelvin wave component, leading to a predominance of

the westward wind anomaly and a single low pressure

center [for further details, see chapter 8 of Vallis (2017)].
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A response in the midlatitudes to a warm tropical

Pacific in Northern Hemisphere winter is also well

known, with Bjerknes (1966, 1969) finding a deepening

of the Aleutian low in response to a warm tropical

Pacific. The impact of tropical Pacific SST anomalies on

the atmosphere is also seen to extend into the Atlantic,

with Rossby waves generated at the equator providing

teleconnections to the midlatitudes (Hoskins and Karoly

1981; Scaife et al. 2017). A so-called stratospheric path-

way has also been proposed for communicating changes

in the tropics to the midlatitudes, particularly in connec-

tion with El Niño and stratospheric sudden warmings

(SSWs), the combination of which can result in a negative

state of the North Atlantic Oscillation (NAO; Domeisen

et al. 2015).

By contrast, the atmospheric response to midlatitude

SST anomalies has been found to be of relatively small

amplitude and therefore easily hidden by natural at-

mospheric variability (e.g., Kushnir et al. 2002). The

basic character of the atmospheric response to mid-

latitude surface heating is low-level convergence, with

an associated cyclonic circulation, and an upper-level

divergence, with an associated anticyclonic circulation.

The low-level cyclone is found shifted downstream from

the heating because of the significant role of cold-air

advection (e.g., Fig. 2 of Hoskins and Karoly 1981).

Such a response is often referred to as a ‘‘linear’’ re-

sponse to surface heating because of the lack of eddy

involvement. When eddies play a significant role, this

linear response becomes more barotropic, with anoma-

lous downwelling leading to anomalous surface di-

vergence, and the low-level cyclone becomes replaced

by a low-level anticyclone (e.g., section 3 of Kushnir

et al. 2002).

A consequence of the generally small response to

midlatitude SST anomalies is that models do not

produce a robust or consistent response. Not only do

baroclinic eddies reduce the signal-to-noise ratio, but

there appears to be a dependence of the response on the

mean jet position (e.g., Brayshaw et al. 2008; Saulière
et al. 2012) so that jet-position biases in models lead to

different responses. It has also been found that some

responses project onto modes of internal variability

(Peng and Robinson 2001), meaning that models with

differing modes of internal variability could give dif-

ferent responses.

One way to better understand the dependence of at-

mospheric responses on the background wind field and

its modes of variability is to compare responses in near-

identical models with slightly different jet positions and

variability, and this is the approach we adopt. Any dif-

ferences in the responses between the models can then

be attributed to the background wind field rather than to

the differences between particular months or differ-

ences in parameterization schemes and the like. We

create near-identical models by running one idealized

GCM with two different configurations of land and to-

pography, without changing any of the other model

parameters, and this leads to two similar, but not iden-

tical, background wind fields within the samemodel. We

then look at the atmospheric responses to several SST

anomaly patterns in each of the model configurations,

comparing the response of each configuration to the

same SST anomaly. Responses that do not depend

on the details of the configuration can be said to be

‘‘robust.’’

We will focus on the free-atmosphere responses to

SST anomalies (i.e., those outside the boundary layer).

Such responses are likely to be longer lasting, and

therefore more useful for seasonal prediction, and will

also be more amenable to interpretation through tech-

niques such as Rossby wave tracing.

Our study is split into two parts. This paper, which is

the first part, looks at robust and nonrobust atmo-

spheric responses to SST anomalies in the Northern

Hemisphere winter season [December, January, and

February (DJF)]. This focus on DJF is in line with

most previous work on the atmospheric responses to

SST anomalies. Part II looks at the same problem in the

Northern Hemisphere summer season [June, July, and

August (JJA)]. The comparison between our winter and

summer results is made in this second paper.

The outline of the present paper is as follows. Section

2 describes the model and its two different configura-

tions; section 3 compares the wind climatology and

variability of the two configurations; section 4 outlines

our design for anomaly experiments; section 5 discusses

the responses to tropical anomalies; section 6 discusses

the responses to midlatitude anomalies; section 7 com-

pares the responses to tropical and midlatitude SST

anomalies; and section 8 discusses the results and draws

conclusions.

2. Model setup

We construct our models using Isca (Vallis et al.

2018), an open-source framework for the construction of

atmospheric models. The model constructed here is of

intermediate complexity, with realistic radiative trans-

fer, but with simple convection, boundary layer, and

surface schemes. The mixed layer ocean uses prescribed

heat transport (Q fluxes) to keep the basic-state SSTs

close to an annually repeating but seasonally varying

SST climatology from AMIP (Taylor et al. 2000).

Further details of the model setup can be found in the

appendix. The two configurations of continents and
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topography are shown in Figs. 1a and 1b and are referred to

as the ‘‘simple’’ and ‘‘complex’’ configurations, respectively.

The different configurations of continents will give

slightly different surface temperature gradients and

therefore a slightly different spatial structure to, for

example, the surface baroclinicity (not shown) and

vertical temperature profiles (as in, e.g., Brayshaw et al.

2009). The different topographic distributions will affect

how the jets flow over and around them, thereby af-

fecting the stationary wave patterns. These features will

help to differentiate the atmospheric states between the

two configurations. A thorough investigation of the at-

mospheric responses to adding individual continents

and mountain ranges in a realistic GCM can be found in

Brayshaw et al. (2009, 2011).

In addition to the differentiating features described

above, the complex configuration has a very simple

representation of sea ice and land ice, whereas the

simple configuration does not. We have taken the ice

concentration dataset from the AMIP boundary condi-

tion dataset (Taylor et al. 2000) and have averaged over

all years and all months to obtain an annual average

distribution of ice. Using this data, the model’s albedo

is set to 0.7 in regions where the ice concentration

is .50%, and the Q flux is set to zero if the ice is over

ocean. Other properties of the surface in these regions

are determined by whether the underlying surface is

land or ocean. The ice model further helps to distinguish

the complex configuration’s wind field from that in the

simple configuration.

3. Climatologies and variability of the model
configurations

a. Climatologies

We first establish that the two model configurations

produce similar, but different, climatological jet prop-

erties and that these two configurations are both com-

parable to observed fields. Shown in Figs. 1d–f are the

time-mean zonal winds at 850 hPa in Northern Hemi-

sphere winter (DJF) in the simple model configura-

tion, the complex model configuration, and JRA-55

(Kobayashi et al. 2015), respectively. In terms of the

broad wind structures, the two configurations of Isca and

the reanalysis are remarkably similar in many aspects,

although there are some notable differences. For ex-

ample, the southwest–northeast tilt of the storm track at

FIG. 1. A comparison of (a)–(c) the topographic height and the zonal wind at (d)–(f) 850 and (g)–(i) 250 hPa in DJF in (left) the simple

configuration, (center) the complex configuration, and (right) JRA-55. Model averages are taken over 20 years. JRA-55 averages are

taken over the period 1958–2016.
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850 hPa is largest in JRA-55, less so in the complex

configuration, and still less so in the simple configura-

tion. Differences are also visible in the same fields at

250 hPa, shown in Figs. 1g–i. For example, the jet stream

off the east coast of Japan is notably weaker and less

zonal in the complex configuration compared with

JRA-55 and the simple configuration. However, as at

850 hPa, the 250-hPa climatologies display a broad

similarity across the two configurations and JRA-55.

In terms of other features, the complex configuration

has a noticeably weaker stationary wave pattern than does

the simple configuration and JRA-55, particularly over the

North Pacific, where the Aleutian low is particularly weak

in the complex configuration. Further experimentation

shows it is the addition of our ice model that causes the

complex configuration’s stationary wave pattern to be

weak. A complex configuration run without the ice model

in fact shows a stronger stationary wave pattern that is

more similar to both the simple configuration and JRA-55.

Theweakening of the stationarywave patternwhen the ice

is introduced is due to the ice’s higher albedo, which

produces a colder global-mean surface temperature. The

colder temperatures in turn produce tropical upper-

troposphere cooling via the same lapse-rate effect that

produces tropical upper-troposphere warming in climate

change simulations (Vallis et al. 2015).With a cold tropical

upper troposphere, the subtropical jet weakens, as does the

midlatitude Eady growth rate, which results in a weaker

eddy-driven jet and hence a weaker stationary wave pat-

tern. The differences in the stationary wave patterns in the

two configurations affect the configuration’s stratospheres,

with the Northern Hemisphere polar vortex in DJF being

much stronger in the complex configuration than the

simple configuration (not shown), consistent with the

complex configuration’s weaker stationary waves.

b. Modes of variability

To establish whether themodels have different modes

of internal variability, we calculate empirical orthogonal

functions (EOFs) of monthly averaged atmospheric

fields within each model configuration. All EOFs re-

ferred to shall be calculated using monthly averaged

data and are referred to simply as ‘‘EOFs.’’ The EOFs

of, for example, zonal wind at 250hPa (not shown) are

remarkably similar across the two configurations despite

the continental and topographic differences.

In terms of the monthly variance explained by these

EOFs, the model EOFs generally account for more of the

variance than is explained in JRA-55.Over the Pacific, both

configurations account for;10%more of the variance than

in JRA-55, indicating that the model has fewer significant

modes of internal variability compared with reanalysis,

possibly indicating that it is more predictable. Over the

Atlantic, EOF1 in the simple configuration explains;15%

more of the variance than JRA-55, while that in the com-

plex configuration explains less. The latter is partly because

EOF2 in the complex case is more similar to EOF1 in the

simple case and JRA-55, indicating that the distribution of

variance across modes is different in the complex configu-

ration comparedwith the simple configuration and JRA-55.

In summary, the two model configurations both pro-

duce fields that bear comparison with reanalysis. They

also produce fields that are similar to each other but not

identical, thus allowing us to investigate the dependence

of the response to an SST anomaly to relevant variations

in the background state.

c. Response to the Gulf Stream

Whether or not a model is able to simulate the basic-

state response to the Gulf Stream is thought to be an

important indicator of whether it will be able to accu-

rately simulate the forced response to SST anomalies

(Minobe et al. 2008, 2010; Woollings et al. 2010). In

Minobe et al. (2008), it was shown that a line of surface

convergence over the warm edge of the Gulf Stream is

apparent in observations, with the Laplacian of SLP

bearing a strong relation to this convergence, unlike in

models with a smoothed Gulf Stream temperature

front, with the latter being a proxy for low-resolution

models (see their Fig. 2c). The basic states in both our

configurations, however, show a similar correlation

between the Gulf Stream, surface convergence, and the

Laplacian of sea level pressure (not shown), suggesting

that the same mechanism is at work in our model as in

the real world.

4. Experiment design

We first run each configuration to statistical equilibrium

to give a ‘‘control’’ state, whichwe take as the state between

the start of year 41 and the end of year 60 of a seasonally

varying integration, with annually repeating forcing and

boundary conditions. SST anomaly runs are spun off from

the control state of the model at year 41. We then create

SST anomalies using an anomalous Q-flux field added to

the seasonally varying Q-flux climatology in the mixed

layer temperature equation [(A1)]. That is to say, the anom-

alies arise from an anomalous ocean heat transport, as in re-

ality, andwemaintain the significant advantages (and realism)

of using a oceanic mixed layer rather than a specified SST

distribution, as discussed by Bretherton and Battisti (2000).

Each anomalous Q flux is constant in time and has

the form

= �Q0 5
�
Ag(u,f) , g. 0

2d , elsewhere
. (1)
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Here,A5 200Wm22 is the amplitude of the anomaly, and

g is the paraboloid function g(u, f)5 12 [(f2f0)
2 1

(u2 u0)
2], where f0 and u0 are the central longitude and

latitude of the anomaly, respectively. The constant d is

applied over the entire ocean outside of the paraboloid

such that the area integral of = �Q0 over the ocean is

equal to zero. The SST outside the paraboloid region

changes very little as a result of d 6¼ 0 (not shown). The

amplitude of the Q-flux anomaly is constant in time,

meaning the SST anomaly is present throughout the

annual cycle. This allows us to look at winter responses

and summer responses within the same annually re-

peating experiments.

The value A5 200Wm22 has been chosen to give an

SST anomaly of around 48C. This value is rather large

compared to anomalies found in nature, particularly for

those in the extratropics, but given the deliberately

chosen small spatial extent of our SST anomalies (dis-

cussed below), this large value increases our signal-

to-noise ratio. Signal to noise is notoriously low in

studies of the atmospheric response to extratropical SST

anomalies, with internal variability typically being larger

than the response to a typical anomaly (e.g., Kushnir

et al. 2002), and a large-amplitude anomaly is needed if

the spatial scale is small.

The spatial extent of the SST anomalies is determined by

the values of f0 and u0, which we set for both to be 7.58,
meaning the anomalies are approximately six grid points in

diameter at T42. We choose this small size in order to de-

termine how SST anomalies in different parts of the ocean

are able to produce a particular response, in essence like a

coarse way of creating a Green’s function for the model, as

has beendone successfully via a differentmethodwith a dry

dynamical core model in Hassanzadeh and Kuang (2016).

Our approach thus differs fromprevious studies that look at

the response to specific large-scale SST anomalies [ENSO,

Atlantic multidecadal oscillation (AMO), etc.]. Our aim

is to determine how the atmosphere responds to small

changes in the anomaly position, and we have therefore

made the anomalies as small as we are reasonably able

given our horizontal resolution. Our T42 horizontal reso-

lution does not resolve these SST gradients especially well,

which is of course a limitation (e.g., Parfitt et al. 2016), but

the SST gradients associated with the anomalies are, in

compensation, quite large. For each SST anomaly, we run

the model for 24 years, discarding the first 4 years as a

spinup phase. The remaining 20 years are then compared

with 20 years from the control simulation for the relevant

configuration, and time averages and other diagnostics are

taken of the differences in various model fields. The sta-

tistical significance of any response is measured using the

Student’s t test, with responses considered significant at the

95% confidence limit.

Throughout this paper, we will be concerned with

whether the responses to particular SST anomalies are

robust. In order for a response to be deemed robust, we

require that it meets two criteria:

1) The response in a particular quantity must be similar

across the two configurations.

2) The responses within each configuration must be

statistically significant, as judged by the t test with a

95% confidence limit.

The responses produced by a particular SST anomaly in

our two configurations can therefore have both robust and

nonrobust components (i.e., the local responses in two

cases might be the same across the configurations), but the

remote responsesmay be different.Wewould then classify

the local response as robust but the remote response as not

being robust. In what follows, we will focus our analysis on

the robustness of the zonal-wind responses at 250hPa. We

have chosen this level because of its usefulness for di-

agnosing the free-atmosphere responses, as these aremore

likely to be useful for teleconnections and predictability

than shallow, boundary layer responses.

To gain an understanding of how the atmosphere re-

sponds to Atlantic and Pacific SST anomalies in the

tropics and midlatitudes, we have chosen 31 different

locations for our Q-flux anomalies, as shown in Fig. 2a.

Each of the locations are run separately for each con-

figuration, giving a total of 62 experiments. We label

each experiment with a code (e.g., P5W). The first

character in each label is either ‘‘P’’ or ‘‘A’’, denoting

either the Pacific or Atlantic basin as the location for the

anomaly. The second character is a number denoting the

latitude, with the numbers 3, 4, and 5 representing lati-

tudes 308, 408, and 508N, respectively. The third char-

acter denotes the longitude of the anomaly. The

midlatitude experiments are in groups of three per lat-

itude per basin. If it is the central anomaly of the three,

then the final character of the label will be ‘‘C.’’ If it is

the westernmost anomaly, then the final character is

‘‘W,’’ and if it is the easternmost anomaly, then the final

character is ‘‘E.’’ In the tropical experiments, more

anomalies are included per latitude per basin. In that

case, an extra fourth character is introduced, being a

number increasing from west to east.

Experiments P5W–P5E and A5W–A5E were placed

at the entrance, middle, and exit regions of the control-

climate storm track in the Pacific and Atlantic, re-

spectively, in order to test whether response will depend

on the SST anomaly’s location relative to the storm

track itself (Peng and Whitaker 1999). Other anomaly

locations were chosen to give the Pacific and Atlantic a

reasonable coverage, including many equatorial loca-

tions in the Pacific.
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5. Responses to tropical anomalies

To summarize the variety of responses, we have fo-

cused on the response of the zonal wind at 250hPa and

have categorized the response in each case into as many

of the following seven categories as are relevant:

d None of the below: The response displays none of the

characteristics of the other six categories.
d Local anticyclonic circulation: A statistically signifi-

cant anticyclone at 250 hPa, indicative of a local

linear-like response as in, for example, Hoskins and

Karoly (1981).
d Matsuno–Gill like: A statistically significant response

displaying the broad characteristics of the simple

linear responses to tropical heating described in

Matsuno (1966) and Gill (1980), specifically, low-

level eastward winds and upper-level westward winds.
d NAO like: A statistically significant response over

the North Atlantic sector that looks like either

a positive or negative NAO-like state. For some

cases, this will constitute a local response, and

in others (e.g., NAO-like responses to tropical

Pacific SST anomalies), it will constitute a remote

teleconnection.
d Anomaly off the western United States:A statistically

significant small wind anomaly off the coast

of Alaska.
d Strengthened Aleutian low: A statistically significant

strengthening of the Aleutian low in the central

North Pacific.
d Not-significant strengthened Aleutian low: A not sta-

tistically significant strengthening of the Aleutian low

in the central North Pacific.

These categories represent the seven most common

types of response across all the winter experiments. To

represent the seven categories graphically, we have

assigned each category a color and have color coded a

circle in the SST anomaly’s location by the kind of re-

sponse they produce. Figure 2b shows the responses

produced by SST anomalies in the complex configura-

tion. Figure 2c shows the responses produced by SST

anomalies in the simple configuration. Figure 2d shows

the robust responses, being the responses to each SST

anomaly that are common across both the configura-

tions. The broad summary of this section is given by

Fig. 2d, namely, that robust responses (at least locally)

are found in all but one of the tropical SST anomaly

cases. This is in stark contrast to the responses to

the midlatitude anomalies, where around half of the

anomalies did not produce a robust response.

a. Extratropical responses to tropical Pacific
SST anomalies

Considering first the responses to SST anomalies in

the tropical Pacific, one feature that ties 9 of the 12

cases together is that they produce a strengthening

of the Aleutian low, consistent with Bjerknes (1966,

1969). An example of this is shown in Fig. 3, which

shows the response of the zonal wind at 250 hPa in case

P0W4. The response in this case has other components

in addition to the strengthened Aleutian low, and these

are discussed further below. That such a standard result

is reproduced in both our model configurations gives us

confidence that both configurations are in a suitable

regime for studying the atmospheric response to trop-

ical SST anomalies.

FIG. 2. (a) The name given to each location. Also shown is a summary of the various responses produced in each of the

SST anomaly experiments. The variable used to define these responses is the DJF-mean zonal wind at 250hPa. (b) The

responses in each of the complex configuration experiments, with the colors denoting the type of response. (c)As in (b), but

for the simple configuration. (d)The responses that are commonacross (b) and (c),which are the so-called robust responses.
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b. Tropical response to tropical Pacific
SST anomalies

We refer to the atmospheric responses in the tropical

Pacific to SST anomalies in the tropical Pacific as ‘‘local’’

responses, given the proximity of the response to the

SST anomaly itself. As can be seen in Fig. 2b, all of the

tropical Pacific cases in the complex configuration

produce a Matsuno–Gill-like response. The character of

this response does vary with latitude, as predicted in the

Matsuno–Gill model [as discussed in section 1; this can

be seen graphically by comparing Figs. 8.14 and 8.11 of

Vallis (2017)], with the off-equator cases producing only

one low pressure center, rather than two on either side

of the equator, and the lack of negative zonal winds at

the surface to the east of the anomaly, as is associated

with the Kelvin wave component of the response. Ex-

amples of a typical on-equator response and off-equator

response at 250 hPa in these cases are shown in Figs. 3

and 4, respectively. The simple configuration has a sim-

ilar prevalence ofMatsuno–Gill-like responses throughout

the tropical Pacific, with three exceptions: P1W, A1E, and

P0W1. However, these three cases do show a weak

Matsuno–Gill-like response in the simple configuration

and so are not significant.

Leaving aside the well-understood contrast in re-

sponses between cases on and off the equator, it is clear

from the above comparison that the overall character of

the local responses to SST anomalies in the tropical

Pacific does not change much with longitude or back-

ground state. However, the amplitude of the response

can have some dependence on both longitude and

background state. To see this, we note that the anoma-

lous upwelling associated with the SST anomalies is

much stronger above the anomalies in the west Pacific

than the east Pacific, with the peak updraft velocities in

cases P0W1, P0W2, and P0W3 being more than 3 times

as large as those in cases P0E1, P0E2, and P0E3 in the

complex configuration. A similar but slightly weaker

contrast is seen in the same cases in the simple config-

uration. The transition in the magnitude of the updraft

from strong to weak happens between cases P0W3 and

P0W4 in both cases, consistent with the transition from

midtroposphere upwelling to midtroposphere down-

welling at around this longitude moving from west to

east. This is consistent with previous work by Bony et al.

(1997), as discussed in Lachlan-Cope and Connolley

(2006), who suggest that updrafts in response to warm

surface SSTs are strongest in areas of existing upwelling.

c. Atlantic response to tropical Pacific SST anomalies

One aspect of the atmospheric responses to tropical

Pacific SST anomalies that is of particular interest is the

projection of the response onto the NAOover the North

Atlantic. One case that does this robustly is case P0W4,

whose negative projection onto the NAO, as seen in

Fig. 3, is consistent with the expected negative sign of the

NAO projection from the warm Pacific during El Niño,
as discussed in section 1.

Although case P0W4 does produce a robust jet shift

over the North Atlantic, longitudinally adjacent cases

P0W3 and P0E1 do not. The principal reason is that the

simple configuration responds very differently in cases

P0W3, P0E1, and P0W4, with the latter being the only

case that produces a statistically significant jet shift over

the North Atlantic. The complex configuration, by con-

trast, produces a consistent response over the North

Atlantic in all three of these cases, but the jet shift is only

statistically significant in case P0W4. The response of the

northern Pacific across these three cases is quite consis-

tent, unlike the response over the North Atlantic. This

therefore suggests that the North Atlantic responses are

much more sensitive to the exact details of the atmo-

spheric state than are the responses in the Pacific. This is

perhaps because of the background-state sensitivity of the

propagation of the large-scale Rossby waves that are

likely connecting the tropical Pacific and the North

Atlantic in these cases. Linear Rossby wave tracing has

FIG. 3. Time-mean responses of the zonal wind at 250 hPa to the Q-flux anomaly in case P0W4 in DJF for the

(a) simple and (b) complex configurations.
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been performed, as in Hoskins and Karoly (1981), and

confirms that this mechanism is a plausible explanation in

this case but is not shown. The connection between the

tropical Pacific and themidlatitude Pacific is clearly not as

sensitive, judging by the ubiquitous strengthening of the

Aleutian low described above.

d. Responses to tropical Atlantic SST anomalies

Local responses to SST anomalies in the tropical

Atlantic are broadly similar to those in the Pacific, im-

plying that on the most basic level, the local response to

SST anomalies in the tropics is not much affected by

whether it is in the Pacific or the Atlantic basin. How-

ever, finer details of the local responses, such as the

longitudinal extension of the wind anomalies, and in-

deed their strengths do appear to vary with basin and

with latitude and longitude.

In terms of remote connections, a negative NAO-like

response is produced by all four tropical Atlantic cases in

the complex configuration but only by one of the four in

the simple configuration, again suggesting that tropical–

midlatitude teleconnections, possibly mediated by large-

scale Rossby waves, are highly sensitive to background

wind conditions.

e. Stratospheric response to tropical SST anomalies

The model has a relatively realistic stratosphere,

extending up to 0.03hPa, so we briefly describe the

stratospheric responses to our SST anomalies. All the

cases in the complex configuration give a weakening of

the vortex, apart from case P1CE,where theweakening is

present but is not statistically significant. This compre-

hensive weakening is likely due to the increased strength

of the Aleutian low in all the complex cases with the

exception of case P1E. A strengthened Aleutian low is

associated with stronger stationary waves in the tropo-

sphere, leading to increased upward planetary wave flux

and thus disruption of the polar vortex, as in, for example,

Hurwitz et al. (2012) and references therein.

In contrast, the simple configuration cases have a more

varied set of stratospheric responses. A significant portion

of the cases have a strengthened vortex, notably all those

cases at 108N in the Pacific (i.e., cases P1W–P1E) and all

but case A0E from the four cases in the tropical Atlantic.

Responses to anomalies along the equator in the Pacific

vary between a wave-1 oscillatory pattern on the polar

night jet (five of the eight cases) to no response in cases

P0W2 and P0W3 and a strengthening in case P0E1. This

sensitivity of the stratospheric response to longitude is in

stark contrast to the insensitivity to longitude found in the

stratospheric responses to equatorial Pacific SSTs in the

complex configuration. However, the stationary wave

field is (ironically) much more realistic in the simple

configuration. We therefore interpret the responses in the

simple configuration as being more realistic in strato-

spheric terms. There is, however, significant debate in

the literature about what the realistic response of the

stratosphere to tropical Pacific SST anomalies is, and how

FIG. 4. Time-mean responses to Q-flux anomaly in case P1E in DJF for the (left) simple and (right) complex configu-

rations at (a),(b) 850 and (c),(d) 250 hPa.
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it depends on the longitudinal position of the SST anom-

aly, in regard to both the basic stratospheric state and

stratospheric sudden warmings (e.g., Manzini et al. 2006;

García-Herrera et al. 2006; Garfinkel et al. 2013; Iza

and Calvo 2015; Li and Tian 2017). Further study of

the model’s diverse stratospheric responses is left to

future work.

6. Responses to midlatitude SST anomalies

As described above, all but one of the tropical SST

anomalies considered produce robust responses, at least

locally, demonstrating the relative insensitivity of the

responses to background climatology. By contrast, of all

the midlatitude locations considered, only 7 out of the

15 midlatitude cases produce robust responses.

Of the eight cases that do not produce any robust

responses, three are due to a configuration dependence

(i.e., having a significant response in one configuration

but not in the other), and five are because there was no

statistically significant response in either configuration.

This total lack of response at 250hPa in 5 of the 15 cases

is consistent with previous work suggesting that the at-

mospheric response to midlatitude SST anomalies is

often shallow and therefore confined to lower levels of

the atmosphere [e.g., the prevalent shallow heating

mode in Fig. 15b of Minobe et al. (2010)]. However, for

all of the 15 midlatitude cases considered, no case

produced a robust local response at 850hPa either,

suggesting a general weakness of the low-level responses

when compared with the high background variability

found in and around the midlatitude storm tracks.

In terms of large-scale significant responses, there are

several cases in each configuration that produce an

NAO-like response over theNorthAtlantic, indicating a

significant response within the free atmosphere. As a

measure of the similarity of the response to the leading

EOF in each basin, we calculate correlation coefficients

between the zonal-wind response in the each of the

15 midlatitude cases at 250 hPa and the EOF1 pattern of

the zonal wind at 250 hPa in the North Atlantic. Having

calculated the coefficients in each case, and in each

configuration, we plot the correlation coefficient in the

simple configuration for each case against the correla-

tion coefficient in the complex configuration for that

same case, and this is shown in Fig. 5.

Those cases at 308N in the Pacific (i.e., cases P3W,

P3C, and P3E, the latter of which is shown in Fig. 6)

stand out for two reasons. First, the correlation between

their responses and the EOF is high. And second, the

correlation coefficients are high in both configurations,

confirming our classification of these cases as giving

robust responses according to the two criteria set out in

section 4. Case P4W from the Pacific 408N cases also

stands out for these same reasons.

It is interesting to note, however, that all of the

cases that produce an NAO-like response are forced

in the Pacific rather than the Atlantic. This lack of

Atlantic SST anomalies producing NAO-like re-

sponses is intriguing. It was suggested to the authors

that this could indicate a lack of intrinsic Atlantic

variability, such that the Atlantic is purely a slave to

whatever is happening in the Pacific. We have sub-

sequently checked the 2–6-day-filtered geopotential

height variance in the Atlantic and Pacific sectors

and compared them with the same diagnostic in JRA-

55 (not shown). This diagnostic indicates that our

model configuration does have variability in the At-

lantic reasonably comparable both to the Pacific and

JRA-55, suggesting that there is some other expla-

nation for the prevalence of NAO-like responses

forced from the Pacific. This will be discussed further

in section 7.

In addition to those cases that have high and similar

correlation coefficients in both configurations, it is in-

teresting to note that some cases project strongly onto

the EOF in one configuration but not in the other. For

FIG. 5. Comparison of correlation coefficients in the simple con-

figuration (x axis), with correlation coefficients in the complex

configuration (y axis). The correlation coefficients are calculated

between the zonal-wind response in DJF at 250 hPa in cases with

midlatitude SST anomalies and the EOF of zonal wind in DJF over

theAtlantic basin (808W–408E). The dashed line is y5 x. The colors

denote the basin in which the anomaly is placed, with red being in the

Pacific and black being in the Atlantic. The codes used at each point

correspond with those in Fig. 2 without the letter denoting the basin.

It is noted that our classification of a robust response is based purely

on the two criteria in section 4 and that this plot only serves as a guide

as to how robust the projection onto the leading EOF is.
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example, Fig. 5c shows that cases P4C from the Pacific

408N group and A3C from the Atlantic 308N group

both project strongly onto the Pacific EOF in the sim-

ple configuration but hardly project at all in the com-

plex configuration (not shown). These examples

demonstrate that whether or not a response projects

onto an EOF depends both on the location of

the anomaly and the structure of the mode of vari-

ability itself, the latter of which is different between

configurations.

Stratospheric responses to midlatitude SST anomalies

Although many of the midlatitude SST anomalies pro-

duce responses that are not robust, there are still interesting

observations to be made. For example, cases P5W–P5E do

not show significant tropospheric responses but do show

statistically significant responses in the stratosphere. The

response of the 10-hPa zonal wind in case P5C is shown in

Fig. 7. The simple configuration shows a strengthening of

the polar vortex, whereas the complex configuration

shows aweakening of the polar vortex.Both of these results

are statistically significant within each configuration but are

not robust by our definition, as the two configurations re-

spond with opposite signs. The changes in polar vortex

strength are consistent with changes in the poleward eddy

heat flux (y0T 0) at 100hPa, which is a measure of the

wave driving of the stratosphere by upward-propagating

planetary-scale waves. This flux has been shown to be

highly correlated with stratospheric temperature and

hence with polar vortex strength (Newman et al. 2001). In

the simple case, a decrease in the eddy heat flux is seen in

bothDecember and January, with an increase in February.

This 2-month decrease and 1-month increase is consistent

with the winter-average vortex being stronger, as changes

in heat flux have a delayed effect on the vortex strength

(e.g., Fig. 1 ofNewman et al. 2001). In the complex case, an

increase in the heat flux is seen in DJF, consistent with the

weaker vortex in this case.

The study of Hurwitz et al. (2012) used a chemistry

climate model to show that positive SST anomalies in

the North Pacific can weaken the Aleutian low and

hence increase the strength of the polar vortex. Their

result is therefore consistent with the response in our

simple configuration but not that in the complex con-

figuration. The Aleutian low in our simple configuration

is much more realistic than the equivalent in our com-

plex configuration (as discussed in section 3). This has

the consequence that the upward-propagating flux of

planetary waves into the stratosphere is more realistic

in the simple configuration, making the polar vortex’s

strength more realistic. We believe this difference is

responsible for the opposite response being found in the

complex configuration.1 The opposite stratospheric re-

sponses in these cases underlines the importance of ac-

curately representing the tropospheric stationary wave

field when studying the stratospheric response to SST

anomalies.

7. Comparison of tropical and midlatitude
responses

The results described above show a clear contrast

between responses to tropical SST anomalies and mid-

latitude SST anomalies in both complex and simple

model configurations. That these responses are of dif-

ferent character is already well known, and there are

several candidate explanations. We first consider the

relative roles played by vertical and horizontal advec-

tion in response to surface heating.

a. The role of vertical and horizontal advection

The most common explanation for the differences

between tropical and midlatitude responses to surface

FIG. 6. As in Fig. 3, but for case P3E.

1We believe that these differences are likely not due to the

different topographic distributions in the simple and complex

configurations, as a complex configuration of Isca without the sea

ice model gives a more reasonable stationary wave field and, by

extension, a more reasonable stratospheric response, although the

latter has not been tested.
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heating is that the response of the atmosphere to

anomalous heating is predominantly vertical advection

of anomalous temperature in the tropics and horizontal

advection in the midlatitudes, as discussed in, for ex-

ample, Hoskins and Karoly (1981) and Frankignoul

(1985). The importance of horizontal advection in

midlatitudes is because the significant equator-to-pole

temperature gradient means that a southward flow

over a warm SST anomaly will bring cold air down from

higher latitudes to balance the heating and lead to a low

pressure downstream of the heating [as seen in, e.g.,

Fig. 2 of Hoskins and Karoly (1981)].

Despite the importance of cold-air advection in mid-

latitude responses in Hoskins and Karoly (1981), it was

noted in section 6 that the responses to our midlatitude

SST anomalies were such that no surface low pressure

centers were found at all. This is possibly because of the

high low-level midlatitude variability. But one alterna-

tive possibility is that vertical advection is providing the

dominant balance.

To investigate this contrast, we apply the linearized

advection equation for temperature to our results, as in

Eq. (39) of Frankignoul (1985):
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Here, the primed quantities are departures from zonal

means, R is the gas constant, Cp is the heat capacity at

constant pressure, and q is the combined diabatic heat-

ing and any effects from boundary layer frictional

heating. We calculate explicitly all the terms on the left-

hand side and find the right-hand-side terms as the sum

of the terms on the left-hand side. Applying this de-

composition directly to our anomaly experiments with-

out subtracting the control fields captures the response

to our SST anomalies but also captures the balances

already in place in the climatology. We therefore cal-

culate the terms in the anomaly experiments and the

control experiments separately and look at differences

in each of the terms between the anomaly and control

experiments. It is these differences that we refer to as the

responses of each term to our SST anomalies.

An example of the well-established tropical response

is shown in Fig. 8a, showing the decomposition of these

terms in the complex configuration’s case P0W4. It is

clear that the two terms involving v0 are balancing

the anomalous diabatic heating outside of the boundary

layer, with little contribution from the horizontal

advection terms.

By contrast, Fig. 8b shows the same decomposition in

the complex configuration’s midlatitude case P3W. The

profiles show some degree of similarity with the tropical

case in the twov0 terms, but the net contribution of these

two v0 terms is now of comparable strength to the

meridional and zonal advection terms outside of the

boundary layer, and as such, all the terms play a role in

balancing the diabatic heating. However, near the sur-

face, the cold-air advection argument of Hoskins and

Karoly (1981) would suggest there should be a signifi-

cant role for the horizontal advection terms. However,

this is not seen, consistent with the lack of near-surface

response noted above.

The work of Smirnov et al. (2015) uses the NCAR’s

CAM5GCM to study the atmospheric responses to SST

anomalies in the Oyashio extension region in the North

Pacific and found that a version of their model with

18 horizontal resolution produced a low-level circulation

response very like that predicted by Hoskins and Karoly

(1981), with a downstream surface cyclone, consistent

with an important role for cold-air advection. However,

in a simulation with 0.258 horizontal resolution, there is a
much smaller role for cold-air advection, with vertical

advection becoming much more important (see their

Fig. 11). Clearly, our model cannot claim to be resolving

the atmospheric responses as well as either resolution

of CAM5; however, it is plausible that our unusually

strong SST anomalies are indeed strong enough to

produce a response more like the high-resolution

version of CAM5.

FIG. 7. As in Fig. 3, but at 10 hPa in case P5C.

DECEMBER 2018 THOMSON AND VALL I S 4117



It is also possible, however, that our model is getting

this ‘‘realistic’’ midlatitude response for the wrong rea-

sons. The reasons cited for Smirnov et al.’s (2015)

qualitatively different behavior at high resolution is the

improved representation ofmidlatitude storms and their

associated transport of heat and moisture. This impor-

tance of short-time-scale fluctuations is also hinted at in

Minobe et al.’s (2010) Fig. 17a, where it is shown that a

significant amount of the temperature advection is tak-

ing place through fluctuations on a submonthly time

scale. Our temperature advection analysis in Fig. 8 is

done using monthly mean data, but use of daily mean

data makes only a tiny quantitative difference to the

results, suggesting that storms are not as heavily in-

volved in this response as in the high-resolutionmodel of

Smirnov et al. (2015) or in reality. Further investigation

is required.

Having identified a realistic vertical-advection-

dominated response in midlatitudes, the sensitivity of

this kind of response to background state can be tested

by comparing the above to case P3W in the simple

configuration. The decomposition in this case is shown

in Fig. 8c. All of the terms in the budget are noticeably

smaller in the simple configuration’s case P3W apart

from the meridional advection term, which is a signifi-

cant contributor to the balance near the surface. The

sign of this term suggests the presence of cold-air ad-

vection in this response. According to our categoriza-

tions in Fig. 2, it is seen that case P3W in the complex

configuration produces anomalies over the western

United States and the North Atlantic, where in the

simple configuration case, P3W only produces a local

anticyclone aloft. We therefore find that a signifi-

cant role for vertical advection is seen alongside a

global response, whereas cold-air advection is seen

alongside a local response. This result is consistent

with, for example, Fig. 15 of Smirnov et al. (2015), who

show a basin-scale response in their high-resolution

simulations of the Oyashio extension region, with

its significant role for vertical advection, but only a

local response in the low-resolution simulation with

significant cold-air advection. A circumglobal re-

sponse to midlatitude surface heating with significant

vertical advection has also recently been shown in a

FIG. 8. (a),(b) A decomposition of Eq. (2), which is the linearized temperature advection equation, into its

different terms; (a) shows the decomposition for a single horizontal grid point at the center of the SST anomaly in

case P0W4 in the complex configuration. In contrast, (b) shows the same decomposition over the central grid point

in case P3W in the complex configuration. (c) The same decomposition is shown for case P3W in the simple

configuration.
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lead–lag regression study with reanalysis data byWills

et al. (2016).

The large-scale, NAO-like response in case P3W in

the complex configuration is the type of teleconnection

that may be useful for seasonal prediction of the NAO.

However, it is not enough for a response to be large scale

for it to be useful for seasonal prediction. The response

must also decay on a longer time scale than typical

weather fluctuations, lasting for weeks or longer. It is not

possible to directly measure the decay time of the re-

sponses in our experiments, as the SST anomalies are

present throughout the year. This means that any re-

sponse we see in a particular season could have been

forced by the current SST anomaly, or last season’s SST

anomaly, or a combination of the responses over many

time scales. We can, however, determine how long the

response is present within the winter season by looking

at the responses on a monthly time scale. In case P3W, a

statistically significant movement of the jet stream over

the North Atlantic is present in the complex configura-

tion’s monthly mean responses from October through

April, with the pattern being broadly consistent across

these months (not shown). In the simple configuration,

however, no such North Atlantic response is seen in any

of these months. This suggests that the response in the

complex configuration is long lasting and may therefore

be useful for seasonal prediction. Further experiments

with time-varying SST anomalies are required to in-

vestigate this possibility.

b. Storm tracks and the NAO

It has been proposed that an extratropical SST

anomaly will not produce a significant NAO-like re-

sponse unless it perturbs the storm tracks (Peng et al.

2003). The idea behind this statement is that the NAO is

driven primarily by transient eddy vorticity fluxes (e.g.,

Feldstein 2003; Vallis et al. 2004), and therefore, in order

for an extratropical SST anomaly to produce a signifi-

cant NAO-like response, the anomaly needs to perturb

the transient eddy vorticity fluxes. Peng and Whitaker

(1999) suggests that an SST anomaly does this by in-

ducing an anomalous diabatic heating, which drives an

anomalous flow, which then interacts with the storm

track, resulting in perturbed eddy vorticity forcing,

which then drives an NAO-like anomalous flow.

In all our midlatitude cases, no significant responses

were seen in the transient eddy vorticity fluxes, including

those where an NAO-like response was in fact observed

(e.g., cases P3W, P3C, and P3E). Possible reasons for

this lack of response include the small spatial scale of

our SST anomalies, being much smaller than the SST

anomalies used in Peng and Whitaker (1999) and

Peng et al. (2003). The small spatial scales of our SST

anomalies may give rise to only a minimal interaction

with the storm track, implying that the responses ob-

served in our experiments are largely due to the anom-

alous diabatic heating and its associated anomalous

flow, not the effects of eddy fluxes.

The recent work of Brayshaw et al. (2011) and

Saulière et al. (2012) find storm-track changes in re-

sponse to the presence of large-scale SST anomalies, and

they argue that these storm-track changes are due to

changes made to the large-scale latitudinal SST gradi-

ents. The changed gradients then change the surface

baroclinicity and therefore change storm growth within

the storm track. It seems likely, therefore, that our SST

anomalies are on a spatial scale that is too small to sig-

nificantly affect these large-scale gradients, and there-

fore, an eddy-mediated response is not seen. Further

exploration of this is a topic for future investigation but

is beyond the scope of this paper.

As an additional attempt to understand the atmo-

spheric responses to SST anomalies and how these are

different between the tropics and the midlatitudes, we

now consider the SST variability that is associated with

the first EOF of the zonal wind over the North Atlantic,

shown in Fig. 9. Peng et al. (2003) proposed that the

shape of the NAO-associated SST tripole seen in these

regressions is indicative of the regions of the ocean

where the SST has the most influence on the atmo-

sphere, and vice versa. If this hypothesis is correct, then

Fig. 9a suggests that SST anomalies in the regions of

these tripole maxima should be in prime locations for

producing a significant atmospheric response in the

simple configuration, and the same for Fig. 9b for the

complex configuration. However, of all the SST anom-

alies in the Atlantic basin that were considered in the

present work, it is only those in the tropics that produce

any robust statistically significant responses over the

North Atlantic, and further than that, no single config-

uration produced an NAO-like response to a North

Atlantic SST anomaly. One possible reason for our

anomalies in these areas not producing robust responses

is that the response to the SST tripole is nonlinear,

meaning that the responses to each pole of the tripole

individually do not add up to the response to the whole

tripole. Therefore, it may be that the response to our

warm SST anomalies in isolation will not produce as

much of a response as would the sum of multiple

anomalies. Further work is necessary to investigate this

possibility.

c. Latitude and longitude dependences in
midlatitudes

Some of our midlatitude SST anomalies evidently can

produce responses that project onto themodel’s internal
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modes of variability. It is noteworthy from our mid-

latitude experiments, however, that whether the re-

sponse projects onto such modes is sensitive to the

latitude and longitude of the anomaly, as demonstrated

by the range of correlation coefficients seen for the

midlatitude cases in Fig. 5. As a complementary view-

point to the transient eddy flux picture discussed above

for the NAO, it has been proposed that whether or not a

response projects onto an EOF may be related to the

SST anomaly’s location relative to the minima/maxima

in the EOF pattern (Peng and Robinson 2001). The re-

sponses in our Pacific midlatitude cases partially support

this conclusion. The hemisphere-wide EOF1 of the geo-

potential height has minima in both simple and complex

configurations over the midlatitude Pacific, with the

minimum in the simple configuration at 850hPa sitting at

approximately 358N, 1778W, and the minimum in the

complex configuration at 850hPa sitting at approximately

408N, 1778W. The fact that this minimum is farther to the

north in the simple configuration would suggest that

anomalies farther north should project more strongly

onto the EOF in the simple configuration than in the

complex configuration. This prediction does seem to be

somewhat borne out in the results, with two cases at 408N
producing NAO-like responses in the simple configura-

tion but only one case at 408N in the complex configu-

ration. However, there is also somewhat of a longitude

dependence in the anomalies that do and do not produce

NAO-like responses, suggesting that this EOF picture is

not a complete explanation. Alternatively, we identify

that differences in the responses are also consistent with

differences in the stationary wave field in the two con-

figurations. In contrast to the EOFs, the stationary wave

field does show a significant longitude shift between

configurations. The Pacific minimum in 850-hPa geo-

potential height field including only waves 1–3 has a

minimum that is 108 farther west in the complex case

compared with the simple case (not shown). An example

of a case where this might be important is P4C, where the

response in the simple configuration projects strongly

onto longitudinal wavenumbers 1 and 2, where the re-

sponse in the complex configuration does not. Based on

this observation, we argue that proximity to the minima/

maxima in the stationarywave field could be as important

for creating an EOF-like response as proximity to the

EOF’s own minima/maxima.

8. Discussion and conclusions

Our goal in this paper has been to better understand

the response of the atmosphere to localized SST anom-

alies, with particular reference to the dependence of the

responses on different background states in both the

tropics and midlatitudes. Here, we have focused on win-

ter, and in a companion paper, Part II, we look at summer

and provide a comparison. We have used two slightly

different configurations of the same idealized GCM and

compared their responses to SST anomalies in many lo-

cations across the tropical and midlatitude Pacific and

Atlantic. Our SST anomalies are deliberately small in

geographic extent but large in amplitude, to obtain the

cleanest possible response. Our measure of the robust-

ness of a particular response is that a similar response is

produced in both configurations and that the response is

significant within each configuration. Given this defini-

tion of robustness, one of the main conclusions of this

work is that all of the tropical anomalies considered do

produce robust local responses in DJF, whereas the ma-

jority of midlatitude anomaly locations considered do not

produce robust local responses. Furthermore, a num-

ber of cases in both the tropics and the midlatitudes

also produce robust remote responses, although these

are found to be highly sensitive to both location and

background state.

The relative insensitivity to background state of the

character of the local responses in the tropics is in con-

trast to a significant longitudinal contrast in the strength

of the responses, with anomalous updraft velocities in

FIG. 9. (a) The linear regression coefficients of the simple configuration’s SST regressed onto the simple configuration’s PC1 time series

of the first EOF of the zonal wind at 250 hPa over theAtlantic basin. The statistical significance of the regression coefficients are calculated

using the two-sided Student’s t test, and areas above the 95% significance level are shown with stippling. (b) As in (a), but for the complex

configuration. (c) As in (a), but for the HadISST dataset for the SSTs and the PC1 time series calculated from JRA-55 between 1958

and 2015.
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the west Pacific being significantly higher than those in

the east Pacific. As discussed in section 5b, this is con-

sistent with previous work by Bony et al. (1997), who

suggest that updrafts in response to warm surface SSTs

are strongest in areas of existing upwelling, like the

western Pacific. The fact that we also see significant

anomalous updrafts in the east Pacific may be partly due

to the large amplitude of our SST anomalies, which may

be strong enough to trigger tropical deep convection in

all locations. Further work is required to investigate this

possibility.

In terms of remote responses to tropical anomalies,

the strengthening of the Aleutian low in response to

heating the tropical Pacific is remarkably robust. This is

robust in the sense that it is insensitive to the SST

anomaly location within one configurations but also in-

sensitive to the background wind changes between the

configurations. The responses in the simple cases are

often weaker than the complex cases, however, and this

may have something to do with the general weakness of

the Aleutian low in the complex configuration, as dis-

cussed in section 3. This does, however, underline the

importance of getting a model’s basic state right if the

responses of a model are to be both realistic and re-

producible in other models.

In terms of the local responses to midlatitude anom-

alies, very few cases produced any local responses of

significance, and even fewer of them were robust. This is

particularly the case in locations with high background

variability (e.g., within the midlatitude storm tracks).

The responses of the most significance in the mid-

latitudes were those that projected onto the model’s

modes of internal variability and particularly the NAO

over the North Atlantic. Insight from the temperature

advection equation has shown in the example case of

P3W that the complex configuration produced an NAO-

like response, seemingly thanks to the dominance of the

vertical advection term and the absence of horizontal

cold-air advection. In the simple configuration, however,

an NAO-like response was not produced, consistent

with a much weaker vertical advection term and a more

significant role played by low-level cold-air advection.

This is consistent with ideas about the importance of the

vertical advection term for producing large-scale re-

sponses (e.g., Wills et al. 2016; Smirnov et al. 2015;

Minobe et al. 2010). How these conclusions hold up in a

higher-resolution model, and the resultant background-

state dependence, is a topic for future work.

In addition to the temperature advection equation

explanation, several other explanations present them-

selves for the production ofNAO-like responses in some

midlatitude cases rather than others. The first is simply

that regions of low background variability are more

likely to produce robust responses, and our results are

certainly consistent with this idea. The second is that the

spatial structure of the model’s internal modes of vari-

ability differ between configurations, meaning a given

SST anomaly could be closer to an antinode in one of the

configurations, thus giving a larger response. The third is

that the stationary wave patterns differ between con-

figurations, again meaning a given SST anomaly could

be closer to an antinode in one of the configurations,

thus giving a larger response. The first of these ideas is

well accepted, but both the second and third explana-

tions are less widely accepted, and both are supported by

different sets of our experiments.We have not been able

to discern which of the second and third explanations is

more widely applicable in the real world, and further

work is required to investigate this.

One of the main conclusions from this comparison of

configurations is that the stationary wave field is par-

ticularly important for getting the correct response to

SST anomalies. This is true not only for the tropospheric

component of the response as discussed above but also

for those responses within the stratosphere, for which

the long-wavelength stationary waves are particularly

important.

Overall, our results confirm the paradigm, discussed

in, for example, Kushnir et al. (2002), that responses to

tropical anomalies give rise to more robust responses

than do midlatitude anomalies. The reasons for this, in

our experiments, are as follows:

d A tropical SST anomaly can reach the free atmo-

sphere more easily than a midlatitude anomaly be-

cause of the significant role for vertical advection,

as discussed in, for example, Hoskins and Karoly

(1981) and highlighted in our experiments by the

insensitivity of this result to our simple and complex

configurations.
d The response to a tropical anomaly is less sensitive to

changes in the background climatology than a mid-

latitude anomaly, for which there are many plausible

explanations discussed above. This contrast is high-

lighted in our experiments by the consistency of

tropical responses across our configurations but a

significant lack of consistency inmidlatitude responses

across our configurations.
d Midlatitude SST anomalies exist in a highly variable

environment with a low signal-to-noise ratio, as

previously discussed in, for example, Kushnir et al.

(2002), and highlighted in our experiments by the

significant responses in the Pacific at 308N, where

background variability is low.

For all these reasons (and the fact that real-world

tropical SST anomalies are larger and longer lasting

DECEMBER 2018 THOMSON AND VALL I S 4121



than their midlatitude counterparts), tropical SST anom-

alies provide much promise for seasonal predictability

than midlatitude ones. However, our work also suggests

that midlatitude responses occurring where the vertical

advection term dominates are able to produce large-scale

responses and so may also be useful for seasonal pre-

diction. Evidently, understanding when and why the ver-

tical term dominates is important for improving seasonal

predictability, particularly with regard to the role played

by horizontal resolution. Relating our work, with its rel-

atively low horizontal resolution and spatially small but

large-amplitude SST anomalies, to more realistic models

with more realistic SST anomalies will help to better un-

derstand these effects.
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APPENDIX

Model Details

Isca uses a spectral primitive equation dynamical core

that we configure with 40 vertical levels extending up to

0.03 hPa and at T42 horizontal resolution. Radiative

transfer is calculated using theRapidRadiative Transfer

code RRTM (Clough et al. 2005). The radiative transfer

uses a prescribed, zonally and hemispherically sym-

metric, annual-mean ozone distribution (as in Fig. 2 of

Jucker and Gerber 2017). In its current configuration,

Isca uses the Monin–Obukhov boundary layer scheme,

the Betts–Miller convection scheme (Betts and Miller

1986), and a mixed layer ocean. The ocean has a sea-

sonally varying horizontal heat transport, or ‘‘Q flux,’’

with a temperature equation given by

c
›T

›t
5 SW1LW2 Sens2Latent1= �Q , (A1)

where c is the mixed layer’s heat capacity; T is the mixed

layer’s temperature; t is time; SW and LW are the net

shortwave and longwave radiative fluxes, respectively;

Sens is the sensible heat flux; Latent is the latent heat flux;

and = � Q is the Q flux, being a spatially and temporally

varying two-dimensional vector that represents horizontal

heat transport due to ocean dynamics. A model run with

prescribed SSTs to calculate whatQ flux will be necessary

to keep the free-running mixed layer SSTs close to

those SST values, as in Russell et al. (1985). We take the

prescribed SST values from the AMIP SST boundary

conditions (Taylor et al. 2000), averaged to create a year-

independent, seasonally varying climatology.

In regions of land, wemodify the surface to have a lower

heat capacity, zero = �Q, a higher albedo, a larger surface

roughness length, and an evaporative resistance, a5 0:7,

where a appears in the standard Monin–Obukhov for-

mula for surface evaporation flux E as

E5 r
a
Cjy

a
j(q

a
2aq

s
*). (A2)

Here, ra and qa are the atmospheric density and specific

humidity in the lowest model layer, and qs*is the saturation

specific humidity calculated using the surface temperature

[e.g., Eq. (11) in Frierson et al. (2006)]. Also, C is the drag

coefficient calculated from Monin–Obukhov similarity

theory, and jyaj is thewind speed in the lowestmodel level.

Having 0,a, 1 over land inhibits evaporation, giving

the effect of a limited water supply without the compli-

cations of a more realistic land surface model. Use of

an alternative form for the evaporative resistance, E5
raCjyaja(qa 2 qs*), was tried but made little difference to

the climatologies. Parameters are given in Table A1.

The simple configuration of land and topography is

based on the simplified continental outlines andNorthern

Hemisphere topography of Saulière et al. (2012). The

complex configuration is simply the T42 ERA-Interim

land mask and topography (Dee et al. 2011).
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