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Abstract
Instantaneous quantumpolynomial-time (IQP) computation is a class of quantum computation
consisting only of commuting two-qubit gates and is not universal. Nevertheless, it has been shown
that if there is a classical algorithm that can simulate IQP efficiently, the polynomial hierarchy
collapses to the third level, which is highly implausible. However, the origin of the classical
intractability is still less understood. Herewe establish a relationship between IQP and computational
complexity of calculating the imaginary-valued partition functions of Isingmodels.We apply the
established relationship in two opposite directions. One direction is tofind subclasses of IQP that are
classically efficiently simulatable by using exact solvability of certain types of Isingmodels. Another
direction is applying quantum computational complexity of IQP to investigate (im)possibility of
efficient classical approximations of Ising partition functions with imaginary coupling constants.
Specifically, we show that amultiplicative approximation of Ising partition functions is#P-hard for
almost all imaginary coupling constants even on planar lattices of a bounded degree.

1. Introduction

Quantumcomputation has a great possibility to offer substantial advantages in solving some sorts of
mathematical problems and also in simulating physical dynamics of quantum systems. A representative instance
is Shor’s factoring algorithm [1], which solves integer factoring problems in polynomial time, while no
polynomial-time classical algorithmhas been known. Recently, quantum algorithms for approximating Jones
polynomial [2, 3], Tutte polynomial [4], and Ising partition functions [5–7] have been found, and they are shown
to beBQP-complete in certain parameter regions. Furthermore, there are some evidences that quantum
computation,more precisely,BQP (bounded-error quantumpolynomial-time computation [8]), can solve
problems outside the polynomial hierarchy (PH) [9, 10, 11]. These results strike the extendedChurch–Turing
thesis [8, 12, 13], which states that every reasonable physical computing devices can be simulated efficiently (with
a polynomial overhead) on a probabilistic Turingmachine. One of themost revolutionary and challenging goals
of human beings is to realize a universal quantum computer and verify such quantumbenefits in experiments.
However, experimental verification, which is themost essential part in science, is still extremely hard to achieve,
requiring a huge number of qubits and extremely high accuracy in controls.

Is there any possible pathway to verify computational complexity benefits of quantum systems that are
realizable in the near future, say, one-hundred-qubit (or particle) systems under reasonable accuracy of controls
[14]? If there is such a subclass of quantum computation that consists of experimental proceduresmuch simpler
than universal quantum computation but is still hard to simulate efficiently in classical computers, experimental
verification of complex quantum systems reaches a new phase.
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Aaronson andArkhipov introducedBOSONSAMPLING [15], a sampling problem according to the
probability distribution of n bosons scattered by linear optical unitary operations. The probability distribution is
given by the permanent of a complexmatrix, which is determined by the linear optical unitary operations.
Calculation of the permanent of complexmatrices is known to be#P-hard [16, 17]. Since a polynomial-time
machinewith an oracle for#P can solve all problems in thePH according to Toda’s theorem [18], an exact
classical simulation (in the strong sense [19, 20]meaning a calculation of the probability distribution of the
output) ofBOSONSAMPLING is highly intractable in a classical computer. They showed under assumptions of
plausible conjectures that if there exists an efficient classical approximation ofBOSONSAMPLING (classical
simulation in theweak sense [19, 20]meaning a sampling according the probability distribution of the output),
thePH collapses to the third level, which is unlikely to occur. (The detailed notions of classical simulation are
provided in section 3.)This result brings a novel perspective on linear optical quantum computation and drives
many researchers into the recent proof-of-principle experiments [21–28].

Another subclass of quantum computation of this kind is instantaneous quantumpolynomial-time
computation (IQP) proposed by Shepherd andBremner [29]. IQP consists only of commuting unitary gates,
such as q Î[ ]Zexp i k S k . Here q pÎ [ )0, 2 is a rotational angle,Zk indicates the Pauli operator on the kth qubit,
and S indicates a set of qubits onwhich the commuting gate acts. (Adetailed definitionwill be provided in the
next section.)The input is given by +ñÄ∣ n with +ñ º ñ + ñ∣ (∣ ∣ )0 1 2 , and the output qubits aremeasured in
theX-basis. Since all unitary operations are commutable with each other, there is no temporal structure in the
circuits. (This is the reasonwhy it is called instantaneous quantumpolynomial-time computation.)The
commutability implies that IQP cannot perform an arbitrary unitary operation for the input qubits and hence
seems to be less powerful than standard quantum computation, i.e.,BQP. Nevertheless, Bremner, Jozsa, and
Shepherd showed that if there exists an efficient classical algorithm that samples the outcomes according to the
probability distribution of IQPwith a certainmultiplicative approximation error, then thePH collapses to the
third level.While the collapse of thePH to the third level is not as unlikely asP=NP, it is also considered to be
highly implausible. This result is obtained by introducing postselection and using the fact that post-BQP=PP
shownbyAaronson [30]. Here postselectionmeans that an additional ability to choose, without any
computational cost, arbitrarymeasurement outcomes of possibly exponentially decreasing probabilities.
However, in comparison toBOSONSAMPLING [15, 31], the origin of the classical intractability of IQP is still not
well understood.

2. Brief summary of the results

The purpose of this paper is to further explore IQP by relating it with computational complexity of calculating
imaginary-valued Ising partition functions, which has beenwell studied in statistical physics, condensedmatter
physics, and computer science.

Specifically we obtain the following results (see figure 1):

(i) We reformulate IQP from a viewpoint of computational complexity of calculating Ising partition functions.
The probability distribution of the output of IQP including itsmarginal distributions ismapped into an
Ising partition functionwith imaginary coupling constants (theorems 1 and 2).

Figure 1.The summary of results obtained in this work.
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(ii) By using the above relation, we specify classically simulatable classes of IQP, which correspond to exactly
solvable Isingmodels (theorems 3 and 4). For example, IQP that consists only of nearest-neighbor two-
qubit commuting gates in two-dimensions (2D) is classically simulatable, at least in theweak sense,
irrespective of their rotational angles.

(iii) We show that a multiplicative approximation of the Ising partition functions with almost all imaginary
coupling constants is#P-hard even on 2Dplanar lattices with a bounded degree (theorem5). So there is no
polynomial-time approximation scheme unless thePH collapses completely.

Thefirst result bridges IQP and computational complexity of imaginary-valued Ising partition functions.
Since an exact calculation of the partition functions takes an exponential time in theworst case, the above
connection tells us the origin of hardness of classical simulation of IQP (an exact calculation of Ising partition
functions is#P-hard even in the ferromagnetic case [32, 33]). Only restrictedmodels are known to be exactly
solvable such as Isingmodels on the 2Dplanar lattices withoutmagnetic fields.

Onemight naively expect that a subclass of IQP, which ismapped into an exactly solvable Isingmodel, is
classically simulatable in the strong sense [19, 20], since the joint probability distribution of the output can be
calculated efficiently. However, there are exponentiallymany instances of themeasurement outcome, and hence
an efficient calculation of the joint probability distribution of an output does not directly applied to an efficient
weak simulation of IQP. For example, in [19], it is pointed out that there exists the case where the joint
probability distribution is easily calculated but itsmarginals are rather hard to calculate. In order to construct an
efficient weak simulation of IQP, we need themarginal distributions, which allow a recursive simulation of the
sampling problemby using the Bayes theorem. To this end, wemapnot only the joint probability distribution
but also themarginal distributions of IQP into the Ising partition functions on another lattices. In the proof, we
virtually utilizemeasurement-based quantum computation (MBQC) [34] on graph states [35], which are
defined associatedwith the IQP circuits.

The established relationship between IQP and Ising partition functions is useful since computational
complexity of Isingmodels have beenwell studied.We can apply preexisting knowledge to understand quantum
computational complexity of IQP. Specifically, in the second result, we provide classical simulatable classes of
IQP by using exact solvability of certain types of Isingmodels.We provide two examples of classically
simulatable classes of IQP. One is based on the sparsity of the commuting gates. Another is a class of IQP that
consists only of two-qubit commuting gates acting on nearest-neighbor qubits on the 2Dplanar graphs, which
we call planar-IQP. Planar-IQP ismapped into a two-body Isingmodel on a 2Dplanar lattice withoutmagnetic
fields, which is known to be solvable by using the Pfaffianmethod [32, 36, 37]. In the proof, we also utilize
properties of graph states in order to renormalize random pi 2magnetic fields into two-body interactions,
which originated from the randomnature of themeasurements. Then themarginal distributions can be
efficiently calculated irrespective of their rotational angles by using the Pfaffianmethod [32, 36, 37].

On the other hand, IQP consisting of single- and two-qubit commuting gates acting on a 2Dplanar graph is
sufficient to simulate universal quantum computation under postselection [38]. (Hereafter, such a property that
a quantum computational taskA can simulate universal quantum computation under postselection is called as
universal-under-postselection.)This fact and the above classically simulatable class imply that single-qubit
rotations play a very important role for IQP to be classically intractable. Actually single-qubit rotationsmake a
drastic change of complexity from almost strongly simulatable to not simulatable even in theweak sense. A
similar result is also obtained for Toffoli-Diagonal circuits, where theHadamard gates at thefinal round plays
very important role [19].

In thefinal result, we apply the first result in an opposite direction, fromquantum complexity to classical
one.We consider certain universal-under-postselection instances of IQP to understand classical complexity of
calculating the Ising partition functions. Specifically we show that amultiplicative approximation of Ising
partition functions (corresponding to a strong simulation of IQPwith amultiplicative error) is#P-hard for
almost all imaginary coupling constants even on 2Dplanar lattices with a bounded degree. Hence if there exists a
fully polynomial-time classical approximation scheme, it results in a complete collapse of thePH. This can be
viewed as a ‘quantumproof’ of#P-hardness of approximating the imaginary Ising partition functions.
Aaronson’s post-BQP=PP theorem [30], which is employed to show the above result, is also utilized to
provide a ‘quantumproof’ [39] of#P-hardness of approximating the permanent [17] and the Jones polynomial
[40]with amultiplicative error.

The rest of the paper is organized as follows. In section 3, we introduce the definition and useful properties of
the graph states in order tofix the notation. Thenwe review IQP and the postselection argument introduced by
Bremner, Jozsa, and Shepherd.We alsomention how to utilize post-BQP= PP theorembyAaronson [30] to
obtain classical complexity results. As the final part of the preliminary section, we summarize relatedworks on
commuting quantum circuits and quantum and classical computational complexity of calculating the Ising
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partition functions. In section 4, we establish a relationship between IQP and Ising partition functions, not only
for the joint probability distribution of the output but also for itsmarginal distributions. In section 5, we
demonstrate two classically simulatable classes of IQP. One is based on the sparsity of the IQP circuits. Another
is based on exact solvability of the Isingmodels on the 2Dplanar lattice withoutmagnetic fields. In section 6, we
apply the relationship between IQP and Ising partition functions in an opposite direction to investigate (im)
possibility of an efficient classical approximation scheme of the Ising partition functionswith imaginary
coupling constants. Section 7 is devoted to conclusion and discussion.

3. Preliminary

In this section, we summarize preliminary knowledges to understand ourmain results. Fundamental properties
of the graph states are provided in section 3.1. Complexity theoretical notions are provided in section 3.2. The
existing results on IQP are reviewed in section 3.3, where the postselection argument is explained in detail. In
section 3.4, we present an interesting application of post-BQP=PP theorem to showhardness of strong
simulatability. Relatedworks are summarized in section 3.5.

3.1. Graph states and their properties
In the proofs of themain theorems, weworkwith ameasurement-based version of IQP, namelyMBIQP,
introduced byHoban et al [41]. The reason is that transformations on the resource state forMBQC [34], so-
called graph states [35], aremuch easier andmore intuitive than transformations on the unitary gates
themselves. Herewe introduce the definition and useful properties of graph states in order tofix the notations.

The Paulimatrix on the ith qubit is denoted byAi ( =A I X Y Z, , , ). TheHadamard gate is denotedH. The
eigenstates ofZwith eigenvalues+1 and−1 are denoted by ñ∣0 and ñ∣1 , respectively. The eigenstates ofXwith
eigenvalues+1 and−1 are denoted by +ñ∣ and -ñ∣ , respectively.We denote the controlled-A gate acting on the
ith (control) and jth (target) qubits by L = ñá Ä + ñá Ä( ) ∣ ∣ ∣ ∣A I A0 0 1 1i j, . Specifically, L = L( ) ( )Z Zi j j i, ,

and L = L( ) ( )H Z H Xj i j j i j, , .

Definition 1 (Graph state). Suppose = ( )G V E, is a graph consisting of verticesV and edges E.We define the
neighbor i of i as the set of vertices adjacent to vertex i. An operator = ÎK X Zi i j ji

is defined for each vertex

i. The graph state ñ∣G is defined as the simultaneous eigenstate of the operatorKiwith eigenvalue+1 for all i:

ñ = ñ∣ ∣K G G .i

The above relation reads that the graph state ñ∣G is stabilized by the operatorKi for all i. Such a state is called a
stabilizer state. The operatorKi, which stabilizes the stabilizer state, is called a stabilizer operator. A detailed
description of the stabilizer formalism could be found in [42, 43].

The graph state ñ∣G is generated from a tensor product state of +ñ∣ by performing L ( )Zi j, on the pairs of
qubits connected by edges Î( )i j E, :

ñ = L + ñ
Î

Ä
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∣ ( ) ∣

( )

∣ ∣G Z .
i j E

i j
V

,
,

This can be confirmed as follows. The product state +ñÄ∣ ∣ ∣V is the eigenstate ofXiwith eigenvalue+1 for all
Îi V , and hence +ñ = + ñÄ Ä∣ ∣∣ ∣ ∣ ∣Xi

V V . By applying LÎ ( )( ) Zi j E i j, , for both sides, we obtain

 

 

L +ñ = L + ñ

 L +ñ = L + ñ

Î

Ä

Î

Ä

Î

Ä

Î

Ä

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

( ) ∣ ( ) ∣

( ) ∣ ( ) ∣

( )

∣ ∣

( )

∣ ∣

( )

∣ ∣

( )

∣ ∣

Z X Z

K Z Z ,

i j E
i j i

V

i j E
i j

V

i
i j E

i j
V

i j E
i j

V

,
,

,
,

,
,

,
,

wherewe used the fact that L = L( ) ( )Z X X Z Zi j i i j i j, , . This is the definition of the graph state, andwe
conclude ñ =  L + ñÎ

Ä∣ ( ( ))∣( )
∣ ∣G Zi j E i j
V

, , .
In the proofs of themain theorems, we repeatedly consider single-qubit projectivemeasurements on the

graph state and the resultant post-measurement graph state. In the followingwewill provide two important facts
on the graph states under projectivemeasurements in certain bases.
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Fact 1 (Z-basismeasurement). If the kth qubit of the graph state ñ∣G ismeasured in theZ-basis, the resultant
post-measurement state is the graph state associatedwith the graph ¢ º ⧹G G k, where the byproduct operator

= ÎB Zk j jk
is located according to themeasurement outcome Î { }m 0, 1k , i.e., ¢ñ∣B Gk

mk .

See appendix A.1 for the proof. Intuitively, theZ-basismeasurement on the kth qubit removes the kth qubit
from the graph state, and then the byproduct operatorBk is located according themeasurement outcomemk.

Next we consider a projectivemeasurement on the kth qubit in the
q ñ º + ñ + -ñq q-{∣ ( ∣ ∣ ) }X e e 2k m

m
,

i i
k

k k k basis, where Î { }m 0, 1k is themeasurement outcome.

Fact 2 (RemoteZ-rotation).The projectivemeasurement of the kth qubit on the graph state ñ∣G in the q ñ{∣ }k m, k

basis results in


q p+ ñ
Î

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤
⎦
⎥⎥( ) ∣ ⧹m Z G kexp i 2 2 .k k

j
j

k

See appendix A.2 for the proof.

Themeasurement in the q ñ{∣ }k m, k
basis induces amulti-bodyZ rotation on the qubits adjacent to the kth

qubit. The norms of the post-measurement states are both 1/2, which indicates that the outcomes =m 0, 1k

appear randomly.
Another class ofmeasurements, which is frequently used inMBQC, is themeasurement in a ñq{ ∣ }e Zi basis.

It is known that adaptivemeasurements in these bases on a certain graph state is enough to performuniversal
quantum computation, i.e.,BQP [34]. Here the adaptivemeasurementmeans to change the following
measurement angles according to the previousmeasurement outcomes in order to handle the randomnature of
themeasurements. This process is often called a feedforward. Awide variety of graph states have been known to
be universal resources forMBQC [35].

3.2.Definitions of complexity theoretical notions
Herewe provide definitions of complexity theoretical notions, which are relevant to ourmain arguments.

Whenwe consider classical simulation of quantum tasks, there are two important notions of simulatability.

Definition 2 (Strong andweak simulations [19, 20]). Suppose  is a uniformly generated quantum circuit of a
model of quantumcomputationA (e.g., IQP, one-clean-qubitmodel [44], and universal quantumcomputation,
etc). The probability distribution of the output x (classical bits) is denoted by ( ∣ )P xA . An efficient weak
simulation ofA is a classical polynomial-time randomized computation that samples xwith the
probability ( ∣ )P xA .

On the other hand, an efficient strong simulation of a quantum circuit  for a given output x is a classical
polynomial-time (randomized) computation that calculates the probability ( ∣ )P xA including itsmarginal
distributions å ¢ ( ∣ )P xx A with respect to an arbitrary subset ¢x of the output bits x.

In addition to these notions of classical simulation, we can further consider types of approximations. In an
approximated simulationwith amultiplicative error < c1 , we can replace the probability distribution ( ∣ )P xA

with its approximation ( ∣ )P xA
ap that lies inside the following approximation range

   ( ∣ ) ( ∣ ) ( ∣ )
c

P x P x cP x
1

.A A A
ap

Apparently, if we can simulateA in the strong sense, we can sample the output in theweak sense. Thus a
strong simulation trivially includes aweak one. In fact, it has been known that a strong simulation ismuch
harder than aweak simulation, i.e., what amodel of quantum computationA can actually do. For example, an
exact strong simulation of the output of universal quantum computation is#P-hard [19].We should also note
that, in strong simulation, calculation of themarginal distributions is crucial, since there is the case where a
strong simulation of the output probability (joint probability) is easy but itsmarginal distributions are hard to
calculate [19].

In the proof of themain theorems, we frequently use the postselection argument; two complexity classes are
compared by assuming afictitious ability to postselect a desired output, whose probability can be exponentially
small. To this end, the postselected class, post-A, is defined as a class of decision problems solvable by using a
computationalmodel associatedwithA (e.g. instantaneous polynomial-time quantum computation for IQP,
universal quantum computation for BQP, and and polynomial-time classical randomized computation for
BPP)with a bounded error under postselection [30].
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Definition 3 (Postselected class).A language L is in the class post-A iff there exists a uniform family { }Cw of
circuits of a computationalmodel associatedwithA, where a single line output registerw (for the L-
membership decision problem) and a (generally O(poly(n) )-line) postselection register w are specified
such that

(i) if Îw L then    d= = +( ∣ )Prob 1 00 ... 0 1 2w w ,

(ii) if Ïw L then    d= = -( ∣ )Prob 1 00 ... 0 1 2w w ,

with a constant d< <0 1 2.

In [30], post-BQP is shown to be equal toPP, a class of probabilistic computationwhose success probability
is greater than 1/2 (possibly unbounded).

In the postselection argument, we compare two postselected complexity classes via thePH. ThePH is a
natural way of classifying the complexity of problems (languages) beyondNP (nondeterministic polynomial-
time computation) using oracles. A computationAwith an oracle forB is denoted byAB. Further, the
nondeterministic version ofA is denoted by ‘N’A. The level-k classDk of the hierarchy is defined recursively by

PND =+
D

k 1
k. Then thePH is defined as the union PH Èº Dk k of them.NP=P implies a collapse of theHP

to thefirst level, that is, thePH collapses completely. It is known thatP BPP‐post is included inD3 [45], andPH⊆
PPP [18].

3.3. Instantaneous quantumpolynomial-time computation
Herewe introduce IQP and itsmeasurement-based version.We first define IQP:

Definition 4 (IQP byBremner et al [29, 38]). Let n be the number of qubits. A commuting gate is defined by

q qº
Î

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥( )D S Z, exp i ,j j j

k S
k

j

where q pÎ [ )0, 2j is a real numbermeaning the rotational angle, and { }Sj is a set of subsets of ¼{ }n1, 2, , on
which the commuting gates act.We refer to a poly(n)number of commuting gates, including the input state
+ñÄ∣ n and theX-basismeasurements, as an IQP circuit. IQP is defined as a sampling problem from the IQP
circuit, whose probability distribution is given by

q qº á+ +ñ
=

Ä({ }∣{ } { }) ⨂ ∣ ( )∣P s S D S, , ,i j j
i

n

s
j

j j
n

IQP
1

2

i

where Î { }s 0, 1i is themeasurement outcome and + ñ = + ñ∣ ∣Zs
s

i
i .

For each commuting circuit, we can naturally define a bipartite graph È= ( )G V U E,A B , whereVA andUB

are disjoint sets of vertices, and every edgeÎ E connects a vertex inVAwith another inUB. Each vertex Îv Vi A is
associatedwith the ith input qubit of the IQP circuit, and hence =∣ ∣V nA . Each vertex Îu Uj B is associatedwith
the jth commuting gate q( )D S,j j , and hence =∣ ∣ ( )U npolyB . The set of edge E is defined as

Î Î≔ {( )∣ }E u v u U i S, ,j i j B j , that is, the set Sj specifies the vertices vi that are connectedwith the vertex uj. For
a givenweighted bipartite graph È q= ( { })G V U E, ,A B j , where aweight qj is defined on each vertex Îu Uj B,
we can define an IQP circuit.

By using definition 1 and fact 2, IQP can be rewritten asMBQCon a graph state ñ∣G associatedwith the
graph È= ( )G V U E,A B . In this case, the set uj

of vertices corresponds to Sj.More precisely, for a given
bipartite graph state È= ( )G V U E,A B andweights q{ }j , measurement-based IQP (MBIQP) is defined as
follows:

Definition 5 (MBIQPbyHoban et al [41]).MBIQP is defined as a sampling problem according to the
probability distribution

q qº á+ á ñ
Î Î

({ } { }∣{ } ) ⨂ ∣ ⨂ ∣∣P m m G G, , ,v u j
v V

m
u U

j mMBIQP ,

2

i j

i A

vi

j B

uj

where Î { }m 0, 1vi
, Î { }m 0, 1uj

and q ñ º + ñ + + ñq q-∣ ( ∣ ∣ )X e e 2j m
m

,
i

0
i

1uj
uj j j .
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The bit strings { }mvi
and { }muj

correspond to themeasurement outcomes on the qubits belonging toVA and
UB, respectively.We should note that there is no temporal order in themeasurements since there is no
feedforward of themeasurement angles inMBIQP.

Thenwe can proveMBIQP=IQP.

Lemma1 (MBIQP=IQP byHoban et al [41]).MBIQP and IQP are equivalent in the sense that if one sampler
exists, another sampler can be simulated.

Proof. Since a stabilizer operator of the graph state is given by =  ÎK X Zu u v vj j i uj i
, ñ = ñ∣ ∣K G Guj

for each

vertex Îu Uj B. By using this equality, we obtain





 

q q

q

q

= á+ á ñ

= á+ á ñ

=

Î Î Î

Î Î Î Î

-

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎡

⎣
⎢⎢

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎤

⎦
⎥⎥

({ } { }∣{ } ) ⨂ ∣ ⨂ ∣ ∣

⨂ ∣ ⨂ ∣ ∣

({ }∣{ } { }) ( )∣ ∣

P m m G K G

Z G

P s S

, ,

2 , , 1

v u j
v V

m
u U

j m
u U

u
m

v V
m

u U
j

u U v
v

m

U
i j j

MBIQP ,

2

,0

2

IQP

i j

i A

vi

j B

uj

j B

j

uj

i A

vi

j B j B i uj

i

uj

B

where mvi
and si are related via



º Å
Î

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟⨁s m m .i v

u
ui

j vi

j

In the above, we used the facts that eachmeasurement outcome { }muj
is randomly distributedwith probability

1/2, and the projection qá ∣j,0 results in the commuting gate q( )D S,j j (see fact 2). The above equalitymeans that,
regardless of themeasurement outcomes { }mvi

and { }muj
, we can simulate IQP by usingMBIQP.

On the other hand, by using a randombit string { }muj
with an equal probability 1/2 for each bit and { }si

sampled from the IQP circuit, we obtain º Å Î{ }m s mv i u ui j vi j
and { }muj

, which is equivalent to the output of
MBIQP. ,

Asmentioned previously, there is no feedforward for themeasurement angles inMBIQP, and hence the
measurements can be done simultaneously. Thismeans thatMBIQP cannot performuniversal quantum
computation inMBIQP unless constant depth circuits can simulate universal quantum computation.However,
if postselection is allowed, we can choose themeasurement outcomes in such away that no byproduct operator
is applied. Thus, with an appropriately chosen graph structure andweights, we can simulate universal quantum
computationwith the commuting circuits under postselection.

Thismeans thatMBIQPwith an appropriate graph state andweights (measurement angles) is universal-
under-postselection, and hence post-MBIQP=post-BQP. On the other hand, Aaronson showed that post-
BQP=PP [30]. Accordingly, post-IQP=post-MBIQP=PP.

In order to simulate post-BQP, it is sufficient to consider post-IQP or post-MBIQP associatedwith planar
bipartite graphs È= ( )G V U E,A B with ∣ ∣S 2j and q p= 8j for all j [38]. (As shown in section 6, we can
obtain the same result not only for q p= 8j but also for almost all angles qj.) In this case, each instance is
encoded into a structure of a graph. In another encoding, we can fix the structure of the graph but choose each
angle qj from p p{ }4, 8, 0 . Specifically, q = 0j corresponds to a deletion of vertex uj from the graph (see fact
1). q p= 4j and p 8 correspond toClifford andnon-Clifford gates, respectively. Examples of graphs and
weights ofMBIQP that are universal-under-postselection are presented infigures 2(a) and (b).

In [38], Bremner, Jozsa, and Shepherd showed that if IQP is weakly simulatable by using a classical
randomized algorithmwith amultiplicative approximation error < <c1 2 :

 
c

P P cP
1

,IQP IQP
ap

IQP

then thePH collapses to the third level. The collapse of thePH to the third level is not as unlikely asNP=P but
still thought to be highly implausible.

Lemma2 (Hardness of IQP byBremner et al [38]). If IQP is weakly simulatable by a classical polynomial time
randomized algorithmwithinmultiplicative error  c1 2 ,PP=post-BPP, resulting in a collapse of thePH
to the third level.
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Proof. (See also [38].) Let L be a language decided by post-IQPwith a bounded error d< <0 1 2, that is,

   dÎ = = +( ∣ ) ( )w L Pif , 1 00 ... 0 1 2 , 2w wIQP

   dÏ = = -( ∣ ) ( )w L Pif , 1 00 ... 0 1 2 , 3w wIQP

with a constant d< <0 1 2. Supposewe have a classical polynomial-time randomized algorithm that weakly
simulates IQP, i.e., a sampling according to the probability distribution  = =( )P x y,w wIQP with a
multiplicative error < <c1 2 . Under postselection, we can simulate post-IQP, a sampling according to the
probability distribution

 
 


= = =

= =

=
( ∣ )

( )
( )

P x
P x

P
00 .. 0

, 00 ... 0

00 ... 0
.w w

w w

w
IQP
ap IQP

ap

IQP
ap

Themultiplicative error for the conditional probability  = =( ∣ )P x 00 .. 0w wIQP
ap is bounded by c2:

      = = = = = =( ∣ ) ( ∣ ) ( ∣ )
c

P x P x c P x
1

00 .. 0 00 .. 0 00 .. 0 .w w w w w w2 IQP IQP
ap 2

IQP

Using this and equations (2) and (3), we obtain

 

 





d

d

Î = = +

Ï = = -

( ∣ ) ( )

( ∣ ) ( )

w L P
c

w L P c

if , 1 00 .. 0
1

1 2 ,

if , 1 00 .. 0 1 2 .

w w

w w

IQP
ap

2

IQP
ap 2

Thus if both d+ >- ( )c 1 2 1 22 and d- <( )c 1 2 1 22 are satisfied, we can construct a classical
randomized algorithm that decides Lwith bounded error. In other words, post-IQP⊆ post-BPP. Since post-
IQP does not depend on the level of error δ, we can choose any value d< <0 1 2. By using the fact that IQP is
universal-under-postselection, we conclude that if <c 2 ,PP=post-BQP=post-IQP⊆ post-BPP.
Apparently, post-BQP includes post-BPP, and hencePP=post-BPP.

Due to Toda’s theorem [18],Pwith an oracle forPP includes whole classes in thePH, i.e.,PH⊆PPP. On
the other hand,Pwith an oracle for post-BPP is in the third level of thePH, i.e, BPP Í D‐Ppost

3. Thus
PP=post-BPP implies a collapse of thePH to the third level, which is highly implausible. In otherwords,
unless thePH collapses to the third level, there exists no efficient weak classical simulation of IQP. ,

3.4. Strong simulation andpost-BQP=PP theorem
Aaronson’s theorem, post-BQP=PP [30], is quite useful to obtain not only quantum complexity results
combinedwith the postselection argument by Bremner et al [38], but also to provide ‘quantumproofs’ of
classical complexity results [39]. For example, in [30], Aaronson provided alternative andmuch simpler proof

Figure 2. (a)An example of a planar bipartite graph andweights for universal IQP, where q p pÎ { }0, 8, 4j . (b)Another example of
a planar bipartite graph andweights, where q p= 4j for all jwith =∣ ∣S 2j (corresponding to two-qubit commuting gates) and
q pÎ { }0, 8j for all jwith =∣ ∣S 1j (corresponding to single-qubit rotations). The associated graph state is a decollated version of the
brickwork state utilized in blind quantum computation [46, 47]. Each dotted square indicates a unit cell of the brickwork state. The
brickwork state allows us to performuniversal quantum computationwithmeasurements only in ñ{∣ } and ñp{ ∣ }( )e Zi 8 bases. A
similar brickwork state is employed for hardness proof of an IQPwith randommeasurements on a translation invariant lattice [89].
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thatPP is closed under intersection [48].Moreover, by using post-BQP=PP, we can show that strong
simulation of some computational tasks, which are as hard as post-BQPunder postselection, is#P-hard even
in an approximated case with amultiplicative error:

Lemma3 (Strong simulation and post-BQP=PP). Suppose a (classical or quantum) computation A is
universal-under-postselection and has enough postselection ports, so that post-A=post-BQP. If the output of A is
efficiently strongly simulatable with amultiplicative error < <c1 2 (or if there is a fully polynomial-time classical
approximation scheme for the output distribution of A), thePH collapses completely.

Proof. Suppose the probability distribution  = =( )P x y,A w w of the output ofA can be strongly simulated
with amultiplicative error < <c1 2 :

      = = = = = =( ) ( ) ( )
c

P x P x cP x
1

, 00 ... 0 , 00 ... 0 , 00 ... 0 .A w w A w w A w w
ap

By using this, we can calculate the postselected probability distribution

 
 

 
= = =

= =

å = ¢ =¢=

( ∣ )
( )

( )
P x

P x

P x
00 ... 0

, 00 ... 0

, 00 ... 0A w w
A w w

x A w w

ap
ap

0,1
ap

with amultiplicative error < <c1 22 . Since post-A=post-BQP=PP, if we can calculate
 = =( ∣ )P x 00 ... 0A w w

ap efficiently with amultiplicative error <c 22 , it is sufficient to decide a complete
problem inPP. Since P PPP P= # , themultiplicative approximation is enough tofind a solution of
#P-complete problem and hence P# -hard. Therefore, the existence of such an efficient strong simulationwith
themultiplicative error < <c1 2 results in an entire collapse of thePH. ,

The above lemma indicates that if a function f (x) of interest is given as a probability distribution of some
quantum task that is universal-under-postselection, then computation of f (x) is#P-hard even in the
approximated case with amultiplicative error. This argument has been utilized byKuperberg to show#P-
hardness of approximating the Jones polynomial with amultiplicative error [40]. In [17], Aaronson provided an
alternative proof of#P-hardness of calculating the permanent [16] based on the above argument and theKLM
scheme [49].Wewill also utilize it to provide the#P-hardness of amultiplicative approximation of Ising
partition functionswith an imaginary parameter region, in section 6.Moreover, lemma 3 also implies that there
is a good chance for a quantum computer in an approximation a function f (x)with an additive error under an
appropriate normalization through theHadamard test [2–4].

3.5. Relatedworks
As afinal part of the preliminary section, we review relatedworks on computational complexity of commuting
quantum circuits and Ising partition functions.

In [50], they have investigated rather general commuting quantum circuits of d-level (qudit) systems.Not
only the diagonal gates in the computational basis, but also general commuting gates are considered. Specifically
they showed that a single qudit output (or atmost polylogarithmic number of qudits) of 2-local commuting
quantum circuits is strongly simulatable with an exponential accuracy.Moreover, a single qudit output of
3-local commuting quantum circuits cannot be strongly simulated, unless every problem in#Phas a
polynomial-time classical algorithm. The former result and intractability of IQPwith two-local commuting
gates imply that a polynomial size of the output is essential for commuting quantum circuits to be hard for a
weak classical simulation. Recently, hardness of IQP is improved from samplingwith a constantmultiplicative
error to that with a constant l1 additive error, where the relation between IQP and Ising partition functions are
utilized [51].

In [52], it has been shown that an approximated random state, t-design, can be generated by diagonal (i.e.,
commuting) quantum circuits [53, 54] (see also a review [52]). Since random states are shown to be useful in
various quantum information tasks [55–57], they are one of themost important applications of commuting
quantum circuits.

For the ferromagnetic Isingmodels with a constantmagnetic field on arbitrary graphs, there exists a fully
polynomial-time randomized approximation scheme (FPRAS) [58], which approximates the partition function
ZIsing of the size nwith amultiplicative error = +c 1 in a ( )npoly , 1 time.However, under the random
magnetic fields, approximation of ferromagnetic Ising partition functions below a certain critical temperature
equivalent, under an approximation-preserving reduction, to#BIS, which is a counting problemof the
number of independent sets of a bipartite graph [59]. The counting problem#BIS is conjectured to lie in-
between FPRAS and#SAT under an approximation-preserving reduction. Here#SAT indicates a counting
problemof the number of satisfying configurations, and does not have an efficient (polynomial)multiplicative
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approximation unlessNP=RP [60].Moreover, it has been shown that amultiplicative approximation of
antiferromagnetic Ising partition functions (below a certain threshold temperature) on d-regular graphs ( d 3)
areNP-hard [61]. All these earlier works have done on the Isingmodels with real coupling strengths and fields. A
comprehensive classification of complexity ofmultiplicative approximation of complex-valued Ising partition
functions (including our results) has been provided in [62].

In [63], a quantum algorithm to prepare quantum states encoding the thermal states of Isingmodels has
been proposed for a restricted type of lattice structures. In [64], it has been shown that calculations of partition
functions ofJ random-bond Isingmodels are equivalent to quadratically signedweight enumerators, with an
oracle for which classical probabilistic computation is polynomially equivalent to quantum computation [65].
Based on thismapping, certain quantum circuits corresponding to Isingmodels on planar lattices without
magnetic fields have been shown to be efficiently simulatable by a classical computer in the strong sense [66].

Quantum algorithms to approximate the Ising partition functions in a complex parameter region have been
studied so far using a transfermatrixmethod [5, 67], an overlapmapping [7, 68–70], and a path integralmethod
[6]. Specifically, certain sets of instances are shown to beBQP-complete, whichmeans that such algorithms can
actually do a nontrivial task, whichwould be intractable on a classical computer. In [6], a quantumalgorithm for
an additive approximation of real Ising partition functions on square lattices has been proposed by using an
analytic continuation (see also a Fourier sampling scheme for spinmodels for estimating free energy [71]). In [7],
another quantumalgorithm for an additive approximation of square-lattice Ising partition functionswith
completely general parameters including real physical ones has been constructed based on a linear operator
simulation by a unitary circuit with ancilla qubits (see also a linear operator simulation for an additive
approximation of Tutte polynomials [4]). Specifically, in this case, the achievable approximation scale was also
calculated explicitly. The Ising partition functions on square lattices withmagnetic fields are know to be
universal in the sense that the partition function of any other classical spinmodel can bemapped into an Ising
partition function by choosing a certain parameter [69]. Furthermore, the 2D Isingmodels are know to be
universal, whichmeans thatwe can embed an arbitrary classical spinmodels to its low energy sector [72]. Thus
the above quantumalgorithm allows approximation of an arbitrary classical spin partition functionwith a
certain approximation scale.

4. Bridging IQP and Ising partition functions

In this section, we establish a bridge between IQP and Ising partition functions. In section 4.1, wewillfirst show
that the joint probability distribution of the output of an IQP circuit associatedwith a graphG is given by
normalized squared normof the partition function of the Isingmodel defined by the graphG. Since there are
exponentiallymany instances of themeasurement outcomes, a straightforward sampling using the joint
probability distributions does notwork efficiently. To resolve this, we simulate IQP in a recursive way according
to the conditional distribution on the previousmeasurement outcomes by using the Bayes theorem. To this end,
we need themarginal distributionswith respect to themeasured qubits. In section 4.2wewill establish a
relationship between themarginal distributionwith respect to a setM of themeasured qubits and the Ising
partition function defined on another graph G̃M , which is systematically constructed from the graphG and the
setM.

4.1. Joint probability distribution
Wedefine an Isingmodel, whichmay includemultibody interactions, according to the bipartite
graph È= ( )G V U E,A B andweights q{ }j . The Isingmodel consists of the sites associatedwith the vertices
Îv Vi A andmultibody interactions represented by the vertices Îu Uj B. The spins engaged in the jth interaction

and its coupling constant are given by uj
(or equivalently Sj) and qj, respectively.

Definition 6 (Multibody Isingmodel with random pi 2magneticfields). For a given bipartite
graph È= ( )G V U E,A B andweights q{ }j defined on the vertices inUB, aHamiltonian of an Isingmodel with
random pi 2magnetic fields is defined by


å å q p

s
q sº -

-
-

Î Î Î

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟({ } { } ) ( )H s G s, , i

1

2
i , 4i j

v V
i

v

u U
j

v
v

i A

i

j B i uj

i

where s Î + -{ }1, 1vi
is an Ising variable defined on each vertex Îv Vi A. The partition function of the Ising

model is defined by
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 åq =
s

q-({ } { } )
{ }

({ } { } )s G, , e ,v j
H s G, ,

i

vi

i j

whereå s{ }vi
means the summation over all configuration s{ }vi

.

We should note that, in addition to the interactions defined by the graph andweights, random pi 2
magnetic fields are also introduced according to the bit string { }svi

. This corresponds to themeasurement
outcome of IQP as seen below. Furthermore, in section 5, these random pi 2magnetic fields will be successfully
removed for a certain class of Isingmodels by renormalizing them into the coupling constants q{ }j .

The probability distribution of IQP associatedwith È= ( )G V U E,A B andweights q{ }j is now shown to be
equivalent to the normalized squared normof the partition function of Isingmodel defined by the graphG and
weights q{ }j as follows:

Theorem1 (IQP and Ising partition functions). IQP associated with the graph È= ( )G V U E,A B andweights
q{ }j is equivalent to the sampling problem according to the normalized squared norm of an Ising partition function
defined by the graphG andweights q{ }j :



q q
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A

Proof.We reformulate the left-hand side of equation (1) using the overlapmapping developed byVan denNest
et al [69, 70]:
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wherewe define a binary variable s sº -¯ ( )1 2v vi i
, andås̄vi

indicates a summation over all binary strings.
From the second to the third lines, we used the fact that
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Equation (5) shows that IQP is equivalent to the sampling problem according to the probabilities
proportional to the squared normof the partition functions of an Isingmodel with imaginary coupling
constants. Note that themeasurement outcome { }si corresponds to the random pi 2magnetic fields.

The present sampling problem is not related directly towhat is well studied in the fields of statistical physics,
such as theMetropolis sampling according to the Boltzmann distribution. However, as wewill see below, the
relation between IQP and Ising partition functions leads us to several interesting results about complexity of
IQP, since calculation of the Ising partition functions arewell studied in bothfields of statistical physics and
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computer science. It was shown in [32] that exact calculation of partition functions of the Isingmodels with real
coupling strengths andmagnetic fields isNP-hard even on the planar graphs. Furthermore, in general, exact
calculation of partition functions of two-body Isingmodels withmagnetic fields is#P-hard [33]. No
polynomial-time approximation schemewithmultiplicative error exists unlessNP=RP.While IQP does not
provide the exact values of the partition functions, it is surprising that the sampling according to the partition
functions ofmany-body Isingmodels q({ } { } )H s G, ,v vb a

with imaginary coupling constants, can be done in
IQP, which consists only of commuting gates and seemsmuchweaker thanBQP.

Only in the limited cases, the partition function of an Isingmodel can be calculated efficiently. Such an
example is two-body Isingmodels on the 2Dplanar lattices withoutmagnetic fields. In the next section, we show
that certain classes of IQP are classically simulatable, at least in theweak sense, by using the fact that the
associated Isingmodels are exactly solvable. To this end, we need not only the joint distribution of the output of
IQP circuits but also themarginal distributions with respect tomeasured qubits, in order to simulate the
sampling problem recursively.

4.2.Marginal distribution
Even if we can calculate the probability distribution q({ }∣{ } { })P s S,i j jIQP efficiently, it does not directlymean
that the corresponding IQP is classically simulatable, since there are exponentiallymany varieties of the
measurement outcomes { }si . An efficient weak classical simulation of IQP requires themarginal distribution
with respect tomeasured qubits, bywhichwe can simulate IQP recursively. In the followingwewill establish a
mapping between themarginal distributionwith respect to the setM ofmeasured qubits and the partition
function of an Isingmodel defined on amerged graph G̃M . Themerged graph G̃M constructed bymerging a
subgraphGM corresponding to themeasured part of the graphG and its copy ¢GM (see figure 3). (The detailed
definition of the subgraphGM and themerged graph G̃M are given in the proof of the following theorem.)

Theorem2 (Marginal distribution of IQP). Let Ì ¼{ }M n1, 2, , and Ì ¼¯ { }M n1, 2, , be sets of themeasured
and unmeasured qubits, respectively (and hence È = ¼¯ { }M M n1, 2, , and Ç = Æ¯M M ). Amarginal
distributionwith respect to the setM

åq qºÎ

Î

({ } ∣{ } { } ) ({ }∣{ } { })
{ } ¯

P s S M P s S, , ,i i M j j
s

i j jIQP IQP

i i M

is related to the Ising partition function defined by themerged graph G̃M andweights Èq q-{ } { }j j .

Figure 3. (a)The graph state ñ∣G associatedwith the graphG. The gray andwhite circles indicate qubits associatedwith Îv Vi A and
Îu Uj B, respectively. (b)The subgraph state ñ∣GM and its copy ¢ ñ∣GM aremerged via the qubits +ñ¶∣ ∣ ∣MAB located on the boundary. The

merged graph is denoted by G̃M .
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Proof. In order to prove this, we consider the correspondingMBIQP. However, it is just for a proof, and hence
we do not need to simulateMBIQP in classical simulation as seen later. Thuswithout loss of generality, we can
assume that themeasurement outcome is subject to =m 0uj

for all Îu Uj B.

Based on the setsM and M̄ , the sets ofmeasured and unmeasured qubits inVA is defined asMA and M̄A, i.e.,

È =¯M M VA A A.We define a subgraph È( )G M M E,M A B M , where ÌM UB B is a set of vertices that are
connectedwith any vertices inMA, i.e., = Î Î Î{ ∣( ) }M u U u v E v M, ,B j B j i i A . EM is a set of edges whose two
incident vertices both belong to ÈM MA B.We denote ÈM MA B simply byMAB and È( )⧹V U MA B AB by M̄AB

(see figure 3(a)).
Themarginal distribution can bewritten asmeasurements on the reduced densitymatrix on the qubitsMAB:

q = áQ ñá QñÎ({ } ∣{ } { } ) ∣ [∣ ∣]∣¯P s S M G G, , Tr ,i i M j j MIQP AB

where qQñ º + ñ ñÎ Î∣ ⨂ ∣ ⨂ ∣v M s u M j,0i A i j B
, and ¯TrMAB

indicates the partial tracewith respect to the unmeasured
qubits M̄AB.

We define a subset ¶ Ì ¯M MAB AB as a set of vertices connectedwith any vertices inMAB, i.e.,
¶ = Î Î Î{ ¯ ∣( ) }M v M v u E u M, ,AB i A i j j B (note that ¶ Ì ¯M MAB A).We refer to the qubits associatedwith the
vertices in ¶MAB as the boundary qubits, since they are the boundary of themeasured and unmeasured qubits in
the graph state as shown infigure 3(a).

For the graph state ñ∣G , the tracing outwith respect to the unmeasured qubits M̄AB can be equivalently done
byZ basismeasurements on the boundary qubits and forgetting about themeasurement outcomes. This is
because,Z-basismeasurements on the boundary qubits separate themeasured and unmeasured qubits (see fact
1), and hence the tracing out of the qubits in ¶¯ ⧹M MAB

AB does not have any effect on themeasured qubitsMAB.
From this observationwe obtain

å  ñá = ñá- ¶

Î¶ Î¶¶

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟[∣ ∣] ( ) ∣ ∣ ( )¯ ∣ ∣

{ }
G G B v G G B vTr 2 ,M

M

m v M
i

m
M M

v M
i

m
AB

AB

vi MAB i AB

vi

i AB

vi

where ¶{ }mv Mi AB
is the set of themeasurement outcomes on the boundary qubits, andwe define a byproduct

operator =  ÇÎ( )B v Zi u M uj vi AB j
(see fact 1).

Let us consider amerged graph G̃M that is constructed from the graphGM and its copy ¢GM , and the boundary
¶MAB. Two copies of graph states, ñ∣GM and ¢ ñ∣GM , aremerged via +ñÄ ¶∣ ∣ ∣MAB as shown infigure 3(b). The vertices
in ¶MAB and those inGM and ¢GM are connected iff there is an edge between them in the original graphG and its
copy ¢G . The graph state associatedwith themerged graph G̃M is written as

 
  

È È
ñ = L L ñ +ñ ¢ ñ

Î¶ Î ¢Î ¢ ¢
¢ Ä ¶

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∣ ˜ ( ) ( ) ∣ ∣ ∣∣ ∣G Z Z G G .M

v M u M
v u

u M
v u M

M
M, ,

i AB j vi B

i j

j vi B

i j
AB

Let us consider a projection of ñ∣G̃M by +ñÄ ¶∣ ∣ ∣MAB :

å á+ ñ = ¢ ñ ¢ ñÄ ¶ - ¶

Î¶¶

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥∣ ∣ ˜ [ ( ) ( )] ∣ ∣∣ ∣ ∣ ∣

{ }
G B v B v G G2 ,M

M
M

m v M
i i

m
M M

AB AB

vi MAB i AB

vi

where ¢( )B vi is defined similarly to ( )B vi on the graph state ¢ ñ∣GM . Let us define

qQ¢ñ º + ñ - ñ
Î Î

∣ ⨂ ∣ ⨂ ∣ ,
v M

s
u M

j,0

i A

i

j B

wherewe should note that the sign of the angle qj,0 isflipped. Nextwe consider a projection by Qñ Q¢ñ∣ ∣ as
follows:

å  

q

áQ á+ áQ¢ ñ

= áQ ñáQ¢ ¢ ¢ ñ

= áQ ñá Qñ
=

Ä ¶

- ¶

Î¶ Î¶

Î

¶

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

∣ ∣ ∣∣ ˜

∣ [ ( )] ∣ ∣ [ ( )] ∣

∣ [∣ ∣]∣
({ } ∣{ } { } ) ( )

∣ ∣

∣ ∣

{ }

¯

G

B v G B v G

G G

P s S M

2

Tr

, , . 6

M
M

M

m v M
i

m
M

v M
i

m
M

M

i i M j jIQP

AB

AB

vi MAB i AB

vi

i AB

vi

AB

This indicates that the summation over exponentiallymany variables for themarginalization is taken simply in
an overlap between the product state and themerged graph state.

On the other hand, the overlap áQ á+ áQ¢ ñÄ ¶∣ ∣ ∣∣ ˜∣ ∣ GM
M

AB is also reformulated as an Ising partition function as
done in the proof of theorem1. Specifically, the interaction patterns are given by themerged graph G̃M . The
coupling strengths are given by two copies of q Î{ }j u Mj B

and q- ¢Î ¢{ }j u Mj B
:
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* *





È È Èq q

q

áQ á+ áQ¢ ñ

= ¢ -

º

Ä ¶

- - ¶ -
Î¶ ¢ Î Î ¢

- - ¶ -

∣ ∣ ∣∣ ˜

∣ ({ } { } { } { } { } ˜ )∣

∣ ({ } { } ˜ )∣ ( )

∣ ∣

∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ ∣ ∣ ∣ ∣

G

s s G

s G

2 0 , , ,

2 , , , 7

M
M

M M M
i M v M i M j u M j u M M

M M M
i j M

2

2

AB

A AB B
i AB j B j B

A AB B

wherewe defined * È Èº ¢Î¶ ¢{ } { } { } { }s s s0i i M v M i Mi AB
and * Èq q qº -Î Î ¢{ } { } { }j j u M j u Mj B j B

.We should note

that si and ¢si take the same value but qjʼs sign isflipped on its copy ¢ Î ¢u Mj B. From equations (6) and (7),

* *q q=Î
- - ¶({ } ∣{ } { } ) ∣ ({ } { } ˜ )∣∣ ∣ ∣ ∣P s S M s G, , 2 , ,i i M j j

M M
i j MIQP

2 A AB

That is, themarginal distributionwith respect to the setM of themeasured qubits is given by the normalized
squared normof the partition function of the Isingmodel defined by themerged graph G̃M . ,

The above theorem also indicates that themarginal distribution is equivalent to the square root of the joint
probability of the IQP circuit associatedwith themerged graph G̃M , weights *q{ }j and themeasurement
outcomes *{ }si :

* * q q= ÎÎ({ } ∣{ } { } ) [ ({ } { } { ∣ ˜ })]P s S M P s u G, , , , .i i M j j i j u j MIQP IQP
1 2

j

This indicates that if the joint probability distributions of the IQP circuits associatedwith a class of graphs
can be calculated efficiently, and the class of graphs is closed undermergingmentioned above, then themarginal
distributions of such a class of IQP circuits can also be calculated efficiently. An example of such a class is planar
graphs, where themerged graph ˜ ( )GM k is also a planar graphwith an appropriately chosenmeasurement order
such that ( )M k is always connected.

Conditioned on themeasurement outcome Î{ }si i M on the setM, the probability of obtaining the next
measurement outcome sk is calculated by using the Bayes rule as

q
q

= È
Î

Î

Î
( ∣{ } )

({ } ∣{ } { } ⧹ )
({ } ∣{ } { } )

p s s
P s S M k

P s S M

, ,

, ,
.k i i M

i i M k j j

i i M j j

IQP

IQP

By denoting the set of allmeasured qubits after the kthmeasurements as ( )M k (since there is no order in the
measurements in IQP, we can choose an arbitrary order ofmeasurements for our convenience), we can
reconstruct the joint probability distribution of IQP as follows:

q =
=

Î({ }∣{ } { }) ( ∣{ } )( )P s S p s s, ,i j j
k

n

i i i MIQP
1

k
k

where the ikth qubit ismeasured at step k, i.e., È =-{ } ( ) ( )i M Mk
k k1 . If themarginal distribution, that is, the

Ising partition functions defined on ˜ ( )GM k can be calculated efficiently for all ( )M k for ameasurement order, IQP
is classically simulatable at least in theweak sense.

Note that even if we can calculate themarginal distributions for an appropriately chosenmeasurement
order, it is not sufficient to show strong simulatability in a strict sense. In order to shown strong simulatability,
we have to show that arbitrarymarginal distributions can be calculated efficiently. In the next section, wewill see
a classically simulatable class based on planarity of the associated Isingmodels. However, if we choose awrong
measurement order, themerged graph results in a non-planar graph. In such a case, themarginal distribution is
mapped into a partition function of an Isingmodel on a non-planar lattice, which is hard to calculate
[32, 73, 74]. To clarify this situation, we say almost strongly simulatable if there exists ameasurement order, and
allmarginal distributions with respect it can be calculated efficiently.

5. Classical simulatable classes of IQP

In this section, wewill provide two classes of IQP that are classically simulatable efficiently. One in section 5.1 is
based on the sparsity of the commuting gates. The other in section 5.2 is based on the exact solvability of Ising
models on the 2Dplanar lattices withoutmagnetic fields [32, 36, 37].

In general, exact calculation of partition functions of Isingmodels in the presence ofmagnetic fields is highly
intractable in classical computers even on 2Dplanar lattice [32, 33]. The Isingmodels, towhichwe havemapped
IQP in section 4, include the random pi 2magnetic fields depending on the output { }si . In both cases, wewill
show that if the geometries of the graphs have some properties, we can safely remove themagneticfields
renormalizing it into the coupling constants q{ }j .

5.1. Classical simulatability: sparse commuting circuits
Let us define a ´∣ ∣ ∣ ∣V UA B matrixR, associatedwith the bipartite graph È= ( )G V U E,A B , such that =R 1v

u
i
j iff

a vertex Îv Vi A is in uj
, otherwise =R 0v

u
i
j .We consider a class of bipartite graphswith =∣ ∣ ∣ ∣V UA B , for which

the row vectors ofR are linearly independent in ∣ ∣Z U
2

B .We call such a bipartite graph as an independent-bipartite

14

New J. Phys. 19 (2017) 033003 K Fujii andTMorimae



graph (IBG). Examples of the IBGs is depicted infigure 4(a). Later wewill weaken the condition =∣ ∣ ∣ ∣V UA B

to ∣ ∣ ∣ ∣V UA B .
Nowwe consider the Isingmodel associatedwith an IBG. If we consider only computational basis, we can

replace the classical spin variableσwith the PauliZ operator. Therefore, we can rewrite the IsingHamiltonian
equation (4) as

å åq
p

qº - - -
Î

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟ˆ ({ } { } ) ( ) ⨂H s G s Z Z, ,

i

2
1 i .i j

i
i v

j
j

v N
vi

i uj

i

Then the partition function is given by

 q = q-({ } { } ) [ ]ˆ ({ } { } )s G, , Tr e .i j
H s G, ,i j

Ourmain goal here is to calculate  q∣ ({ } { } )∣s G, ,i j
2 exactly. To this end, let usfirst consider the case =s 0i

for all vi. In this case, there is nomagnetic field, and hencewe can transform theHamiltonian into an
interaction-free Isingmodel by virtue of the properties of the IBGs.

Lemma4 (Mapping to interaction-free Isingmodel). For any Isingmodel associatedwith an IBG, there exists a
unitary operatorW that transforms qˆ ({ } { } )H G0 , ,j to interaction-free IsingHamiltonian:

åq q=ˆ ({ } { } ) †WH G W Z0 , , i .j
j

j vj

Proof. Since the column vectors ofR are independent, we can transform thematrixR to the identitymatrix by
using theGauss–Jordan eliminationmethod. Since thematrixR defines the graph and theHamiltonian, the
Gauss–Jordan elimination can be viewed as a transformation of the graph and the correspondingHamiltonian.
The graph associatedwith the identitymatrix consists of pairs of vertices ( )v u,i i connected by edges. Since each
vertex inUB is always connected only one vertex inVA, the corresponding IsingHamiltonian is interaction-free.

Each process in theGauss–Jordan elimination for thematrixR can be implemented on theHamiltonian by
conjugations of controlled-Not (CNOT) and swapping gate operations. TheCNOTgate from the ith to the jth
qubits is equivalent to adding the jth row vector to the ith one on thematrixR. The swapping gate exchanges the
labels { }vi of the vertices. Thus there exists a unitary operatorW consisting of swapping andCNOTgates such
that q q= åˆ ({ } { } ) †WH G W Z0 , , ij j j vj

. ,

For example, in the case of the IBG shown infigure 4(a), the set of operators in theHamiltonian is given by
{ }Z Z Z Z Z Z, ,v v v v v v1 2 1 2 3 2

. This can bemapped to { }Z Z Z, ,v v v1 2 3
by using the unitary operator

= L L( ) ( )W S X Xv v v v v v,
wap

, ,2 3 1 3 2 1
, where Sv v,

wap
i j

is the swapping operation between qubits vi and vj.

Figure 4.Bipartite graph states (top) and associated commuting circuits (bottom). Thewhite and gray shaded circles indicate qubits in
UB andVA, respectively. (a)Agraph that is independent and =∣ ∣ ∣ ∣V UA B . (b)Agraph that is not independent. (c)Agraph that is
independent but >∣ ∣ ∣ ∣V UA B .

15

New J. Phys. 19 (2017) 033003 K Fujii andTMorimae



By using such aW, the partition function can be calculated as





q

q

=

=

=

q

q

-

-

({ } { } ) [ ]

[ ]

ˆ ({ } { })

ˆ ({ } { }) †

∣ ∣

†

s G

W W

, , Tr e

Tr e

2 cos .

i j
H s

W H s W

U

u
j

,

,

i j

i j

B

j

Thus the probability of obtaining ={ }s 0i is computed as

q q= =
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟({ }∣{ } { })P s S0 , cos .i j j

u
jIQP

2

j

Since the joint probability is factorized for each qj, we can easily calculate itsmarginal distribution (without
using theorem2 in this case).

Next we extend the above result to the generalmeasurement outcomes { }si . This is done by renormalizing
the random pi 2magnetic fields into the coupling constants as follows.

Lemma5 (Renormalization of pi 2magneticfields). For any IQP associated with an IBG, we can find a bit string
{ }cuj

such that

q q= =({ }∣{ }) ({ }∣{˜ })P s P s 0 ,i j i jIQP IQP

with q q pº +˜ c 2j j uj
.

Proof. Let us consider the correspondingMBIQP. From the definition ofMBIQP,

q q

q

= á+ á ñ

= á+ á ñ

Î Î

Ä

Î

({ } { }∣{ } ) ⨂ ∣ ⨂ ∣∣

∣ ({ }) ⨂ ∣∣∣ ∣

P m m G G

F m G

, ,

,

v u j
v V

m
u U

j m

V
v

u U
j m

MBIQP ,

2

0 ,

2

i j

i A

vi

j B

uj

A
i

j B

uj

where º Î({ }) ⨂F m Zv v V v
m

i i A i
vi. Since the row vectors ofR are independent, we can find a vector cuj

in ∣ ∣Z U
2

B

such that = åm R cv u v
u

ui j i
j

j for any { }mvi
. By using this vector cuj

, we obtain the following equality,


  = =
Î Î Î

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟( ) ({ })X K Z F m .

u U
u u

c

u U v
v

c

v

j B

j j
uj

j B i uj

i

uj

i

By using this and the fact that Kuj
stabilizes ñ∣G , we obtain

q q

q

q

= á+ á ñ

= á+ á ñ

= =

Ä

Î Î

Ä

Î

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟({ } { }∣{ } ) ∣ ⨂ ∣ ∣

∣ ⨂ ˜ ∣∣

({˜ } { }∣{˜ } )

∣ ∣
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P m m G X G

G

P s m G

, ,

0 , , ,

v u j
V

u U
j m

u U

u
m

V

u U
j m

v u j

MBIQP 0 ,

2

0 ,

2

MBIQP

i j
A

j B

uj

j B

j
vi

A

j B

uj

j j

where q q pº +˜ c 2j j uj
. Specifically, if we consider the case =m 0uj

, we obtain that

q q

q

q

= =

= = =

= =

({ }∣{ } { }) ({ } { }∣{ } )

({ } { }∣{˜ } )

({ }∣{˜ } { })

∣ ∣

∣ ∣

P s S P s m G

P s m G

P s S

, 2 , 0 ,

2 0 , 0 ,

0 , .

i j j
U

v u j

U
v u j

i j j

IQP MBIQP

MBIQP

IQP

B
i j

B
i j

,

Let us consider the example shown infigure 4(a) again. For instance, if ={ } { }s 0, 0, 1vi
,

=({ })F Z0, 0, 1 v3
, and = = ={ }c c c1, 0, 1u u u1 2 3

. Bymultiplying the stabilizer operators of the graph state
with respect to the 4th and 6th vertices, we obtain another stabilizer operator

=( )( )X Z Z X Z Z Z X X Zu v v u v v v u u v1 1 2 3 1 2 3 1 3 3
. Thus the action of ({ })F 0, 0, 1 is equivalent to that of X X4 6, which

rotates the angles qu1
and qu3

by p 2.
By combining lemmas 4 and 5, we can show classical simulatability of IQP associatedwith IBGs.
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Theorem3 (Classical simulatability: sparse circuits). IQP associated with an IBG is classically simulatable.

Proof. From lemmas 4 and 5, we can calculate q({ }∣{ })P si jIQP exactly for an IBG including its arbitrarymarginal
distributions. Thus such a class of IQP is classically simulatable for arbitrary angles q{ }j in the strong sense. ,

Finally, we slightly weaken the condition, =∣ ∣ ∣ ∣U VB A . Even if <∣ ∣ ∣ ∣U VB A (as shown infigure 4(c)), there
existW such that transforms themany-body IsingHamiltonian to interaction-free IsingHamiltonian as long as
the column vectors ofR are independent. In this case, the existence of cuj

for all { }muj
is not guaranteed, and

hencewe have tofind anotherway to deal with this situation.
To settle this, we add ancilla vertices Î¢ ¢u Uj B to the setUB in such away that Rv

u
i
j ( ÈÎ ¢u U Uj B B ) satisfies

È= ¢∣ ∣ ∣ ∣V U UA B B (The 5th qubit infigure 4(a) can be viewed as the ancilla qubit for the non-full rank graph in
figure 4(c)). Due to theorem3,we can exactly calculate the probability for the slightly enlarged problem,

Èq q ¢({ }∣{ } { })P si j jIQP . Then, the probability q({ }∣{ })P si jIQP , withwhichwewant to sample { }si , can be
obtained by considering a specific case q =¢ 0j for all Î¢ ¢u Uj B , i.e.,

Èq q q= =¢({ }∣{ } { }) ({ }∣{ })P s P s0 .i j j i jIQP IQP

A representative example of classically simulatable IQP circuits are depicted infigures 4(a) and (c). If we restrict
ourselves into two-body Isingmodels (i.e., =∣ ∣S 2j ), themeaning of independence becomes clear; independence
means that the lattice does not contain any loop, such as Isingmodels on one-dimensional chain or tree graphs.
Thus IQPwith two-qubit commuting gates whose interaction geometry does not contain any loop can be
efficiently simulated in the strong sense. In order to avoid the present class of classically simulatable IQP, the
IQP circuits that consist of at least n (=∣ ∣VA ) commuting gates acting on different subsets { }Sj of qubits are
sufficient.

5.2. Classical simulatability: planar-IQP

Classical simulatability in the previous case is based on the sparsity of the commuting gates, where atmost only
-n 1 commuting gates are included. In such a casewe can calculate the partition functionswithout using

theorem2.Nextwewill provide another classically simulatable class of IQP, that includes commuting gates
muchmore than n. Specifically, wewill show below that IQPwith two-qubit commuting gates acting on
nearest-neighbor two qubits on the 2Dplanar graphs, whichwe call planar-IQP, is classically simulatable almost
in the strong sense. That is, the probability distribution of the output and itsmarginal distribution for an
appropriately chosenmeasurement order can be calculated efficiently. To this end, wefirst show, by using
properties of the graph states, that for two-body Isingmodels we can always remove the random pi 2magnetic
fields by appropriately renormalizing their effects into coupling constants q{ }j . This allows us tomap planar-
IQP to two-body Isingmodels withoutmagnetic fields. Thenwe utilize theorem2 and exact solvability of two-
body Isingmodels on planar lattices to construct an efficient classical simulation of IQP.

Consider a planar bipartite graphGwith =∣ ∣S 2j , that is, every vertex Îu Uj B are connectedwith just two
vertices Îv Vi A. Theweights q{ }j are arbitrary. For simplicity, we assume thatG is connected. Let us consider
properties of the graph state associatedwith such a planar bipartite graphG.

Lemma6 (Property of graph states 1). For any connected bipartite graphGwith =∣ ∣S 2j for all j, the associated
graph state ñ∣G is subject to the following property:

 á+ ñ =
Î
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v V
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such that =Î⨁ m 1v V vi A i

. Here the addition is takenmodulo two.

Proof.The bipartite graph state is stabilized by
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and hence  ñ = ñÎ( )∣ ∣X G Gv V vi A i
. By using this, we obtain
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Thus if =Î⨁ m 1v V vi A i
, then  á+ ñ =Î( ∣)∣G 0v V mi A vi

. ,
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Thuswe only consider the case =Î⨁ m 0v V vi A i
, that is, the number of vertices with =m 1vi

is even. In such
a case, we can show thatmodifying the coupling constants q{ }j appropriately as follows can renormalize pi 2
magnetic fields.

Lemma7 (Property of graph states 2). For any IQP associated with a connected bipartite graphGwith =∣ ∣S 2j for

all j, by appropriately choosing q{˜ }j ,

q q= =({ }∣{ } { }) ({ }∣{˜ } { })P s S P s S, 0 , ,i j j i j jIQP IQP

where ={ }s 0i means that si= 0 for all i. Equivalently, for the corresponding Isingmodels, we have

q q= =({ } { } ) ({ } {˜ } )H s G H s G, , 0 , , ,i j i j

that is, the random pi 2magnetic fields can be renormalized into the coupling constants q{˜ }j .

Proof.Consider the graph state ñ∣G . Due to lemma 6, the number of =s̃ 1i is always even. The graph is
connected. Thuswe can alwaysmake pairs of vertices Îv Vi A of =m 1vi

. Apparently this can be done in
polynomial-time, since arbitrary paring is allowed. Let us denote such a pair as ~ ¢( )v vk k and a set of vertices on
a path (arbitrarily) connecting them as ~ ¢( )v vpath k k . The graph state is stabilized by

 
Ç È

=
Î ~ Î ~¢ ¢

¢

⎛
⎝
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⎠
⎟⎟

( ) ( )
K Z X Z ,

u v v U
u v

u v v U
u v

path pathj k k B

j k

j k k B

j k

(see figures 5(b) and (c)). By using this fact, we can obtain
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By doing this repeatedly for all pairs of =m 1vi
, i.e., a perfectmatching of =m 1vi

vertices, we can transform all
=m 1vi

to =m 0vi
. Let us define an arbitrary perfectmatchingof vertices of =m 1vi

and a set ( )path of
paths of thematching. By denoting the additionmodulo two over ¢u sj on all these paths by Î¢⨁ ( )u pathj

, the
renormalized coupling constant is given by

Figure 5. (a)Aplanar lattice. (b)An associated bipartite graph state, where gray andwhite circles denote qubits inVA andUB,
respectively. (c)Apath between a pair of qubits inVA. (d)The corresponding commuting circuit.
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Thenwe obtain
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This leads that

q q
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,
Note that in the proofs of the properties of graph states with =∣ ∣S 2j , we did not use the planeness of the

graph. Thus lemmas 6 and 7 hold even for nonplanar graphs as long as =∣ ∣S 2j for all j. Accordingly, we can
always remove the random pi 2magnetic fields of arbitrary two-body Isingmodels by appropriately
renormalizing them into the two-body coupling constants.

Interestingly, these properties of the graph states are closely related to the properties of anyonic excitations
on surface codes with a smooth boundary [75]. On the graph state with =∣ ∣S 2j for all j, if one project the qubits

inVA by +ñÄ∣ ∣ ∣VA , we obtain the surface code state defined on a lattice , where vertex and edge corresponds to
vertices inVA andUB ofG respectively, and a qubit is assigned on each edge. This can be confirmed as follows.
The post-measurement state is stabilized by  ºÎ Z Au u vj vi j i

for all vi. Furthermore, for all faces f of the lattice

, =  ºÎ¶ Î¶K X Bu f u u f u fj j j j
stabilizes the post-measurement state, where ¶f is the set of the edges that are

boundary of the face f. These two types operators are called star and plaquette operators in [75]. The post-
measurement state or equivalently the surface code state is the ground state of theHamiltonian, so-called
Kitaev’s toric codeHamiltonian,

å å= - -H J A J B .
i

i
f

f

Aprojection by -ñ∣ vi
results in the eigenvalue−1 of the star operator at vertex vi, which corresponds to the

anyonic excitation in theKitaevmodel. Then lemma 6 indicates that the parity of anyonic excitations is always
even. They are created and annihilated in pairs. Lemma 7 corresponds away to annihilate the pairs of the anyonic
excitations. The trajectory of anyonic excitations in the annihilation process corresponds to ( )path .

Nowwe are ready to show that classical simulatability of IQP consisting of 2Dnearest-neighbor two-qubit
commuting gates.

Theorem4 (Classical simulatability: planar-IQP).Planer-IQP consisting of two-qubit commuting gates acting on
nearest-neighbor qubits on the 2D planar graphs is classically simulatable almost in the strong sense.

Proof.According to theorem1, the joint probability distribution of planar-IQP can be calculated from a two-
body Ising partition function on a planar lattice. Since the graphG is a planar bipartite graph, we can easilyfind
an order ofmeasurements such that ˜ ( )GM k is also planar at anymeasurement step k. (Any order ofmeasurements
such that the subgraph ( )GM k becomes a connected graph for all k can be utilized.)Due to theorem2, themarginal
distributions are also given as Ising partition functions on planar lattices. Furthermore, in themerged graph, the
vertices ÈÎ ¢( ) ( )u M Mj B

k
B
k are connectedwith just two vertices, i.e.,  =∣ ∣ 2uj

. For such Isingmodels, by using

lemmas 6 and 7, the randommagnetic pi 2 fields can be renormalized into the coupling constants q q{ } {˜ }j .
Thus allmarginal distributions can be calculated from the two-body Ising partition functions on planar lattices
withoutmagnetic fields. On the other hand, it is well known that the partition function of two-body Isingmodels
on planar lattices withoutmagnetic fields can be calculated efficiently by expressing them as the Pfaffians
[32, 36, 37].

Thuswe conclude that IQP of this class can be simulated efficiently almost in the strong sense, which is
sufficient for an efficient weak simulationwith a recursivemethod. ,

Note that a similar argument is alsomade in [76] by considering classical simulatability ofMBQCon the
planar surface codes [75]. Indeed, asmentioned before, if we apply the projection by +ñÄ∣ ∣ ∣VA on the bipartite
planar graph state with =∣ ∣S 2j , we obtain an unnormalized planar surface code state consisting of the qubits on
UB. The effect of =m 1vi

(i.e., the projection by + ñ∣ 1 ) can be renormalized into the coupling constants

q q{ } {˜ }j j , where an arbitrary perfectmatching is chosen as shown in lemma 7. Thuswemay construct an
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alternative proof of theorem4without using theorem 2.However, theorem2, employing the properties of the
graph states, ismuch straightforward and simple for our purpose. Furthermore, theorem2 is valid not only for
the casewith =∣ ∣S 2j , but also the general cases, which cannot be regarded asMBQCon the planar surface
codes.

While we have shown planar-IQP is almost strongly simulatable, it seems not to be strongly simulatable in
the strict sense. Suppose that we choose ameasurement order { }( )M k such that any subgraph

( )
GM k

consists of
multiple disjoint subgraphs. In such a case, themerged graph becomes a non-planar graph of a higher genus.
The Ising partition functions on lattices of a higher genus are hard to calculate in general [32, 73, 74]. There
seems to be an intermediate class of classical simulation, whichwe named almost strongly simulatable, between
strongly simulatable (in the strict sense) andweakly simulatable.

The Pfaffian is the square root of the determinant, and hence the probability distribution of planar-IQP is
given by the determinant of an appropriately defined complexmatrix. This result contrasts with
BOSONSAMPLING relatedwith the permanent of a complexmatrix. The exact solvability with the determinant
(Pfaffian)naturally reminds us free-fermionicmodels, which have been also studied asmatchgates [77–81].
Since a determinant can bemapped into a probability amplitude of a free-fermionic system, the classically
simulatable class of IQP can be regarded asFERMIONSAMPLING discussed in [31]. This suggests that the
sampling problems in physics can be classified in a unifiedway as sampling problems of elementary particles.

Important implications of theorem 4 are twofold. One is that planar-IQP can generate highly entangled state
but its output is classically simulatable almost in the strong sense. This is also the case for theClifford circuits and
match gates, which generate genuinely entangled states but are classically simulatable [43, 77–80]. Secondary, if
single-qubit rotations are added to planer-IQP, it becomes universal-under-postselection, whoseweak
simulation is intractable unless thePH collapses to the third level. Thus single-qubit rotations take a quite
important rule for IQP to be classically intractable. Indeed, single-qubit rotationsmake a drastic change of
computational complexity from almost strongly simulatable to not simulatable even in theweak sense.

Wewould like to note that a similar result is also obtained in a rather different situation [19]. He showed that
Toffoli-Diagonal circuits, which include quantumFourier transformation for Shor’s factorization algorithm,
can be efficiently simulated if there is no basis change at the final round before the the computational basis
measurements. Thus single-qubit rotations also play a very important role for the Toffoli-Diagonal circuits to be
classically intractable.

Another consequence of theorem 4 lies in the context of experimental verification of quantumbenefits.
Whenwe utilize IQP for the purpose of experimental verification of quantumbenefits, we have to avoid planar-
IQP, since amalicious quantumdevice can cheat experimentalists by classically sampling the results instead of
implementing the IQP circuit. At the same time, the existence of efficient classical simulation for planar-IQP

implies that checking the correctness of experiments of this class ismuch easier. Thuswhen experimentalists
realize IQP, they should, at least, try to implement planar-IQP, since its correctness can be easily checked. It
might be possible to efficiently ensure, under a plausible assumption, that two-qubit commuting gates are
implemented appropriately, since experimental devices are usually well known and not somalicious. Hopefully,
classical intractability of quantumdevicesmay be verified by an efficient experimental verification of planar-
IQP combinedwith other efficient witness or plausible assumptions [82].Moreover, planar commuting circuits
can generate an interesting class of entangled states, calledweighted graph states [35]. The constructed classical
simulationwould be useful to check an experimental preparation of such states efficiently.

6.Hardness of approximating Ising partition functions

In this section, we utilize the established relationship between IQP and Ising partition functions in an opposite
direction; by considering universal-under-postselection instances of IQP, we show that amultiplicative
approximation of Ising partition functionswith almost all imaginary coupling constants is#P-hard even on
planar lattices with a bounded degree. Note that this argument based on universality-under-postselection and
post-BQP=PPhave been already utilized to show#P-hardness of approximating the permanent [17] and the
Jones polynomial [40].

Theorem5 (Hardness of approximating imaginary Ising partition functions).Amultiplicative approximation
of Ising partition functions with almost all imaginary coupling constants is#P-hard even on planar lattices with a
bounded degree. Thus if there exists a fully polynomial-time classical approximation scheme, the PH collapses
completely.

Proof.Weconsider IQPwith a homogeneous rotational angle θ. As shown in [38], IQP associatedwith a
bounded-degree planar graphwith ∣ ∣S 2j is universal-under-postselectionwhen the homogeneous rotational
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angle is given by q p= 8. Thus amultiplicative approximation of the Ising partition functionswith the
homogeneous coupling constant q p=i i 8 is#P-hard due to theorem1 and lemma 3. The same result holds
not only q p=i i 8 but also q p= +( ) ( )mi i 2l 1 8 for integers l andm.

Suppose the homogeneous coupling is given by an irrational angle i.e., q np= 2 with n Î [ )0, 1 being an
irrational number. Letm be an integer. Since npm2 ( pmod 2 ) is distributed in a uniform fashion, we can find an
approximation of p 8with an additive error òwith some integer = ( )m 1 [43]. Accordingly the
commuting gates np np=( ) ( )D S D m S2 , 2 ,j

m
j is sufficiently close to the rotation p( )D S8, j in the sense of an

appropriately defined distance such as the diamond norm [83]. In the present case, the erroneous rotation
p +( )D S8 , j is unitary, and hence the diamond norm is equivalent to the square of the operator norm,which

is given by

   p - = - = - =∣∣ ( )[ ( )]∣∣ ∣∣ ( )∣∣ ( ) ( )D S I D S I D S O8, , , 2 1 cos .j j j
2 2 2

If a set of instances of IQP is universal-under-postselection, post-IQP can simulate universal fault-tolerant
quantum computation. If the error ò is sufficiently smaller than the threshold value of fault-tolerant quantum
computation [84–86], we can reliably simulate universal quantum computation (i.e.,BQP) andmoreoverPP
with the help of postselection. (See [82, 87] for an application of the fault-tolerance theory to the postselection
argument, where it is shown that if the amount of the error is sufficiently small, we can solve a PP-complete
problemunder postselection.)Thus IQPwith almost all rotational angles is universal-under-postselection. This
fact and lemma 3 lead that amultiplicative approximation of the Ising partition functions is#P-hard for almost
all imaginary coupling constants even on planar lattices with a bounded degree. ,

The above result indicates that almost all imaginary Ising partition functions are substantially hard to
calculate even in the approximated case with amultiplicative error. This result contrasts with the existence of a
FPRAS in the ferromagnetic cases withmagnetic fields shown by Jerrum and Sinclair [33] and antiferromagnetic
cases on a sort of lattices shown by Sinclair, Srivastava, andThurley [88]. In these cases, an exact calculation is
#P-hard but its approximationwith amultiplicative error is easy.On the other hand, as noted in lemma 3,#P-
hardness associatedwith post-BQP=PP theorem is also holds in the approximated case automatically.

With the randommagnetic fields, approximation of ferromagnetic Ising partition functions below a certain
critical temperature belongs, under an approximation-preserving reduction, to a class#BIS, which is defined as
a counting problemof the number of independent sets of a bipartite graph [59].Moreover, it has been shown
that amultiplicative approximation of antiferromagnetic Ising partition functions on d-regular graphs ( d 3)
areNP-hard [61]. Comparedwith the complexity of these real Ising partition functions, the imaginary Ising
partition functions seem to bemuchmore intractable.

This result also contrasts with the recent studies on quantum computational complexity of Ising partition
functionswith imaginary coupling constants [2–5, 7, 67]. These quantum algorithms calculate the Ising
partition functions or,more generally, Jones or Tutte polynomials with additive error ò in polynomial time of
1 :

  - D∣ ∣ ,ap

where  and ap are true and approximated values respectively, andΔ is a certain algorithmic scale.
Furthermore, it has been shown that such an additive approximation is as powerful as solvingBQP-complete
problems (i.e.,BQP-hard). This implies that these quantum algorithms do a nontrivial task that would be
intractable on a classical computer. However, these quantum algorithms seemnot to achieve an efficient
multiplicative approximation, since it is#P-hard as shown above.

7. Conclusion anddiscussion

Wehave investigated IQP by relating it with computational complexity of Ising partition functionswith
imaginary coupling constants andmagnetic fields.We found classes of IQP that are classically simulatable at
least in theweak sense (and almost in the strong sense). Specifically, the IQP circuits consisting only of 2D
nearest-neighbor two-qubit commuting gates, namely planar-IQP, are classically simulatable. However, if
single-qubit rotations are allowed, planar-IQP becomes universal-under-postselection, which are as powerful,
with the help of postselection, asPP. Thus single-qubit rotationsmake a drastic change of the IQP circuits from
almost strongly simulatable to not simulatable even in theweak sense, which stems fromhardness of the Ising
models undermagnetic fields.

The classical simulatability of planar-IQP stems from the exact solvability of Isingmodels on planar lattices
withoutmagnetic fields. Both classical computational complexity of Isingmodels on nonplanar lattices [32, 73]
and quantum computation complexity ofMBQConnonplanar surface codes [74] have been studied already.
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While we did not addressed here, computational complexity of the IQP circuits consisting of two-qubit
commuting gates with a nonplanar geometry is an intriguing future topic.

By considering strong simulation of IQP, we further explored hardness of amultiplicative approximation of
the Ising partition functions.We have shown that amultiplicative approximation of Ising partition functions
with almost all imaginary coupling constants is#P-hard even on planar lattices with a bounded-degree.

The results are relevant for the Isingmodels with imaginary parameters, which complements to the existing
complexity results on thosemodel with real parameters [32, 33, 62, 72]. The Isingmodels with real parameters
are of prime importance in both computer science and physics. It would be intriguing to extrapolate the present
results to the real parameters by using the correspondence between imaginary and real Ising partition functions
shown in [7] (corollary 1), which allows us to compare preexisting classical complexity results with
quantumone.
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AppendixA. Proofs of facts on the graph states

A.1. Proof of fact 1

Proof.Weobserve the effect of themeasurement on the stabilizer operatorKi. If ¹i k nor ¹i k, the
measurement does notmake any effect on a stabilizerKk, and hence the post-measurement state is stabilized by
such aKk. If i=k,Ki anticommutes withZk and hence does not stabilize the post-measurement state anymore.
Instead, -( ) Z1 m

k
k stabilizes the post-measurement state ñ∣mk k, where =m 0, 1k is themeasurement outcome.

If Îi k, we define a new stabilizer operator ¢ =K Z Ki k i such thatKk does not containZk. The post-
measurement state is stabilized by - ¢( ) K1 m

i
k . Thus the graph statewith the byproduct operator, ¢ñ∣B Gk

mk , is the

post-measurement state. (Note that Bk
mk anticommutes with ¢K si for all i but commutes withKis with ¹i k and

Ïi .) ,

A.2. Proof of fact 2

Proof.By using the fact that
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Î
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we can calculate the projection as follows:
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