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a b s t r a c t

Most realistic fluid flow problems are characterized by high Reynolds numbers and com-
plex boundaries. Over the last ten years, immersed boundary methods that are able to
copewith realistic geometries have been applied to Lattice-Boltzmann (LB)methods. These
methods, however, have normally been applied to low Reynolds number problems. Here
we present a novel coupling between an iterative force-correction immersed boundary
(Zhang et al., 2016) and amulti-domain cascaded LBmethod. The iterative force-correction
immersed boundary method has been selected due to the improved accuracy of the
computation, while the cascaded LB formulation is used due to its superior stability at high
Reynolds numbers. The coupling is shown to improve both the stability and numerical
accuracy of the solution. The resulting solver has been applied to viscous flow (up to a
Reynolds number of 100000) passed a NACA-0012 airfoil at a 10 degree angle of attack.
Good agreement with results obtained using a body-fitted Navier–Stokes solver has been
obtained. The formulation provides a straight forward and efficient method for modeling
realistic geometries and could easily be extended to problems with moving boundaries.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

In computational fluid dynamics (CFD), the accurate and efficient treatment of complex and/or moving boundaries is a
primary issue in the development of an appropriate numerical scheme. Various numerical methodswith different numerical
accuracy and computational cost have been developed to address this issue. This study will focus on the coupling of the
immersed boundary method (IBM) with the cascaded lattice Boltzmann method (CLBM).

There exist a few methods that establish the consistency of the lattice-Boltzmann method (LBM) with regard to the
Navier–Stokes equations (NSE). The multiscale expansion of Chapman and Cowling [1] is widely used to validate the
consistency of a LBM numerical scheme [2,3]. More recently, Sone [4] and Junk et al. [5] presented an asymptotic analysis
based on the Hilbert expansion, whereas, Asinari [6] used a procedure based on the Grad moment expansion [7]. The
asymptotic analysis [5] shows that the evolution of some observable quantities of the LBM do not affect the asymptotic
behavior of the method [8]. Therefore, the scattering operator can be chosen somehow arbitrarily as long as the required
constraints are obeyed. Chen et al. [9] and Qian et al. [10] proposed themost common, single-relaxation-time (SRT) collision
operator, which is based on the Bhatnagar–Gross–Krook (BGK) approximation [11]. d’Humières [12] heuristically presented
a multiple-relaxation-time (MRT) operator based on the raw moment formulation of the distribution functions in order
to enhance collisions. The collisions are performed in moment space, where each moment is allowed to relax towards its

* Corresponding author.
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equilibrium state at a different rate. Thus, by carefully treating each relaxation time separately, the numerical stability
is significantly improved. In addition, Ginzburgh and d’Humières [13] showed that the physical representation of certain
problems can be further improved by imposing specific relaxation rates at certain non-hydrodynamicsmoments. However, it
should be noted that thisMRT formulation [12] is not unique [14]. Another class of collision operators was developed [15,16]
based on a minimization solution of Boltzmann’s H-function.

Most recently, Geier et al., [17,18], by realizing the insufficient level of Galilean invariance of the previousMRT operators,
introduced the cascaded LBM in which collisions are performed in a reference frame shifted by the macroscopic velocity,
where central moments are allowed to relax at different rates in a cascaded manner. Thus, allowing the evolution of higher-
order moments to depend on both lower-order moments and hydrodynamic variables, leads to using a discrete equilibrium
distribution that contains higher order terms in velocity. In previous SRT and MRT models, the discrete equilibrium
distribution was derived under the low Mach, i.e second-order, approximation of the continuous Maxwell–Boltzmann
distribution. This approximation is equivalent to a large-wavelength assumption which is incorrect since most instabilities
arise from small-wavelength patterns [17,18]. Furthermore, in order to uniquely determine the equilibrium distribution and
achieve Galilean invariance, a given velocity set must be sufficient to adjust different moments independently. Therefore,
the common 13, 15 and 19 velocity sets used in three-dimensional LBMs are not applicable in the CLBM formulation. As
a further improvement to the 3D CLBM, Geier et al. [19] proposed a novel scheme, where collisions are carried out in the
space of cumulants. The use of cumulants is shown to eliminate errors in Galilean invariance and hyper-viscosity while
maintaining, or even improve, the stability of the central moment method.

Most practical problems involving complex geometries often require unstructured body-conformal grids in order to
accurately enforce the boundary conditions. Such approaches involve complicated meshing techniques and increase both
the CPU time and the amount of memory used. The solution process can be simplified by developing a non-body-conformal
approach where the solution of the governing fluid equations is decoupled from the implementation of the boundary
conditions. The immersed boundary method is such an approach and it was initially introduced by Peskin [20] in the 1970s
to simulate blood flows in the human heart. In recent years, the IBM has received a great attention in simulating flows with
complex geometries [21–24]. IBM uses a fixed Eulerian grid, usually a Cartesian grid, for the fluid and a Lagrangian set of
points, independent of the first, to represent the immersed physical boundary. The boundary is treated as a deformable body
with high stiffness, thus a small distortion on the boundarywill yield a force that tends to restore the boundary to its original
position. The total balanced force is then distributed into the Eulerian grid and the NSE with a body force term are solved for
the entire computational domain. Conceptually, the boundary force density in the IBM can be evaluated by either feedback
forcing methods or by direct forcing methods.

In recent years, many efforts have been made in order to improve the coupling between the IBM and the LBM. For rigid
boundaries, Feng andMichaelides [25] proposed a penalty method, allowing a small deformation of the boundary’s position
which is restored using a linear spring approximation. Dupuis et al. [26] presented a direct-forcing IBM. The force is computed
using the interpolated IB and a reference velocity. The momentum exchange method of the particle distributions was used
by Niu et al. [27] to calculate the force acting on the immersed boundary. For deformable boundary configurations, Zhang
et al. [28] proposed an IB-LBM scheme to investigate the aggregation of red blood cells, whereas Cheng and Zhang [29]
improved the forcing introducingmethod. However, none of the abovemethods can satisfy the non-slip boundary condition
exactly, since the velocity correction is pre-calculated and cannot be further manipulated. Wu and Shu [30] developed an
implicit velocity correction-based IB-LBM based on Guo’s external forcing term [31]. In the present study, the iterative force
correction IB scheme proposed by Zhang et al. [32] is used.

This paper focuses on the coupling between the IBM and the central moment formulation of the LBM. We investigate
how the iterative force correction IB scheme affects the overall accuracy compared to the established multi-direct-forcing
(MDF-IB) formulation. For the implementation of the MDF-CLBM scheme, the developments made by Premnath et al. [33]
on the collision operator are used. The paper is organized as follows. In Section 2, the numerical method is presented. That
includes, the central-moment formulation of the LBM and the selection of the discrete forcing term, the iterative force-
correction algorithm and the coupling with the CLBM, as well as the multi-domain algorithm and the domain boundary
conditions used in the present study. Numerical results and the accuracy and robustness of the proposed scheme are reported
in Section 3. Finally, the conclusions are summarized in Section 4.

2. Numerical method

2.1. The cascaded lattice-Boltzmann method

2.1.1. Basic formulation of the LBM with the central-moment collision operator
Consider a two-dimensional athermal fluid and let only the density ρ(x, y), the velocity u = (ux, uy), and the external

forces F(x, y), to characterize its local hydrodynamic behavior at a Cartesian coordinate system (x, y). For two-dimensional
flows, the nine-velocity square lattice model, denoted as D2Q9 [10], has been successfully used in the literature [34]. The
discrete evolution equation for the CLBM with external forcing may be written as

fα(x + eαδt, t + δt) = fα(x, t) + Ωa(x, t) + δtSa, (1)
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where eα : α = 0, 1, . . . , 8 is the discrete velocity set; fα(x, t) : α = 0, 1, . . . , 8 are the discrete particle distribution
functions (PDF) at time t and position x; Ωα(x, t) : α = 0, 1, . . . , 8 is the discrete collision operator, and Sα(x, t) : α =

0, 1, . . . , 8 are the discrete forcing terms. Collision is described as a cascaded process in which the higher order moments
are influenced by the collision effects on the lower order moments. Using Geier’s [17] notation, the collision operator takes
the form Ωa = (K · k̂)a, where K is the transformation matrix [18,33], and k̂ = k̂a(x, t) : α = 0, 1, . . . , 8 are the moments
of the distribution functions. Premnath et al. [33] incorporated the forcing terms in the central-moment collision operator
and derived analytical expressions for the discrete forces and their moments. The general expression of the collision kernel
without the integrated force terms is of the form

k̂0 = k̂1 = k̂2 = 0, (2)

k̂3 = ω3
1
12

{
−(f1 + f2 + f3 + f4 + 2(f5 + f6 + f7 + f8)) +

2
3
ρ + ρ(u2

x + u2
y)
}
, (3)

k̂4 = ω4
1
4

{
(f2 + f4 − f1 − f3) + ρ(u2

x − u2
y)
}
, (4)

k̂5 = ω5
1
4

{
(f5 + f7 − f6 − f8) − ρuxuy

}
, (5)

k̂6 = ω6
1
4

{
(f5 + f6 − f7 − f8 − 2ux(f5 + f7 − f6 − f8) − uy(f1 + f3 + f5 + f6 + f7 + f8))

+ 2ρu2
xuy

}
− 2uxk̂5 −

1
2
uy(3k̂3 + k̂4), (6)

k̂7 = ω7
1
4

{
(f5 + f8 − f6 − f7 − 2uy(f5 + f7 − f6 − f8) − ux(f2 + f4 + f5 + f6 + f7 + f8))

+ 2ρuxu2
y

}
− 2uyk̂5 −

1
2
uy(3k̂3 + k̂4), (7)

k̂8 = ω8
1
4

{
− (f5 + f6 + f7 + f8 − 2ux(f5 + f8 − f6 − f7) − 2uy(f5 + f6 − f7 − f8)

+ u2
x (f2 + f4 + f5 + f6 + f7 + f8) + u2

y(f1 + f3 + f5 + f6 + f7 + f8) + 4uxuy(f5 + f7 − f6 − f8))

+
1
9
ρ + 3ρu2

xu
2
y

}
− 2k̂3 −

1
2
u2
x (3k̂3 − k̂4) −

1
2
u2
y(3k̂3 + k̂4) − 4uxuyk̂5 − 2uyk̂6 − 2uxk̂7, (8)

whereωα : α = 3, 4, . . . , 8 are the relaxation parameters for the differentmoments. A Chapman–Enskogmultiscale analysis
shows that the kinematic shear viscosity is determined by the relaxation parameters ω4 and ω5. The constraint ω4 = ω5
occurs from the requirement of maintaining an isotropic stress tensor. Since the kinematic shear viscosity is a function of
the speed of sound and the mean free flight time between two binary collisions, it is given by

ν = c2s
(
ω(4,5)

−1
− 0.5

)
, (9)

where cs = 1/
√
3 is the speed of sound for the D2Q9 model. The bulk viscosity is determined by the relaxation parameter

ω3. Geier [17], performed various numerical simulations in order to find consistent relaxation rates to match higher order
moments to physical quantities. A stable numerical approach is to equilibrate higher-order moments, i.e. taking ω6 = ω7 =

ω8 = 1.
Finally, the hydrodynamic variables, fluid density and velocity, are obtained by taking the zeroth and first moments of

the distributions as

ρ =

q∑
α

fα =
⟨
fα|ρ

⟩
, ρui =

q∑
α

fαeαi =
⟨
fα|eαi

⟩
, i ∈ x, y. (10)

2.1.2. Cheng’s formulation of the discrete external force term
The discrete forcing term Sα in Eq. (1) can have various expressions. Both the stability and the accuracy of a simulation

rely upon the form of the external forcing term. Cheng and Li [35] proposed a term that does not modify the macroscopic
velocity in Eq. (10) and can handle both space and time dependent forces:

Sα = 0.5[sα(x + eαδt, t + δt) + sα(x, t)], (11)

sα = wα

{
A + 3B · [(eα − u) + 3(eα · u)eα]

}
. (12)

We take A = 0 and B = F = (Fx, Fy). Eqs. (11)–(12) are used in the iterative immersed boundary treatment as described
in 2.3.
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Fig. 1. Immersed boundary illustration using a set of Lagrangian points to represent the boundary and a set of Eulerian points defined by the intersection
points of the mesh lines to represent the fluid domain.

2.2. The immersed boundary method—basic formulation

Consider a closed curve E (t) immersed in a two-dimensional fluid domain Ω(t) as shown in Fig. 1. For viscous
incompressible flows, the governing equations of the immersed boundary formulation are formulated as

∇ · u = 0, (13)

ρ

(
∂u
∂t

+ u · ∇u
)

+ ∇p = µ△u + g, (14)

g(x, t) =

∫
E

G(s, t)δ(x − XL (s, t))ds, (15)

∂XL (s, t)
∂t

= U(XL (s, t), t) =

∫
E

u(x, t)δ(x − XL (s, t))dx, (16)

G(s, t) = S(XL (s, t), t). (17)

Eqs. (13)–(14) are the Eulerian Navier–Stokes equations with external forces g for the fluid domain Ω(t), whereas
Eqs. (15)–(17) are the equations in Lagrangian formalism for the immersed boundary E (t). XL , U, G are the position of
the IB in Lagrangian coordinates, the IB velocity and force density, respectively. x, u, g, ρ and p are the Cartesian coordinates,
fluid velocity, external force density, density and pressure, respectively. δ is the delta function which can be expressed as a
product of 1-Dimensional functions δh(x−XL ) = h−d∏d

i=1φ

(
xi−XL

i

h

)
, where d is the dimensionality of the problem and h is

the grid spacing. In this study, the smoothed 4-point delta function [36], φ∗

4 (r), will be used for the force spreading in Eq. (15)
and the Lagrange polynomials for the velocity interpolation, Ul(Xl,t), in Eq. (16). This selection is based upon the observations
of Zhang et al. [32] and Cheng et al. [37].

φ∗

4 (r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

3
8

+
π

32
−

r2

4
if |r| ≤ 0.5

1
4

+
1 − |r|

8

√
−2 + 8|r| − 4r2 −

1
8
arcsin(

√
2(|r| − 1)) if 0.5 ≤ |r| ≤ 1.5

17
16

−
π

64
−

3|r|
4

+
r2

8
+

|r| − 2
16

√
−14 + 16|r| − 4r2 if 1.5 ≤ |r| ≤ 2.5

0 if 2.5 ≤ |r|,

(18)

Ul(Xl,t) =

∑
ij

(
imax∏

m=1,m̸=i

Xl − xmj

xij − xmj

)( jmax∏
n=1,n̸=j

Yl − yin
yij − yin

)
uij(x + eaδt, t + δt), l = L . (19)

2.3. Coupling schemes

In this study, the iterative force correction IB scheme proposed by Zhang et al. [32] is coupled with the CLBM. A few
iterative IB schemes exist in the literature [38,39]. Most recently, De Rosis and Leveque [40] combined the CLBM with the
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Fig. 2. Computational algorithm of the iterative force correction IBM.

scheme proposed by Inamuro [39]. However, these methods explicitly modify the velocity term in Eq. (10). Therefore, the
overall accuracy of the surrounding flow field rather deteriorates as the number of iterations in the IBM increases.

Kang [38] reported a similar result. A different approach is used in the present work. Following Cheng and Li’s
approach [35], the external forcing term in Eq. (1) is split into two parts: the effects on the current and the next time step,
Eq. (11). Instead of using an implicit method, an iterative scheme is proposed to predict the forcing term at the next time step
and no modification of the velocity term in Eq. (10) is necessary. Both the velocity and the density are corrected iteratively
by directly incorporating the forcing term at the next time step in the PDFs. For the analytical derivation of this scheme the
reader should refer to [32,35]. The proposed scheme is compared with the MDF-CLBM scheme. The developments made by
Premnath et al. [33] on the collision operator alongwith themulti-direct-forcing IBM [38] are used for the latter. Fig. 2 shows
the computational algorithm for the iterative force correction IB algorithm of Zhang et al. [32] used in this work.

2.4. Multi-domain algorithm

In order to increase the solution accuracy around the area of interest, whilstmaintaining a non-prohibitive computational
cost, a grid refinement technique is employed in this study. There exist two major grid refinement approaches in the LBM.
In the first one, the flow variables are represented using a volumetric cell-centered method [41–43], while in the second,
a point-wise, cell-vertex approach is used [44,45]. Filippova and Hanel [44] used an adjustment of the non-equilibrium
distributions based on the different relaxation times of each grid level in order to transfer information between grids with
different resolution, whilst keeping an equal Reynolds number in all grids. Lagrava et al. [46] proposed amethod of the same
principle, where a filtering operation was employed when transferring information from fine to coarse grids, where the fine
grid scales that cannot be resolved by the coarse grid are removed. In this work, the latter approach is considered. We only
present the computational procedure and some differences with respect to the original implementation. For more details,
the reader should refer to [46].
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Fig. 3. (a) Overlapping region between fine and coarse grids. The dot enclosed areas indicate the exchange of information interfaces between two
consecutive grid levels. The overlapping interface is five fine grid spacings wide to allow for a smoother transition of the information exchange. (b) A
typical fine grid around the leading edge of a NACA-0012 airfoil.

The overlapping between a fine and a coarse grid is illustrated in Fig. 3a. The interface between two grids is two coarse
grid spacings in order to allow for a smoother information exchange at unsteady flows. Fig. 3b shows a typical grid around
the leading edge of a NACA 0012 airfoil with δx = 1/c and c = 400 lu (lattice units) where c is the chord of the foil. The
computational multi-domain algorithm is described below.

1. Initialize ρ and u on every domain and compute the equilibrium distributions f eqi .
2. Collide and Stream all distributions on the coarse grid. The coarse grid is now at time t + δtc .
3. Collide and Stream once on the fine grid bringing it to time t + δtc/2.
4. Perform a linear temporal interpolation of ρc , uc and f neqi,c at time t + δtc/2 at the fine-coarse interface.
5. Spatially interpolate the values ρc(t + δtc/2), uc(t + δtc/2) and f neqi,c (t + δtc/2) at the fine nodes with no overlapping

coarse nodes.
6. All populations at the fine grid boundaries are reconstructed following a convective scaling.
7. Collide and Stream once on the fine grid bringing it to time t + δtc .
8. Spatially interpolate the values ρc(t + δtc), uc(t + δtc) and f neqi,c (t + δtc) as in step 5.
9. All populations at the fine grid boundaries are reconstructed following a convective scaling.

10. Save the equilibrium and non-equilibrium distributions f eqi,f , f
neq
i,f at the coarse-fine interface.

11. Replace all the populations at the coarse-fine interface using filtering and scaling.
12. Proceed to the next time-step. Go to step 2.

This algorithm describes the coupling between two grid resolution levels. If more resolution levels exist, a recursive
algorithm based on the same principle of information exchange should be used. In this study, the computational domain is
described with nine levels of refinement. A symmetric, cubic spline fitting is used for the spatial interpolation in steps 5 and
8 in order to eliminate any spatial asymmetries.

f (x) = αi + βix + γix2 + δix3, xi−1 ≤ xi ≤ xi+1. (20)

The tridiagonal systems of equations are solved using the Thomas algorithm under the restrictions of nodal continuity
of the function f (x) and its first and second derivatives, as well as zero second derivative f ′′(x) at the end nodes. The reader
should refer to Tölke andKrafczyk [47] for a different approach. In step11,we follow the filtering process proposedbyPellerin
et al. [48], where both the equilibrium and nominal distributions are filtered using the values at the nine neighboring grid
points.

f̄i(x, t) = 0.25fi(x, t) + 0.125(fi(x + e1, t) + fi(x + e2, t) + fi(x + e3, t) + fi(x + e4, t))
+ 0.0625(fi(x + e5, t) + fi(x + e6, t) + fi(x + e7, t) + fi(x + e8, t)), (21)

where the overbar denotes the filtered quantity. In this implementation, only the non-equilibrium part of the distributions
that is proportional to the gradient of the velocity needs to be rescaled. Therefore, the scaling of the distributions in steps 6,
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9 and 11 is described as

fi,c = f eqi (ρf ,uf ) +
2ωf

ωc
f̄ neqi,f , (22)

fi,f = f eq,interpolatedi (ρc,uc) +
ωc

2ωf
f neq,interpolatedi,c . (23)

What also differs from thework of Lagrava [46] is the equilibriumdistribution function f eq. Choosing the nominalmoment
basis and the orthogonalized matrix K [33], the equilibrium distribution contains higher order velocity terms as compared
to the standard LBM [6].

f eq0 = 4/9ρ − 2/3ρ(u2
x + u2

y) + ρu2
xu

2
y, (24a)

f eq1 = 1/9ρ + 1/3ρux + 1/2ρu2
x − 1/6ρ(u2

x + u2
y) − 1/2ρ(uxu2

y + u2
xu

2
y), (24b)

f eq2 = 1/9ρ + 1/3ρuy + 1/2ρu2
y − 1/6ρ(u2

x + u2
y) − 1/2ρ(uyu2

x + u2
xu

2
y), (24c)

f eq3 = 1/9ρ − 1/3ρux + 1/2ρu2
x − 1/6ρ(u2

x + u2
y) + 1/2ρ(uxu2

y − u2
xu

2
y), (24d)

f eq4 = 1/9ρ − 1/3ρuy + 1/2ρu2
y − 1/6ρ(u2

x + u2
y) + 1/2ρ(uyu2

x − u2
xu

2
y), (24e)

f eq5 = 1/36ρ + 1/12ρ(ux + uy + u2
x + u2

y) + 1/4ρ(uxuy + u2
xuy + uxu2

y + u2
xu

2
y), (24f)

f eq6 = 1/36ρ + 1/12ρ(−ux + uy + u2
x + u2

y) + 1/4ρ(−uxuy + u2
xuy − uxu2

y + u2
xu

2
y), (24g)

f eq7 = 1/36ρ + 1/12ρ(−ux − uy + u2
x + u2

y) + 1/4ρ(uxuy − u2
xuy − uxu2

y + u2
xu

2
y), (24h)

f eq8 = 1/36ρ + 1/12ρ(ux − uy + u2
x + u2

y) + 1/4ρ(−uxuy − u2
xuy + uxu2

y + u2
xu

2
y). (24i)

2.5. Domain boundary conditions

A square computational domain 100c × 100c , where c is the characteristic length of the immersed body, is used in this
study. The immersed body is located at the center of the domain. At the inlet, all particle distributions are reconstructed,
following the regularization procedure of Latt and Chopard [49].

f̂α = f eqα (ρ,u) +
tα
2c4s

Qα : Π(neq), (25)

where the tensors Qα and Π(neq) are defined as Qα = eαeα − c2s I and Π(neq)
=
∑q−1

α=0eαeα(fα − f eqα ). I is the identity
matrix. The unknown populations in the tensor Π(neq) are computed by using the bounce back of off-equilibrium parts rule
f (neq)α = f (neq)opp(α) [50]. At the outlet, an extrapolation in space and time is applied for the missing distributions. Assuming only
waves normal to the boundary [19], the missing distributions are computed as

fα(x, t) = fα(x − δx, t − δt)
(
cs − u(x, t − δt)

)
δt/δx +

(
1 −

(
cs − u(x, t − δt)

)
δt/δx

)
fα(x, t − δt). (26)

Slip boundary conditions are used for the top and bottom sides of the domain. Following the work of Xu and Sagaut [51],
absorbing layers are used in all domain boundaries, in order to damp and minimize the reflection of the acoustic waves. The
right hand side of Eq. (1) needs to be modified according to

fα(x + eαδt, t + δt) = fα(x, t) + Ω∗

a (x, t) + δtSa + δtHeq
α (ρ f ,uf , ρ∗,u∗, t), (27)

where Heq
α (ρ f ,uf , ρ∗,u∗, t) = χ

(
f eqα (ρ f ,uf , t) − f eqα (ρ∗,u∗, t)

)
with χ = σ (x) being the strength of the absorbing layer,

Fig. 4b. The superscript f denotes the farfield values of the velocity and density, whereas the superscript ∗ denotes the
parametrized density ρ∗

=
∑

α fα + nδt
∑

αH
eq
α (ρ f ,uf , ρ,u, t) and velocity ρ∗u∗

j =
∑

αeαjfα +mδt
∑

αeαjHeq
α (ρ f ,uf , ρ,u, t)

[31].m = n = 1/2 as in [51].

3. Computational results

3.1. Numerical test of overall accuracy

Lattice Boltzmann methods are second-order accurate in time and space. However, since the interpolation steps in the
immersed boundary method are only first order accurate in space, the effect on the global accuracy of the solution must be
investigated. To evaluate the accuracy of the proposed IDF-CLBM coupling scheme, the two-dimensional unsteady and fully
periodic Taylor–Green vortex flow in a square box is investigated. The analytical solutions for the velocity and pressure are
of the form:

u(x, t) = U0

{
−
√
ky/kx cos(kxx) sin(kyy)√
ky/kx sin(kxx) cos(kyy)

}
e−t/td , (28)
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Fig. 4. (a) 2D computational domain with absorbing layer. (b) Normalized absorbing strength profile σ (x) with x0 = 0 and L = 1.

Fig. 5. (a) Velocity magnitude and vector plots at t∗ = 1 resulting from the IDF-CLBM scheme. (b) Overall accuracy of the IDF-CLBM scheme.

p(x, t) = p0 − ρU2
0/4

[
ky/kx cos(2kxx) + kx/ky cos(2kyy)

]
e−2t/td , (29)

where U0 is the initial velocity, kx = ky = 2π/L are the wave vector k components and td = [ν(k2x + k2y)]
−1 is the decay time

of the vortex. A circle with diameter D = 0.5L is immersed at the center of square domain L × L. Eqs. (28)–(29) are used for
the initialization of the flow field. The prescribed velocity on the immersed circle is given by Eq. (28). Similar to the work of
Wu and Shu [30], the Reynolds number is taken as Re = U0D/ν = 10 and the single relaxation time is set to be τ = 0.65.
Four sets of grids are used, L = 20, 40, 80, 160. The global error of the velocities is evaluated at time t∗ = tD/U∞ using the
following L2 norm error:

Lerror2 ≡

√(∑
(uc

x − ua
x)2 + (uc

y − ua
y)2
)
/N, (30)

where the summation is over the total number of grid nodes N and the superscripts, a and c , refer to the analytical and
computational values respectively. The velocity magnitude and vector plots at t∗ = 1 are shown in Fig. 5a. The global
L2-error versus the number of grid points along the cylinder is presented in Fig. 5b.

Using the formula p = ln
(
(Li+1

2 − Li2)/(L
i
2 − Li−1

2 )
)
/ln(r) and a constant grid refinement ratio r = 2, the apparent order

of convergence is p = 1.992 for the CLBM, p = 1.986 for the IDF-CLBM between the refining region (D = 20 − 80) and
p = 1.958 for the IDF-CLBM between the refining region (D = 10 − 40). The superscripts in the L2 terms denote the
refinement levels. It is shown that the global second order accuracy of the CLBM is not significantly affected by the IBM. For
the same test case, Wu and Shu [30] reported a convergence rate of 1.9 and Kang and Hassan [38] a convergence rate of 1.98.
As pointed out by Zhang et al. [32], the use of the Lagrange interpolation formula, unlike the Dirac delta function, does not
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Fig. 6. Comparison of (a) the ux velocity component at x = L/2 and (b) the uy velocity component at y = L/2 in a decaying Taylor–Green vortex flow for
Re = 10 at three non-dimensional times t∗ = 0.5, 1.0, 2.0. The analytical values are plotted with dots and the computational values of the CLBM and the
IDF-CLBM are plotted with continuous and dashed lines respectively.

introduce similar numerical velocity slip at the fluid nodes near the boundary and improves the local accuracy of themethod.
The reader should refer to Geller et al. [52] for an interesting discussion on the computational efficiency and accuracy of the
LBM. The computed velocities of both the CLBM and the IDF-CLBM at three non-dimensional times are plotted in Fig. 6. Good
agreement between the computed and the analytical values is observed.

3.2. Flow over a circular cylinder

The first validation example is the simulation of flowspast a circular cylinder. In this extensively studied, both numerically
and experimentally, problem, the flowbehavior changes according to the Reynolds number,which is defined asRe = u∞D/ν.
D is the diameter of the cylinder, u∞ is the freestreamvelocity and ν is the kinematic viscosity. In order to avoid the transition
range, Re = 150−300, of the flow to 3D [53,54], Re = 20, 40, 100 and 150 are examined. In the presentmethod, the external
forces can be computed directly from the boundary forces obtained from the IDF scheme. For the lift force, the spanwise
component Fl,y, of the boundary force is used

FL = −

∑
l

Fl,y1sl, (31)

whereas the streamwise component Fl,x of the boundary force is used for the computation of the drag force.

FD = −

∑
l

Fl,x1sl. (32)

The summation is performed over all Lagrangian points. 1sl is the discretization length of the immersed surface and
should be equal for all points l. Unless otherwise specified, the forcing point is uniformly distributed with 1sl = 1.0. Using
Eqs. (31)–(32), the lift and drag coefficients are defined as

Cl =
FL

0.5ρU2
∞
D

, (33)

Cd =
FD

0.5ρU2
∞
D

. (34)

The initial density is taken as ρ = 1.0. At Re = 20 and Re = 40 the freestream velocity is set to U∞ = 0.1 and to
U∞ = 0.04 at Re = 100 and Re = 150 respectively. The computational domain is 50D × 50D with nine levels of grid
refinement. The region around the cylinder is 4D × 2D with a uniform mesh of 405 × 205 grid points.

3.2.1. Steady flow over a circular cylinder
For Re = 20 and 40, a development of two symmetric, stationary recirculating eddies is observed behind the cylinder.

The wake length Lw or, recirculation length, is defined as Lw = 2L/D where, L is the distance from the rearmost point of the
cylinder to the end of the wake, as shown in Fig. 7. The separation angle θs is defined as the angle between the rearmost
point of the cylinder and the point s on the cylinder surface where the shear stress is zero. The drag coefficient Cd, the wake
length Lw and the separation angle θs are compared with other numerical and experimental results [30,55–58] in Table 1.
Both immersed boundary treatments agree well with the other results in the literature.
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Table 1
Comparison of Drag coefficient, wake length Lw and separation angle θs for steady flow over a circular cylinder at Re = 20 and 40.

Case References Cd Lw θr (deg)

Re = 20 Dennis and Chang [55]—Finite difference, NSE 2.045 1.88 43.7
Fornberg [56]—Body-fitted grid, NSE 2.000 1.82 –
He and Doolen [57]—Interpolation-supplemented, LBM 2.152 1.842 42.96
Wu and Shu [30]—Implicit velocity correction IBM, LBM 2.091 1.86 –
Nieuwstadt and Keller [58]—Vorticity streamfunction, NSE 2.053 1.786 43.37
Present—IDF-CLBM 2.019 1.857 43.06
Present—MDF-CLBM 2.005 1.882 43.45

Re = 40 Dennis and Chang [55]—Finite difference, NSE 1.522 4.69 53.8
Fornberg [56]—Body-fitted grid, NSE 1.498 4.48 –
He and Doolen [57]—Interpolation-supplemented, LBM 1.499 4.49 52.84
Wu and Shu [30]—Implicit velocity correction, IBM 1.565 4.62 –
Nieuwstadt and Keller [58]—Vorticity streamfunction, NSE 1.550 4.357 53.34
Present—IDF-CLBM 1.524 4.61 53.12
Present—MDF-CLBM 1.522 4.567 53.41

Fig. 7. Wake length L and separation angle θs for steady flow over a circular cylinder.
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Fig. 8. Physical vorticity distribution on the surface of the cylinder at (a) Re = 20 and (b) Re = 40.

The physical vorticity ω, around the surface of the cylinder at Re = 20 and Re = 40 is compared with the results of
Fornberg [56] and Dennis [55] in Fig. 8. All dimensionless quantities in the LBM can be converted into physical quantities as
χ = χCχ , where Cχ is a conversion factor and χ is the dimensionless quantity. Therefore, ω can be computed as

ω = ωCω =
ω

Ct
=

ωu
uC2

L
, (35)

where Cω , Ct and CL are the conversion factors for the vorticity, the time and the characteristic length of the physical problem
respectively.

3.3. Computational efficiency and iteration convergence rate

The relative computational effort of the bulk flow (CLBM), the immersed boundarymethod and themain steps in the IBM
are presented in Table 2, based on two runs on each of three different architectures. In all cases the relative efforts are the
same. The computational grid consists of 106 points and the immersed body is discretized using 312 points.N = 20 iterations
are used in both immersed boundary methods. The two additional steps in the IDF scheme increase its computational cost
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Fig. 9. Iteration convergence rate of the average boundary error EIB at different numbers of iterations for the flow around the circular cylinder at Re = 40.
The average boundary error EIB is computed using Eq. (30), where the summation is taken over all Lagrangian points.

Table 2
Computational time percentages of the bulk flow (CLBM), the immersed boundary method and the main IBM steps shown in Fig. 2.

CLBM (%) IBM (%) Velocity—int (%) Force spreading (%) Discrete force (%) Streaming (%)

IDF-CLBM 93.6 6.40 0.95 2.46 1.17 0.47
MDF-CLBM 95.4 4.61 0.93 2.41 – –

Table 3
Comparison of lift coefficient, drag coefficients and Strouhal number for unsteady flow over a circular cylinder at Re = 100.

Case References Avg.Cd Cl St

Re = 100 Williamson [59]—Experiment – – 0.166
Lai and Peskin [60]—2nd order IBM-NSE 1.447 ±0.330 0.165
Liu et al. [61]—Body-fitted method, NSE 1.35 ±0.339 0.164
Wu and Shu [30]—Implicit velocity correction IBM, LBM 1.364 ±0.344 0.163
Choi et al. [62]—Higher order IBM-NSE 1.34 ±0.315 0.164
Kang and Hassan [38]—Exterior sharp direct forcing, LBM 1.336 ±0.329 0.165
Present IDF-CLBM 1.334 ±0.331 0.165
Present MDF-CLBM 1.330 ±0.327 0.164

over theMDF scheme by 32.8%. However, since both steps have an influence range close to the boundary and are not related
to the number of IB points, the computational cost would not increase if a finer representation of the boundary was selected.
The overall computational overhead of the IDF-CLBM over the MDF-CLBM is limited to 2.1%. As a final remark, increasing
the number of iterations in the IFD scheme from N = 1 to N = 20 leads to a 6.4% increase in the overall computational cost.
However, as shown in Fig. 9, that increase in N significantly reduces the boundary error by an order of magnitude. It should
be noted that the errors shown in Fig. 9 are case specific and are not representative of all the cases presented in this study.

3.3.1. Unsteady flow over a circular cylinder
For Re = 100 and 150, vortices are shed from the body. The Strouhal number is defined as

St =
fdD
U∞

, (36)

where fd is the shedding frequency. Tables 3 and 4 present average drag coefficients, minimum and maximum values of lift
coefficients and Strouhal numbers. The results are comparedwith other numerical schemes and experiments [30,38,59–62].
Both methods are in good agreement with the literature. Fig. 10 shows the time evolution of the lift and drag coefficients
for the IDF-CLBM and the MDF-CLBM. The MDF-CMLB computed a slightly lower drag coefficient than the IDF-CLBM. The
relative time t∗ is defined as t∗ = tnU∞/D, where tn is the current timestep.

At Re = 150, the IDF-CLBM drag coefficient has a better agreement with the body-fitted method of Liu et al. [61] with
a relative error <1%. Overall, the no-slip boundary condition on the immersed surface is well satisfied and a momentum
exchange between the interior and the exterior to the boundary fluid domains, that would increase the computed force is
minimized.

The time averaged physical vorticity ω∗, around the surface of the cylinder at Re = 100 is compared with the results
of Fornberg [56] and Dennis and Chang [55] in Fig. 11. The present IDF-CLMB agrees well with the body-fitted method of
Fornberg [56] and the finite difference solver of Dennis and Chang [55].
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Table 4
Comparison of lift coefficient, drag coefficients and Strouhal number for unsteady flow over a circular cylinder at Re = 150.

Case References Avg.Cd Cl St

Re = 150 Williamson [59]—Experiment – – 0.183
Lai and Peskin [60]—2nd order IBM-NSE 1.44 – 0.184
Liu et al. [61]—Body-fitted method, NSE 1.334 ±0.530 0.182
Kang and Hassan [38]—Exterior sharp direct forcing, LBM 1.312 ±0.513 0.184
Present IDF-CLBM 1.327 ±0.528 0.182
Present MDF-CLBM 1.322 ±0.522 0.183

Fig. 10. Time evolution of lift and drag coefficients for the flow around a circular cylinder at (a) Re = 100 and (b) Re = 150.

Fig. 11. Time averaged physical vorticity distribution on the surface of the cylinder at Re = 100.

3.4. Flow over a NACA-0012 airfoil

The flow around a NACA-0012 airfoil is investigated in this section. Because of the streamlined shape of the airfoil, a
body-fitted method would be a usual approach in order to get high accuracy in the aerodynamic coefficients. This issue is
addressed by further refining the region around the airfoil, while maintaining a uniform Cartesian grid. The computational
domain is 100c×100c [63], where c = 400δx is the chord of the airfoil and δx = 1.0 is the uniform grid spacing. Ten levels of
grid refinement are used in order to ensure that the boundaries will not deteriorate the accuracy of the solution. The region
around the airfoil is 1.5c × 0.5c with a uniform mesh of 605 × 205 grid points.

Four different test cases are studied for the flow around the NACA-0012 airfoil as shown in Table 5. Similar to the flow
around the circular cylinder, the density is initialized with ρ = 1.0. In Table 5, Niter is the number of iteration in the IDF
scheme.
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Table 5
Test cases for the NACA-0012 airfoil.

Case Re AoA (deg) c (δx) U∞ Wake Niter

1 500 0 400 0.1 Steady 20
2 1000 10 400 0.04 Unsteady 20
3 5000 10 400 0.02 Unsteady 40
4 100000 10 800 0.01 Unsteady 80

Fig. 12. (a) Comparison of the pressure coefficient Cp distribution along the NACA-0012 airfoil at Re = 500 and AoA = 0◦ . (b) Streamlines and pressure
coefficient contour for the flow around the NACA-0012 airfoil at Re = 500 and AoA = 0◦ .

3.4.1. Steady flow over a NACA-0012 airfoil
The first test case studies the steady flow around the NACA-0012 airfoil at Re = 500 at AoA = 0◦. The time averaged

pressure coefficient can be computed as

Cp =
p(Xl) − p∞

0.5ρU2
∞

, (37)

where p∞ is the freestreampressure. The pressure p(Xl) on the surface of the airfoil can be interpolated from the surrounding
fluid nodes. In the present study, only the exterior to the boundary fluid nodes is used in the interpolation. The distribution
of the pressure coefficient along the surface of the airfoil and the pressure contours alongwith the streamlines are presented
in Fig. 12. The results are in very good agreement with the implicit velocity correction-based method of Wu and Shu [30].

Fig. 13 indicates the boundary layer velocity profile at different positions with respect to the chord of the airfoil (x/c =

0.0, 0.25, 0.5, 0.75, 1.0).
The time averaged velocity profile over 20000 time-steps at a steady state flow is used. The results are in good proximity

with the ones reported by Imamura et al. [64] using a LBM on a generalized coordinate system.
The boundary layer thickness δ, as well as the displacement thickness δ1 and the momentum thickness δ2, are also

computed and compared with the Blasius solution for a flat plate at the same Re, as shown in Fig. 14. The boundary layer
thickness δ is computed using the vorticity decay criterion. As shown in Fig. 15, the vorticity ω outside the edge of the
boundary layer (red line) is negligible and the flow is almost irrotational with ∇ × u = 0. The computational procedure
used in the present study is as follows. First, the vorticity is interpolated on thewall normal directions nl for each Lagrangian
marker l on the immersed body. The maximum value of the vorticity (ω)nl for each nl is stored. Finally, δ is defined as the
distance from the wall where ωnl has decayed to a small fraction of the maximum vorticity (ω)nl near the wall

ω̂nl =
ωnl

(ω)nl
≤ ϵ, (38)

where ϵ = 0.02 is chosen based on the flat plate correlation. Knowing δ, the displacement thickness δ1 and the momentum
thickness δ2 are computed as

δ1 =

∫ δ

0

(
1 −

unl

Unl,δ

)
dy, δ2 =

∫ δ

0

unl

Unl,δ

(
1 −

unl

Unl,δ

)
dy, (39)

where unl and Unl,δ are the tangential components of the computed velocity and the outer velocity on the normal to the wall
directions nl.

Fig. 14a shows that the accelerated flow from the leading edge leads in a thinner boundary layer than the flat plate.
However, at about 90% of the chord, the boundary layer has fully recovered its thickness due to the adverse pressure
gradient. In Fig. 14b, a similar behavior is observed for the momentum thickness, δ2. The displacement thickness recovers at
approximately 55% of the chord length.
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(a) Cross sections. (b) x/c = 0.50.

(c) x/c = 0.00. (d) x/c = 0.75.

Fig. 13. Comparison of the time averaged velocity profile of NACA 0012 at various cross sections x/c. The normal and dashed lines are the ux/U∞ and
uy/U∞ respectively, of the IDF-CLBM. The results from Imamura [64] are plotted with circles and triangles.

3.4.2. Unsteady flow over a NACA-0012 airfoil
At Re = 1000 and AoA = 10◦, the computed Strouhal number is 0.861, which compares well with the value of 0.862

reported by Mittal and Tezduyar [63] and the value of 0.86 reported by Johnson and Tezduyar [65]. Fig. 16a, shows the time
evolution of the lift and drag coefficients. The time averaged, over the last four periods, lift coefficient is compared with
the reported values in [63] and [65] as shown in Fig. 16b. Our results agree well with the ones reported in [65]. Mittal and
Tezduyar [63] reported a 2% higher value of the lift coefficient.

Fig. 17 shows the boundary layer thickness around the NACA-0012 airfoil. The time averaged vorticity over ten oscillation
periods is used.

At Re = 5000 and AoA = 10◦, the presence of stronger vortices on the surface of the airfoil result in higher average values
of the aerodynamic coefficients. Fig. 18a shows the time evolution of the lift and drag coefficients. In order to accurately
capture the flow characteristics, a lattice freestream velocity U∞ = 0.02 is used. The magnitudes of the temporarily
fluctuating components of the aerodynamic coefficients are also higher for Re = 5000. The lift coefficient computedwith the
IDF-CLBM agrees well with the one reported in [63], as shown in Fig. 18b. At both Re = 1000 and Re = 5000, the magnitude
of oscillation of the lift coefficient reported in [63] is slightly lower than the one computed with IDF-CLBM.



Please cite this article in press as: E.J. Falagkaris, et al., PROTEUS: A coupled iterative force-correction immersed-boundarymulti-domain cascaded lattice
Boltzmann solver, Computers and Mathematics with Applications (2017), http://dx.doi.org/10.1016/j.camwa.2017.07.016.

E.J. Falagkaris et al. / Computers and Mathematics with Applications ( ) – 15

(e) x/c = 0.25. (f) x/c = 1.00.

Fig. 13. (continued)

Fig. 14. (a) Boundary layer thickness with Blasius solution (b) Displacement (δ1) and momentum (δ2) thickness with Blasius solution.

Fig. 15. Normalized absolute vorticity field around the NACA-0012 at Re = 500 and boundary layer thickness δ (red line). The black lines show the vorticity
ωnl , scaled with the maximum value (ω)nl , on the normal directions nl . (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 16. (a) Time evolution of lift and drag coefficients for the flow around a NACA-0012 airfoil at Re = 1000 and AoA = 10◦ , (b) Averaged lift coefficient
Cl , over four oscillations with period T .

Fig. 17. Normalized absolute vorticity field around the NACA-0012 at Re = 1000 and boundary layer thickness δ (red line). The black lines show the
vorticity ωnl , scaled with the maximum value (ω)nl , on the normal directions nl . (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 18. (a) Time evolution of lift and drag coefficients for the flow around a NACA-0012 airfoil at Re = 5000 and AoA = 10◦ , (b) Lift coefficient over five
oscillation periods.

Fig. 20 shows a sequence of frames for the instantaneous vorticity around the airfoil during one period of the lift
coefficient. The first frame 20a corresponds to the minimum lift coefficient, whereas the fourth frame 20d corresponds
to the maximum lift coefficient. It is noticed that the interaction between the vortices shed from the upper and the lower
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Fig. 19. Time evolution of lift and drag coefficients for the flow around a NACA-0012 airfoil at Re = 105 and AoA = 10◦ .

Table 6
Statistics for the time evolution of the lift and drag coefficients for the flow around a NACA-0012 airfoil at Re = 105 and AoA = 10◦ .

Reference Mean St. deviation Min Max

CL Mittal and Tezduyar [63] 0.82705 0.15917 0.30035 1.24603
Present IDF-CLBM 0.85577 0.12797 0.51671 1.24583

CD Mittal and Tezduyar [63] 0.11457 0.02995 0.03149 0.19888
Present IDF-CLBM 0.11724 0.02776 0.03139 0.20724

surfaces of the airfoil generates an upwards moving wake with counter-rotating vortices. A similar conclusion is reported
in [63]. The computed Strouhal number, based on the dominant frequency is 0.681which agrees well with the value of 0.685
of Mittal and Tezduyar [63].

At Re = 105 and AoA = 10◦, a direct comparison with other numerical simulations is not feasible. The freestream lattice
velocity is set to U∞ = 0.01 and the chord of the airfoil at c = 800δx with δx = 1.0. Fig. 19 shows the time histories of the
aerodynamic coefficients acting on the airfoil.

Table 6 summarizes some statistical characteristics of the time evolution of the lift and drag coefficients. The results
are compared with the ones reported in Mittal and Tezduyar [63] and good agreement is observed on the drag coefficient.
However, differences are observed in the lift coefficient. Although the mean and maximum values are closely related, a
divergence is observed in the standard deviation and the minimum value. The quantile–quantile (Q–Q) plots in Fig. 21
compare the data of the lift and drag coefficients obtained with the IDF-CLBM with the data reported in Mittal and
Tezduyar [63]. Good statistical proximity is observed for the drag coefficient with a 5% average divergence between the two
data sets. However, as seen in Fig. 21a, below the mean value, the data range for the lift coefficient significantly diverges.

According to Mittal and Tezduyar [63], flows at such high Reynolds numbers are considered turbulent in nature. It
should be noted that Case 4 could be considered as a limit to the current IDF immersed boundary algorithm. Although
the no-slip boundary condition is still satisfied, the effect of the force spreading operation in the immersed boundary
scheme and the first order of accuracy of the Dirac delta function distorts the accuracy of the solution around the immersed
boundary. This leads to discontinuities of the velocity gradient on the boundary and decreases the order of accuracy of the
solution. This can also be verified by the over-predicted values of the lift coefficient in Fig. 21a. This is a known issue of all
immersed boundary treatments and further developments are necessary. As a final remark, the instantaneous vorticity at
t∗ = 0.433, 0.436, 0.438, 0.44, 0.442, 0.444 is shown in Fig. 22. It can be observed that separation of the flow on the upper
surface of the airfoil occurs very close to the leading edge.

Case 4, demonstrates the robustness of our numerical scheme at high Reynolds number flows. In contrast to the previous
cases, an unsteady motion of the internal fluid is observed at Re = 105, as shown in Fig. 22. The time derivative of the linear
momentum of the internal fluid results in an internal force Fint given by:

Fint (t) = ρ
d
dt

∫
x∈Ω(t)

u(x, t)dx. (40)

The effect of the internal forces is more significant in moving boundary applications. However, in highly unsteady flow
cases, compensating the internal forces in the computation of the aerodynamic forces should be further investigated.

4. Conclusions

A novel coupling between the CLBM and the IBM has been presented. To ensure stability and numerical accuracy, the
central moment formulation of the LBM [17,18] has been chosen to solve the fluid dynamics equations. The iterative force
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Fig. 20. Instantaneous vorticity around the NACA-0012 airfoil at Re = 5000 and AoA = 10◦ for a period of oscillation of the lift coefficient.

Fig. 21. (a) Q–Q plot for the lift coefficient, (b) Q–Q plot for the drag coefficient.
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Fig. 22. Instantaneous vorticity around the NACA-0012 airfoil at Re = 105 and AoA = 10◦ .

correction IBM recently proposed by Zhang et al. [32], has been coupled with the CLBM. The numerical accuracy of the
boundary treatment has been enhanced by incorporating the effects of both the current and next time step in the discrete
external forcing term. The proposed coupling scheme is found to be computationally efficient and geometrically flexible,
indicating that the extension to moving boundaries may be tractable.

The robustness and numerical accuracy of the proposed scheme is demonstrated by studies of steady and unsteady flows
around a circular cylinder and a NACA-0012 airfoil over a range of Reynolds numbers. The IDF is also compared with an
established multi direct forcing IBM [38].

The study of the flow around a circular cylinder indicates that both the IDF and the MDF schemes are in good agreement
with other numerical and experimental results in the literature. At Reynolds number of 100 and 150 (the limits for 2D flow),
the results obtained with the present method are in better agreement with the results reported by Liu et al. [61], using
a body-fitted NSE solver, than those from other IBM schemes presented in the literature. Four test cases are investigated
for the flow around a NACA-0012 airfoil. At a low Reynolds of 500, the computed pressure coefficient and the boundary
layer velocity profiles are in very good agreement with other numerical methods. The computed boundary layer thickness,
Fig. 14, is identical to the analytical Blasius solution for a flat plate up to the point of maximum curvature on the airfoil
surface. Beyond that point, as expected, the pressure gradient adversely affects the thickness of the boundary layer. The
aerodynamic coefficients for the moderate Reynolds number cases (1000 and 5000) are accurately captured by the present
scheme. The robustness of our scheme is demonstrated using a Reynolds number of 100000. A statistical analysis of the
time dependent solution indicates that the IDF-CLBM accurately reproduces the unsteady lift and drag behavior reported by
Mittal and Tezduyar [63].

The present IDF-CLBM scheme has been shown to compute the aerodynamic coefficients and flow characteristics in the
vicinity of an immersed body. In the majority of the cases, the present results compare well with body-fitted methods.
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However, as the Reynolds number increases and the kinematic viscosity decreases, the effect of the use of the Dirac delta
function in the force spreading operation (which is only first-order accurate) effectively decreases the numerical accuracy,
giving rise to artificial numerical errors and leading to discontinuities in the velocity gradient at the boundary. This numerical
dissipation cannot be resolved by further refining the computational grid, indicating that further developments of the
method are necessary. Finally, the effect of the fluid forces inside the immersed boundary need further investigation.
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