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Resum

El processament de les cadenes d’àcids ribonucleics (ARN) és un
mecanisme mol·lecular  crucial  gràcies  al  qual els  precursors dels
ARN  missatgers  es  converteixen  en  ARN  missatgers  madurs.
L’exemple més notable és l’anomenat empalmament, procés en el
qual  els  introns  són eliminats  del  precursor,  i  que sovint  origina
formes  alternatives  d’ARN  missatgers  madurs.  Els  ARN  no
codificants,  o  ARN que  no  tenen  la  capacitat  de  ser  traduïts  en
proteïna, també estan sotmesos a diversos passos de processament, i
alguns estudis estableixen una connexió entre aquest processament i
la  funció  que  exerceixen.  Addicionalment,  estudis  recents
assenyalen  els  ARN  no  codificants  com  a  reguladors  de
l’empalmament  alternatiu.  Tanmateix,  aquests  mecanismes  no  es
coneixen en profunditat. Aquest treball inclou el desenvolupament
de  tres  novedoses  propostes  centrades  en  (i)  l’anàlisi  del
processament  de  petits  ARN  no  codificants,  (ii)  l’estudi  de
l’empalmament  alternatiu  i  (iii)  l’estudi  dels  processos  cel·lulars
que determinen les interaccions entre aquests dos.

Abstract

RNA  processing  is  a  crucial  molecular  mechanism  by  which
precursor RNAs are converted into mature RNAs. The most notable
processing  step  is  splicing,  in  which  introns  are  removed  from
precursor messenger RNAs, and that often gives birth to alternative
forms of  mature  messenger  RNAs.  Non-coding RNAs,  or  RNAs
that lack the capacity to be translated into a protein, also undergo
extensive RNA processing steps during their biogenesis, and several
studies establish a relation between the processing of non-coding
RNAs and the function they exert. Moreover, recent studies point
non-coding RNAs as regulators of alternative splicing, although the
regulation mechanisms are not completely understood. The present
work  includes  the  development  of  three  novel  computational
approaches focused on (i) the analysis of the processing of small
non-coding RNAs, (ii) the study of alternative splicing and (iii) the
study of the cellular processes that guide the interplay between both
of them.
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Preface

I was born at the same year Temple Smith and Michael Waterman
published their  seminal  paper,  entitled “Identification of common
molecular  subsequences”,  in  which  they  presented  the  Smith-
Waterman algorithm to perform local sequence alignment.  Today,
more  than  three  decades  later,  the  coupling  between  computer
science  and  biology  have  evolved  to  a  point  where  biology
constantly benefits  from the research in computer science,  and at
the  same  time  biology  constantly  poses  new  problems  and
challenges that act as driving forces for the advancement in the field
of computer science. The disciplines that emerged at the interface of
both fields are called Bioinformatics  and Computational  Biology.
Although the scientific community seems to struggle to pinpoint the
differences between them, both disciplines pivot over two different
entities: the tools and the data. The tools are the pieces of software
including  all  their  components:  the  core  algorithms,  the
mathematical models, the user interface or even the user manual.
The  data is whatever type of information that needs to be mined,
analyzed or visualized in order to understand the biology that lies
beneath it. 

That said, I believe the present work is a paradigmatic example of a
thesis in Bioinformatics or Computational biology. While some of
the results presented in this dissertation could be broadly classified
as basic research in genomics, the power engine that enabled them
has  been  built  upon  the  research  efforts  done  in  the  field  of
computer science.  The contribution of this  thesis is then,  double:
thanks to the novel tools developed during the four years this thesis
has taken, I have been able to analyze large amounts of diverse data
and  report  a  number  of  results  that  might  contribute  to  a  better
understanding of open biological questions.

vii



[Pàgina en blanc]

viii



Table of contents

Pàg.
Acknowledgements iii
Abstract v
Preface vii
List of figures xi
List of tables xiii

INTRODUCTION 1

1 The centrality of RNA to life 1

2 Non-coding RNAs 5
2.1 Classification of non-coding RNAs 10
2.2 Small non-coding RNAs 11
2.2.1 Transfer RNAs 11
2.2.2 Small nuclear RNAs 13
2.2.3 Small nucleolar RNAs 13
2.2.4 Micro-RNAs 15
2.2.5 sRNAs derived from structural non-coding 
RNAs

17

2.2 Long non-coding RNAs 19
2.2.1 Interplay between small RNAs and lncRNAs 22

3 Alternative splicing 23
3.1 Eukaryotic transcription and processing 23
3.2 Splicing mechanics 24
3.2.1 Splicing signals 25
3.2.2 The splicing reaction and the spliceosome 26
3.3 Alternative splicing 28
3.3.1 Types of alternative splicing 29
3.3.2 Regulation of alternative splicing 30
3.4 Regulation of alternative splicing by non-coding
RNAs

31

4 Computational biology of RNA processing 33
4.1 RNA-Seq 33
4.1.1 RNA-Seq read mapping 35
4.2 Methods for the study of alternative splicing 37

ix



4.2.1 Methods for transcriptome reconstruction and 
quantification

37

4.2.2 Methods for alternative splicing events 
quantification

39

4.3 Methods for the study of non-coding RNAs 41

OBJECTIVES 43

RESULTS 45

5. The discovery potential of RNA processing 
profiles

45

6. Leveraging transcript quantification for fast
computation of alternative splicing profiles

91

7. STSCAN: prediction of sRNA:pre-mRNA 
interactions with the potential to regulate 
alternative splicing

115

DISCUSSION 133

8. General discussion 133

CONCLUSIONS 141

REFERENCES 143

ANNEXES

Annex A. List of publications 167

x



List of figures

Pàg.
Fig. 1-1. A reformulation of the central dogma 3
Fig. 2-1. Biogenesis of small RNAs 12
Fig. 2-2. Small RNAs derived from longer non-coding 
RNAs

18

Fig. 2-3. Genomic contexts of long non-coding RNAs 20
Fig. 3-1. Splicing consensus signals 25
Fig. 3-2. Spliceosome cross-intron assembly and 
disassembly pathway

27

Fig. 3-3. Type of alternative splicing events 29
Fig. 4-1. Overview of the RNA-Seq technology 34
Fig. 4-2. Exon inclusion levels 40
Fig. 8-1. Dissection of the Ph.D. project 91

xi



xii



List of tables

Pàg.
Table 2-1. Non-coding RNAs in the human genome 9
Table 4-1. Transcript quantification methods 36

xiii



xiv



INTRODUCTION

1 The centrality of RNA to life 

The  elucidation  of  the  DNA structure  by  James  D.  Watson  and
Francis Crick in 1953 (Francis and Crick, 1953), widely regarded as
the starting point of modern molecular biology, ignited the fuse that
led to unraveling the central role of RNA in life. The double helix
structure, coupled to the finding by Frederick Sanger that proteins
had a fixed sequence of amino acids (Sanger and Thompson, 1953),
established  a  link  between  genes  and  proteins.  However,  a  big
enigma was still to be solved: how could the information stored in
DNA be  used  to  produce  proteins  in  the  proper  amount,  in  the
correct cell and in the right moment? At that time, knowledge about
RNA was still scarce, being merely considered as a cell constituent,
a nucleic acid with ribose instead of deoxyribose.

Shortly,  the  description  of  how  messenger  RNAs  carry  genetic
information that directs protein synthesis and the findings related to
the crucial roles of RNA in translation led to the deciphering of the
genetic  code.  At  that  point,  the  consensus  view  was  cogently
summarized  by  Crick’s  declaration  of  “the  central  dogma  of
molecular biology” in 1958 (Crick, 1958), and later revised in 1970
(Crick, 1970), that stated that information flows from DNA to RNA
to protein.  Implicit  in this  paradigm was that the final functional
product of a gene coded in the DNA was one protein with a specific
sequence. 

While  the  majority  of  the  aforementioned  studies  were
accomplished with bacteria  and viruses, copying DNA into RNA
did not suffice for genetic function in eukaryotic cells, suggesting
the existence  of some sort  of  still  unknown mechanism of RNA
processing.  This  gave  birth  to  a  wealth  of  relevant  findings  that
culminated  in  the  late  seventies  with  the  discovery  of  precursor
messenger RNA (pre-mRNA) splicing. This mechanism, by which
introns  are  removed  from  the  pre-mRNA  to  create  mature,
functional  RNA molecules,  was  first  observed  independently  by
Phillip A Sharp (Berget et al., 1977) and Richard J. Roberts (Chow
et  al.,  1977),  and  opened  the  mind  of  the  scientific  community
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towards the idea that regulation of mRNA might occur. A few years
later, the finding that pure RNA molecules could perform chemical
catalysis in many ways analogous to those of proteins, paved the
way for RNA to be considered a centric, key player in determining
cellular characteristics.

From  that  point  on,  the  last  four  decades  of  biomolecular
investigation on RNA shed even more light on how information is
processed  in  living  cells.  Numerous  co-  and  post-transcriptional
RNA processing  mechanisms  such  as  alternative  splicing,  RNA
editing, RNA interference or RNA-directed chromatin remodeling
have been described, and an unprecedented number of non-coding
RNAs  (ncRNAs),  RNA  molecules  that  are  not  translated  into
protein  -  traditionally  labeled  as  “junk  DNA”  (Gilbert,  1985)
because  of  their  apparent  inability  to  make  a  meaningful
contribution  to  the  cell  function  -  have  been  reported  and
characterized, specially thanks to the advent of the high-throughput
sequencing  technologies.  In  particular,  the  members  of  the
ENCODE  (ENcyclopedia  of  Dna  Elements)  project,  a  public
research consortium launched by the US National Human Genome
Research Institute back in 2003, recently reported that three quarters
of the human genome is capable of being transcribed (Djebali et al.,
2012),  and  claimed  that  it  was  possible  to  assign  biochemical
functions for 80% of the genome (ENCODE Project Consortium,
2012), an assertion that has been subject to intense scientific debate
(Graur et al.,  2013). In any case, genes are nowadays considered
fuzzy  transcription  units  capable  of  generating  many  products,
including different proteins and non-coding RNAs.

In the light of all the discoveries made in the past few years, the
“one  gene  one  product”  motto  is  challenged  by  the  reality  of
pervasive transcription and extensive RNA processing, and there is
no  doubt  that  the  classical  conception  of  Crick’s  central  dogma
needs some reassessment, a task that had already been undertaken
by some authors (Mattick, 2003; Shapiro, 2009). Figure 1-1 depicts
a  reformulation  of  the  so-called  central  dogma of  the  molecular
biology,  and  serves  as  the  starting  point  and  a  declaration  of
intentions  for  this  doctoral  thesis  centered  in  RNA,  life’s
indispensable molecule.
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Figure 1-1. A reformulation of the central dogma. Flow of genetic information
in higher eukaryotes.  Dashed lines do not represent biochemical  processes but
rather subtypes of a specific product. Superimposed to the flow diagram, in blue,
we show the network of regulatory functions carried out by non-coding RNAs.
We give in boldface the main questions addressed in the present thesis.
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2 Non-coding RNAs

Albeit the term non-coding RNA is nowadays used on a daily basis
in the scientific literature, a bit of historical perspective is needed to
fully  understand  the  importance  of  non-coding  RNAs in  today’s
scientific research, and how its relevance has evolved through the
history of molecular biology.

During the early 1950s, scientists observed in the cell cytoplasm for
the first time the existence of a number of small granules similar in
size. Those granules, that were named ribosomes by Robert George
in a 1958 meeting (Darnell, 2011), were later found to be rich in
RNA and the site of protein synthesis in E. Coli (McQuillen et al.,
1959). The RNA contained in the ribosomes was naturally called
ribosomal RNA (rRNA). Soon thereafter,  a series of experiments
performed  by  Paul  C.  Zamecnik  and  Mahlon  B.  Hoagland
suggested that a completely different type of RNA molecule, later
named transfer RNA (tRNA), was able to adapt to activated amino
acids to enable protein synthesis in association with the ribosomes
(Hoagland et al., 1957; Hoagland et al., 1958). After the discovery
of messenger RNA (mRNA) in the early 1960s, it  was clear that
even though rRNAs and tRNAs play key roles in protein synthesis,
neither of them were responsible of coding and carrying the genetic
information stored in the DNA.

The  1960s  also  witnessed  two  other  important  discoveries
concerning RNA. The first one was that in animal cells there was at
least  one  molecular  mechanism  capable  of  generating  functional
cytoplasmic RNA products from nuclear primary transcripts,  also
named  precursors.  This  precursor-to-product  process  was  termed
RNA processing,  and  was  observed  for  the  first  time  in  rRNAs
(Scherrer et al., 1963). Extensive RNA processing by the molecular
machinery turned out to be a main characteristic of almost all the
catalogued  non-coding  RNAs  today.  The  second  discovery
concerned the observation by Harris Busch and colleagues of low
molecular  weight  RNA subjects  in  the  nuclei  and  nucleoli  of
mammalian cells that had a nucleotide composition different from
the other known RNAs at that time (Muramatsu et al., 1966).
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By  the  late  1970s,  scientists  discovered  that  genomic  coding
sequences  (exons)  were  interspersed  with  non-coding  regions
(introns) that were present in the primary gene transcript, the pre-
messenger RNA (pre-mRNA), but removed by a nuclear machinery,
the spliceosome, to give rise to the mature RNA (mRNA). The quest
to  decipher  the  nature  of  the  splicing  mechanism and  the  RNA
processing pathways shed some light on the unknown RNAs found
by Busch’s team: in the early 1980s, approximately 10 species of
RNAs other than rRNA, tRNA and mRNAs were shown to be stable
in mammalian cells. These were hypothesized to be involved in the
processing of high molecular weight RNAs. Those ten species were
divided into two groups, termed small nuclear RNAs (snRNAs) and
Class III RNAs (Zieve, 1981). Some of the species in the snRNA
group later emerged as key players in the pre-mRNA splicing and
accepted  as  core  components  of  the  spliceosome  (reviewed  in
Guthrie and Patterson, 1988), while other species of the same group
were further  characterized  as modulators  of the modification  and
processing of rRNA, and named small nucleolar RNAs (snoRNAs),
because  of  their  predominant  localization  in  the  cell  nucleoli
(reviewed in Maxwell and Fournier, 1995). Class III RNAs included
the 7SL RNA, found to be a component of the signal recognition
particle  (SRP)  (Walter  and  Blobel,  1981),  a  ribonucleoprotein
complex in charge of directing the protein traffic  within the cell;
and YRNAs, a highly conserved RNA in mammals originally found
in  the  serum  of  patients  with  the  autoimmune  disorder  lupus
erythematosus (Lerner et al., 1981).

During the 1980s, although terms like non-coding sequence or non-
coding region were commonly used to refer to the untranslated and
intronic  regions  of  the pre-mRNA, researchers  prefered  the term
structural RNAs (Walker, 1983) to denominate the major classes of
characterized  non-coding  RNAs  that  were  directly  or  indirectly
required  for  mRNA processing  and translation.  One of  the  most
prominent finding concerning RNA of this decade was that RNA
itself  was  capable  of  enzymatic  catalysis.  Thomas  Cech  and
colleagues found that the RNA structure formed by an intron of an
rRNA precursor was sufficient to make the splicing reaction happen
(Kruger  et  al.,  1982),  and  Sidney  Altman  and  his  collaborators
characterized the RNA subunit  of the RNase P ribonucleoprotein
complex as its catalytic center (Guerrier-Takada et al., 1983).
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At the beginning of the 1990s, two sets of independent discoveries
were  determinant  for  the  forthcoming  revolution  on  non-coding
RNAs.  The  first  of  these  discoveries  started  the  “miRNA
revolution”  (Morris  and  Mattick,  2014),  and  involved  the
description of two small (~22 nt) regulatory RNAs, found in 1993
(Lee  et  al.,  1993)  and  2000  (Reinhart  et  al.,  2000),  that  are
transcribed from the  C. Elegans lin-4 and let-7 loci, respectively,
and that regulate its developmental timing. Those two non-coding
RNAs remained mere eccentricities until the elucidation of the RNA
interference (RNAi) pathway (see Chapter 2.2.4), which led to the
identification of those RNAs as micro RNAs (miRNAs) and to the
discovery of many more like them. 

The second of these discoveries took place in 1990. A gene was
found in  human to  produce  a  cytoplasmic  transcript  that  had no
open  reading  frame  and  was  not  associated  with  the  translation
machinery, but that was transcribed by RNA polymerase II, spliced
and polyadenylated (Brannan et al., 1990), which are characteristic
features of mRNAs (refer to Chapter 3.1). Two years later, the XIST
gene  was  reported  to  produce  a  human  non-coding  transcript
containing at least 8 exons and totalling a length of 17kb, which
was involved in the X inactivation process (Brown et al.,  1992).
This set of findings unearthed the existence of long, functional RNA
molecules that, like pre-mRNAs, undergo splicing and maturation,
but that did not code for protein.

The following  decades  (1990s  till  today)  probably  constitute  the
golden era of non-coding RNA research with the rising of many
classes  of  regulatory  RNAs  such  as  Piwi-interacting  RNAs
(piRNAs), a large class of small RNAs expressed in animal cells
linked  to  transcriptional  gene  silencing  of  retrotransposons  and
other genetic elements in germ line cells (Weick and Miska, 2014).
Increasingly  fast  and  accurate  sequencing  methods  have  enabled
whole  genomes  and  expressed  RNA to  be  sequenced  (refer  to
chapter 4.1). These methods, coupled to an exponentially growing
catalogue of computational tools (refer to chapter 4.2), have enabled
the discovery and characterization of an unprecedented number of
non-coding  RNAs.  By  the  beginning  of  the  21st  century,  non-
coding RNAs already attracted the attention of the overall scientific
community.  The advent of new sequencing technologies provided
evidence  that  suggested  that  the  vast  majority  (97-98%)  of  the
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transcriptional  output  from the  human  genome did  not  code  for
protein (Mattick, 2001), pointing towards a yet-to-be identified key
role for non-coding RNAs in eukaryotic complexity and evolution.

Non-coding RNA class Description Number of subjects

3prime_overlapping_ncr
na

Short non-coding transcripts 
transcribed from the 3'UTR

33

antisense Transcript that overlap the 
genomic span (i.e. exon or introns)
of a protein-coding locus on the 
opposite strand

11194

bidirectional_promoter_l
ncrna

A non-coding locus that originates 
from within the promoter region of
a protein-coding gene, with 
transcription proceeding in the 
opposite direction on the other 
strand.

5

lincRNA Long, intergenic noncoding (linc) 
RNA that can be found in 
evolutionarily conserved, 
intergenic regions

13481

macro_lncRNA Unspliced lncRNA that is several 
kb in size

1

miRNA Micro RNA 4093

misc_RNA Miscellanous RNAs (includes 7SL,
7SK, YRNA among others)

2312

Mt_rRNA Mitochondrial rRNA 2

Mt_tRNA Mitochondrial tRNA 22

non_coding Transcript which is known from 
the literature to not be protein 
coding

3

processed_transcript Transcript from a protein-coding 
gene that doesn't contain an ORF

26977

retained_intron Alternatively spliced transcript 
believed to contain intronic 
sequence relative to other, coding, 
variants.

26704
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ribozyme Ribozyme 8

rRNA Ribosomal RNA 544

scaRNA Small Cajal Antobody-associated 
RNA 

49

sense_intronic Long non-coding transcript in 
introns of a coding gene that does 
not overlap any exons

978

sense_overlapping Long non-coding transcript that 
contains a coding gene in its intron
on the same strand

343

snoRNA Small nucleolar RNA 961

snRNA Small nuclear RNA 1896

sRNA Small RNA regulator 20

vaultRNA Vault RNA 1

Table 2-1.  Non-coding RNAs in the human genome. Catalogue of the major
classes of non-coding RNAs in the last version of Gencode,  including a short
description and the number of transcripts found in the human genome.

RNA sequencing have also revealed that the majority of the human
genome  appears  to  be  transcribed,  a  phenomenon  described  as
pervasive  transcription.  Moreover,  new  sequencing  technologies
allowed scientists  to  reveal  a  new plethora  of  non-coding RNAs
associated  to  this  pervasive  transcription,  such  as  promoter-
associated short RNAs (paRNAs) and transcription initiation RNAs
(tiRNAs) (Kapranov et al., 2007).

Today the term non-coding RNA is defined by  The Dictionary of
Genomics, Transcriptomics and Proteomics (Günter, 2015) as “Any
ribonucleic acid that does not encode a protein and can therefore not
be annotated by a search for open reading frames. Instead, ncRNAs
are encoded by intergenic,  intronic and promoter sequences”, and
this  definition  applies  to  thousands of  RNA molecules  organized
within tens of functionally characterized different families (Table 2-
1).  Not  only  non-coding  RNAs  play  a  role  in  virtually  all  the
cellular processes, numerous studies have also linked abnormalities

9



in several small and long ncRNAs to a wide spectrum of diseases
(reviewed  in  Esteller,  2011;  Taft  et  al.,  2010;  and  Cooper  et  al.
2009),  yielding  a  potential  wealth  of  new  biomarkers  and
therapeutic targets.

But, are all the non-coding RNAs and their functions known? This
question is tackled in in the present thesis. The reader can find in
the  Results  section  the  description  of  the  novel  computational
methods  developed  in  this  thesis  work  to  identify  an  extended
catalogue of small non-coding RNAs in human, and a predicted list
of non-coding RNAs, short and long, with the capacity to regulate
the alternative splicing of certain genes.

2.1 Classification of non-coding RNAs

The classification of the myriad of non-coding RNAs known to date
into functionally well characterized classes is still an open problem.
Although a general consensus has been reached as to separate them
according their size, into small (< 200 nt) and long (the rest) non-
coding  RNAs,  it  is  still  a  rather  intricate  task.  Many  of  the
aforementioned classes of RNAs, including the structural tRNAs,
snRNAs snoRNAs,  the  regulatory  miRNAs and the  transcription
associated tiRNAs and paRNAs, fall into the small RNA category.
However, meanwhile these classes populating the small RNA world
are  well  characterized,  the  panorama changes  completely  for  the
long non-coding RNAs,  to  the  extent  that  multiple  reviews have
been  written  in  the  last  few  years  attempting  to  propose  a
classification  of  long  non-coding  RNAs  into  different  classes  to
facilitate the study of their functionalities (Laurent et al., 2015; Ma
et al., 2013). In this thesis we will focus on the straightforward size-
based classification of non-coding RNAs and on the major classes,
miRNAs, snRNAs, snoRNAs and tRNAs.
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2.2 Small non-coding RNAs

2.2.1 transfer RNAs

tRNAs consist of 75-95 nt molecules ubiquitous in all organisms,
and  are  amongst  the  most  abundant  of  all  RNA  molecules,
constituting  4-10% of  all  cellular  RNA (Kirchner  and  Ignatova,
2015). Their aforementioned role in protein synthesis is performed
as follows: transfer RNAs are adaptor molecules capable of loading
a  specific  amino  acid  at  its  3’-end  and  read  the  mRNA three
nucleotides at a time by base pairing, forming a codon (mRNA) -
anticodon (tRNA) interaction that determines the position of amino
acids  in  proteins.  The  interactions  with  both the  mRNA and the
ribosome  are  possible  thanks  to  the  cloverleaf  structure
characteristic to all tRNAs, first proposed by Robert Holley in 1965
(Holley et al., 1965), consisting of three loops where the second is
the AC-loop containing the anticodon sequence and the third is the
D-loop that binds to the ribosomes.

In  addition  to  their  role  in  protein  synthesis,  tRNAs  have  been
reported to be implicated in many other cellular processes including
cell  wall  synthesis  and reverse  transcription  (reviewed in  Giegé,
2008). Moreover, mutations in tRNA-encoding genes, or in genes
encoding  the  enzymes  responsible  of  processing,  charging  and
modifying the tRNAs, have been linked to several diseases such as
diabetes,  ataxia,  intellectual  disability  and cancer  (Scheper  et  al.,
2007; Torres et al., 2014).

Biogenesis of tRNAs

Eukaryotic tRNA molecules are transcribed by RNA polymerase III
from tRNA-encoding genes as precursors that are heavily processed
by a  sequence  of  maturation  events  (Figure  2-1b).  These  events
comprise leader removing and trailer trimming, splicing, addition of
the  3’-terminal  acceptor  residues  and  a  number  of  post-
transcriptional  modifications  of  multiple  nucleoside  residues.
Correctly  processed  mature  tRNAs  undergo  a  receptor-mediated
export  process  to  the  cytoplasm,  where  they  can  perform  their
function as adaptors in translation.
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Figure  2-1.  Biogenesis  of  small  RNAs.  Biogenesis  pathways  and  effector
machineries of (a) small nuclear RNAs from the major spliceosome and small
nucleolar  RNAs (adapted  from Kiss,  2004),  (b)  transfer-RNAs (adapted  from
Kirchner and Ignatova, 2015) and (c) micro-RNAs, including canonical and non-
canonical pathways (adapted from Kim et al., 2016). Note that in panel (a) U1,
U2, U4 and U5 genes belong to the Sm class of snRNAs, while U6 snRNA gene
belongs to the Sm-like class.

The number of  tRNA-encoding genes  varies  significantly  among
organisms,  and  tends  to  increase  with  the  complexity  of  the
organism.  Eukaryotic  genomes  might  contain  from  168
(Schizosaccharomyces pombe) to 12.292 (Danio Rerio) genes, being
610 the estimated number of human tRNA-encoding genes (Chan et
al.,  2009).  Although  these  genes  are  dispersed  throughout  the
nuclear and mitochondrial genomes, it has been reported that they
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tend to cluster in the nucleolar portion of the linear nuclear genome,
raising  the  possibility  of  a  coordinated  regulation  of  their
transcription (Thompson et al., 2003).

2.2.2 small nuclear RNAs

Small nuclear RNAs comprise a large number of highly abundant,
metabolically  stable,  non-polyadenylated  RNAs  localized  in  the
nucleus,  where they recruit  a large  set  of proteins  to  form small
nuclear  ribonucleoprotein  complexes  (snRNPs)  (Gesteland  and
Atkins,  1993).  Those  snRNPs  interact  to  form  a  dynamic
ribonucleoprotein  machine  called  spliceosome,  responsible  of
catalysing pre-mRNA splicing, including the recognition of the core
splicing regulatory signals  (refer to chapter  3.1).  snRNAs can be
subdivided  in  two  major  classes  on  the  basis  of  sequence
similarities  and  recruited  protein  cofactors:  Sm  and  Sm-like
snRNAs (reviewed in Matera et al., 2007).

Biogenesis of snRNAs

Functional  mature snRNAs are 60-450 nt molecules  born from a
complex process that includes four major steps: transcription of a
large  snRNA precursor,  processing  of  the  precursor  into  mature-
sized snRNA, introduction of covalent modifications of site-specific
nucleotides  and  assembly  with  ribonucleoproteins  (reviewed  in
Kiss, 2004). While adhering to those four steps, the two classes of
snRNAs follow different biogenesis pathways (Figure 2-1a) linked
to distinct subcellular  compartments.  In the case of Sm snRNAs,
precursor transcription by a specialized form of RNA polymerase II
is followed by 3’-end processing, addition of a 5’-cap structure and
exportation  from the  nucleus  for  cytoplasmic  maturation.  In  the
cytosol, mature Sm snRNAs are assembled into snRNP complexes
and transported back to the nucleoplasm for snRNP maturation in
the  Cajal  Bodies.  In  contrast,  biogenesis  of  Sm-like  snRNAs  is
confined  to  the  nucleus,  where  they  undergo  site-specific
modifications and are assembled into snRNPs.
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2.2.3 Small Nucleolar RNAs

Small  nucleolar  RNAs  are  a  group  of  ~60-220  nt  molecules
typically  localized  to  the  nucleolus,  where  they play  a  canonical
role in the posttranscriptional  modification of rRNA and snRNA,
upon binding to  a  core  complement  of  proteins  to  form a  small
nucleolar  ribonucleoprotein  (snoRNP)  complex  (reviewed  in
Bratkovič and Rogelj,  2011) with catalytic activity. The structural
features of snoRNAs include an antisense element that serve as a
guide specifying the nucleotides in the target RNA to be modified,
and  a  number  conserved  stretches  of  nucleotides,  termed  boxes,
largely responsible for recruiting the core proteins that conform the
snoRNPs (Maxwell and Fournier, 1995).

Based  on  the  sequence  motifs  of  these  structural  boxes  and  the
proteins they recruit, snoRNAs are broadly divided into two classes,
known  as  the  C/D-box  and  H/ACA-box  snoRNAs.  C/D-box
snoRNAs  typically  have  two  sets  of  internal  boxes,  named  C
(RUGAUGA where R is a purine) and D (CUGA), and direct 2’-O-
ribose  methylation  of  specific  nucleotides  in  their  target  RNAs.
H/ACA  snoRNAs  are  identified  by  their  characteristic  H
(ANANNA, where N is  any nucleotide)  and ACA (ACA) boxes,
and guide pseudouridylation of specific nucleotides in their target
RNAs. There is  a third class of snoRNAs, the small  cajal  body-
specific  RNAs  (scaRNAs)  that  have  sequence,  structural  and
functional features of either or both classes of snoRNAs, and are
responsible for the 2’-O-ribose methylation and pseudouridylation
of some snRNAs (Bachellerie et al., 2002).

In addition to directing RNA modifications,  some snoRNAs have
been detected to play intriguing roles outside the nucleolus, which
include mRNA modification (Cavaillé  et  al.,  2000),  regulation of
pre-mRNA splicing (refer to chapter 2.3), miRNA-like regulation of
gene expression (refer to chapter 2.2.5) and control of chromatin
accessibility (Schubert et al., 2012). Moreover, snoRNAs have been
shown to be implicated in neurological  disorders:  the loss of the
HBII-52  snoRNA cluster  within  the  human  15q11q13  locus  is
implicated  in  the  progress  of  the  Prader-Willi  and  Angelman
syndromes, possibly due to inappropriate splicing of the serotonin
receptor mRNA (Nicholls and Knepper, 2001).
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Biogenesis of snoRNAs

Both major snoRNA families are closely related by their unusual
genomic  organization  and  biogenesis  pathways  (Figure  2-1a).  In
vertebrates,  snoRNAs  are  encoded  within  introns  and  are  not
independently  transcribed  by  any  RNA  polymerase.  Instead,
snoRNAs  are  processed  from  the  spliced  pre-mRNA introns  by
exonucleolytic  digestion  of  the  debranched lariat.  It  appears  that
binding of the snoRNP proteins occurs on the host pre-mRNA and
is facilitated by the splicing machinery bound to that pre-mRNA
(reviewed in Kiss, 2004).

2.2.4 micro-RNAs

The most widely studied class of non-coding RNAs are probably
micro-RNAs (miRNAs), a class of endogenous, 19-24 nt regulatory
small RNAs that regulate gene expression at the post-transcriptional
level  by  base-pairing  with  mRNAs (Holley  and  Topkara,  2011).
miRNAs are bound to an RNA-induced silencing complex (RISC),
which contains at its core an Argonaute (AGO) protein, and serve as
the guide to specific sites in the 3-’UTR or, rarely, in the coding
sequence,  of  target  mRNAs,  causing  mRNA  degradation  or
repressing mRNA translation (Hutzinger and Izaurralde, 2011). Up
to  2.600  miRNAs  have  been  catalogued  so  far  in  the  human
genome, many of which targeting hundreds of mRNAs (Griffiths-
Jones  et  al.,  2008),  to  the extent  that  it  is  estimated  that  human
miRNAs regulate more than 60% of all human protein-coding genes
(Friedman et al., 2009). 

Most non-coding RNAs exert their function by forming RNA:RNA
duplexes with their target molecules. These interactions have been
well characterized for miRNAs, which require full complementarity
in  plants  but  show  only  partial  complementarity  between  the
miRNA and the target mRNA in animals. In particular, nucleotides
2 to  8 from the 5’-end of the miRNA, referred as the seed,  and
certain structures  in the 3’-end are crucial  for the binding to the
mRNA (Bartel,  2009).  While  miRNAs  have  been  shown  to  be
implicated in a large proportion of biological pathways at the cell
level, they appear to be particularly linked to differentiation and in
deciding  cell  fate  (Kloosterman  and  Plasterk,  2006).  Moreover,
miRNA dysregulation has deep implications in human disease, as
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they  have  been  linked  to  tumorigenesis  (Esquela-Kerscher  and
Slack, 2006; Hammond, 2005; Croce, 2009), neurological (Schaefer
et  al.,  2007;  Williams  et  al.,  2009;  Haramati  et  al.,  2010)  and
cardiovascular  (Zhao et  al.,  2007; Cordes et  al.,  2009) disorders,
and other conditions such as Chron’s disease (Brest et al., 2011) or
deafness (Lewis et al., 2009).

Biogenesis of miRNAs

In humans, the vast majority of canonical miRNAs are encoded in
intergenic  regions  or  in  introns  of  coding  and  non-coding
transcripts, although some miRNAs are exceptionally encoded by
exonic regions (Kim et al.,  2009).  Recent  studies also report  the
existence of a number of miRNAs with precursors located across
exon-intron junctions, triggering a competitive interaction between
the spliceosome and the miRNA processing machinery (Melamed et
al., 2013).

In  the  canonical  biogenesis  pathway  (Figure  2-1c),  miRNAs  are
transcribed  primarily  by  RNA polymerase  II  as  part  of  longer
primary  miRNA (pri-miRNA)  transcripts.  The  first  step  in  pri-
miRNA maturation is carried out by the Microprocessor complex,
which contains the RNAse III enzyme Drosha,  the RNA binding
protein DGCR8 and multiple  co-factors  (Denli  et  al.,  2004).  The
Microprocessor recognizes a secondary structure in the pri-miRNA
and cleaves it, originating a precursor miRNA hairpin (pre-miRNA)
that  is  exported  to  the  cytoplasm  by  the  Exportin5/RanGTP
complex (Lund et al.,  2004). In the cytoplasm, the pri-miRNA is
cleaved by the RNAse Dicer to generate a mature miRNA duplex
that is composed by the guide strand miRNA, that is incorporated
into the RISC, and the passenger strand miRNA (or miRNA*), that
is usually degraded (Kim, 2005).

Apart  from  this  canonical  miRNA biogenesis  pathway,  several
alternative mechanisms have been described (Figure 2-1c) (Kim et
al.,  2016).  A number  of  miRNAs encoded in  introns  can bypass
Drosha-mediated  processing  and  originate  from  intronic  lariat
debranching (Ruby et al., 2007). Another alternative mechanism is
involved in the biogenesis of mir-451, which does not require Dicer,
but instead involves the catalytic activity of AGO2 (Cheloufi et al.,
2010).
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2.2.5 small RNAs derived from structural non-coding RNAs

The quest to decipher the microRNAome, i.e. the complete set of
microRNAs  in  an  organism,  of  human  and  other  species  is
intimately  coupled  with  the  application  of  deep  sequencing
technologies,  specially  small  RNA-Seq,  which  has  the  ability  to
quantitatively measure the expression of small RNAs of typically
17 to 35 nucleotides long. The output of an small RNA-Seq study is
a library of reads, which are short stretches of nucleotides that can
be mapped back to the genome of interest. Chapters 4 and 5 of the
present thesis address RNA-Seq technologies and their applications
in greater detail.

While small RNA deep sequencing studies are traditionally directed
to  the  study  of  microRNAs,  several  of  these  studies  provided
evidence that a substantial  number of the sequenced small  RNAs
were derived from previously well-characterized longer RNAs, such
as tRNAs (Cole et  al.,  2009; Lee et  al.,  2009; Haussecker et  al.,
2010;  Liao  et  al.,  2010;  Pederson,  2010),  snoRNAs (Taft  et  al.,
2009; Scott et al., 2009; Ono et al., 2011; Saraiya and Wang, 2008;
Scott et al., 2012; Ender et al., 2008), snRNAs (Burroughs et al.,
2011;  Li  et  al.,  2012),  rRNAs (Zywicki  et  al.,  2012)  or  YRNAs
(Nicolas et al., 2012), which were for a long time considered to be
stable transcripts (Figure 2-2). Despite being expressed in a stable
and  consistent  manner,  the  function  of  these  non-coding  RNA
derived small RNAs remains elusive for the vast majority of them, a
question addressed in the present thesis. 

snoRNA-derived RNAs

snoRNA-derived  RNAs  (sdRNAs)  are  ~15-33  nt  small  RNAs
mainly derived from the 5’ and 3’ ends of C/D-box snoRNAs, and
from  stems  of  internal  hairpins  of  H/ACA-box  snoRNAs.  Such
positional  profiles  are  evolutionary  conserved  in  vertebrates,
invertebrates, plants and unicellular eukaryotes, although sdRNAs
show different size distributions amongst these organisms (Taft et
al., 2009).
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Figure 2-2.  Small RNAs derived from longer non-coding RNAs.  Schematic
secondary structure and locations of derived small RNAs from longer non-coding
RNAs, indicated as  red and black lines for  each non-coding RNA family:  (a)
tRNA, (b) H/ACA-box snoRNA, (c) C/D-box snoRNA, (d) YRNA, (e) U1 and
U5 snRNAs and (f) 5S rRNA. Highlighted nucleotides belong to (a) 3’-termini
adaptor, (b) H and ACA boxes, (c) C and D boxes and (e) Sm sites. Adapted from
Chen and Heard, 2013.

Some sdRNAs have been shown to have miRNA-like processing
features  and  activity.  In  human,  a  small  RNA derived  from the
ACA45 scaRNA was shown to be produced in a Microprocessor-
independent and Dicer-dependent manner to regulate the expression
of  its  target,  the  cyclin-dependent  kinase  11B  (CDK11B)  gene
(Ender  et  al.,  2008).  While  only  a  minor  portion  of  the  ACA45
scaRNA transcripts are exported to the cytosol for Dicer processing,
the majority of them localize to the nucleolus where they fulfill its
canonical function, a dual function that has been recently reported
for further snoRNAs belonging to both C/D-box (Brameier et al.,
2011)  and  H/ACA-box  (Scott  et  al.,  2009)  families.  But,  while
H/ACA-box-  and  scaRNA-derived  small  RNAs  have  the  typical
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size of Dicer products (~22nt), most of the C/D-box-derived small
RNAs show a bimodal size distribution, between ~18 and ~27 nt,
suggesting other functions and a biogenesis pathway mediated by
nucleases  other  than  Dicer  (Martens-Uzunova  et  al.,  2013).  A
potential  function  for  this  subset  of  sdRNAs  was  uncovered
investigating the Prader-Willy syndrome-related HBII-52 family of
snoRNAs,  whose  sdRNAs  were  shown  to  be  involved  in  the
regulation of alternative splicing (refer to Chapter 3).

tRNA-derived RNAs

Small RNAs derived from tRNAs can be separated in two major
classes according to their size and the part of the tRNA from which
they are derived: tRNA halves and small  tRNA fragments (tRFs)
(Sobala and Hutvagner, 2011). tRNA halves are 30-35 nt long and
are  produced  by  Angiogenin-mediated  cleavage  in  or  near  the
anticodon  loop  in  response  to  induced  stress.  tRFs,  of
approximately  20  nt  in  length,  are  divided  into  three  groups,
according to their positions in the pre-tRNA: tRF-5, tRF-3 and tRF-
1.  tRFs  that  belong  to  the  first  two  groups  are  conserved  in
mammals and plants and are specifically processed from the 5’- and
3’-ends  of  mature  tRNAs  respectively,  probably  via  Dicer-
dependent  pathways  (Cole  et  al.,  2009).  Members  of  the  tRF-1
group, detected in different vertebrates, are produced from the 3’-
pre-tRNA trailers  during  pre-tRNA processing  by  the  nuclease
RNase Z and are enriched in the cytosol, indicating the involvement
of  nuclear  export  pathways  during  their  biogenesis  (Lee  et  al.,
2009). Albeit the exact roles of tRNA halves and tRFs are yet to be
elucidated,  accumulating  evidence  indicates  that  tRNA-derived
small RNAs might have a role in the regulation of gene expression
(Diebel et al., 2016).
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2.3 Long non-coding RNAs

Long non-coding RNAs (lncRNAs), which are generally defined to
be non-coding RNA molecules longer than 200 nt, have been in the
spotlight of molecular biology researchers in the recent years due to
their potential as components of an entire new layer of biological
regulation.  New  studies  uncovering  novel  lncRNAs  and  linking
them  to  particular  diseases  or  describing  novel  mechanisms  of
action appear on nearly a weekly basis. Surprisingly,  despite this
explosion of information, little is still known about how lncRNAs
function, how many of them really exist or even whether most of
them bear any biological significance (kung and Colognori, 2013).

Figure 2-3. Genomic contexts of long non-coding RNAs (lncRNAs). lncRNAs
may be stand-alone transcription units  or  may be transcribed  from enhancers,
promoters or introns of protein-coding genes (shown with a start ATG and a stop
TGA codon, in white); from pseudogenes (shown with a premature stop codon, in
white); or antisense to other genes with varying degrees of overlap, from none
(divergent), to partial (terminal), to complete (nested). lncRNAs may also host
one or more small RNAs (black hairpin) within their transcription units. Adapted
from Kung et al., 2013.

The  classification  of  lncRNAs  relies  on  the  empirical  attributes
originally used to detect them, such as genomic context, transcript
length, association with annotated protein-coding genes, association
with  other  DNA  elements  of  known  function,  sequence  and
structure  conservation  or  association  with  subcellular  structures
(Laurent et al., 2015). While genomic context does not necessarily
provide  any  information  about  their  function,  it  serves  as  a
convenient shorthand to organize these diverse species (Figure 2-3),
and sometimes it is used for a “guilt by association” annotation of
function by assigning the function of a nearby gene that correlates
or anti-correlates in expression.  Accordingly,  lncRNAs have been
grouped  into  six  broad,  non  mutually  exclusive  categories:  (1)
stand-alone  lncRNAs  or  long  intergenic  ncRNAs  (lincRNAs),
which are distinct transcription units located in intergenic regions,
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transcribed by RNA Pol II, polyadenylated and spliced, usually with
alternative  isoforms  (refer  to  chapters  3.1  and  3.3);  (2)  natural
antisense transcripts (NATs),  which arise from the opposite DNA
strand  of  annotated  transcription  units  (reviewed  in  Faghihi  and
Wahlestedt,  2009);  (3)  pseudogenes  (Pink et  al.,  2011;  Li  et  al.,
2013); (4) long intronic ncRNAs, which are encoded in the introns
of annotated genes (Rearick et al., 2011); (5) promoter-associated
transcripts (PROMPTs), produced from the vicinity of transcription
start sites in both sense and antisense direction, which are usually
capped and polyadenylated (Seila et al.,  2008); and (6) enhancer-
associated  lncRNAs  (eRNAs),  bidirectional  transcripts  that  arise
from enhancers (Kim et al., 2010), although it is not clear that those
belong exclusively to the realm of lncRNAs, since eRNAs of 50 to
200 nt have been also reported (Natoli and Andrau, 2012).

The  lack  of  an  appropriate  universal  experimental  approach  to
characterize  lncRNAs  function  makes  the  identification  of
functional lncRNAs an arduous task, and despite the prevalence of
long  non-coding  RNA genes  in  the  eukaryotic  genomes,  only  a
small  proportion  have  been  examined  for  biological  function.  In
fact, from the many thousands (~9.500) of lncRNAs annotated in
the human genome (Harrow et al., 2012), no more than a couple of
hundred of them are described to accomplish a specific biological
function (Quek et  al.,  2014). At a cellular  level,  the best  studied
biological  functions  of  lncRNAs  include  X  chromosome
inactivation (e.g. XIST) (Penny et  al.,  1996; Leung and Panning,
2014),  imprinting  (e.g.  AIR)  (Sleutels  et  al.,  2002),  control  of
development  through  the  basal  expression  regulation  of
developmental genes (e.g. HOTAIR, HOTTIP and EVF2) (Rinn et
al.,  2007; Wang et al.,  2011; Bond et al.,  2009) and oncogenesis
(e.g.  MALAT1)  (Gutschner  et  al.,  2013).  The  blueprints  of  the
underlying  transcriptional  and post-transcriptional  mechanics  that
enable  these  lncRNAs  to  fulfill  such  complex  functions  can  be
constructed  from  the  combinatorial  usage  of  four  archetypical
molecular mechanisms: signals, decoys, guides and scaffolds (Wang
et  al.,  2011).  As  signals,  lncRNAs  can  faithfully  reflect  the
combinatorial actions of transcription factors; as decoys, they can
titrate  transcription  factors  away  from  chromatin  or  work  as
sponges  of  regulatory  miRNAs;  as  guides,  lncRNAs  can  recruit
chromatin-modifying enzymes to  target  genes,  either  in cis  or  in
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trans; and as scaffolds, they can bring together multiple proteins to
form ribonucleoprotein complexes.

Due to their prominent implication in the regulation of genes that
are central to development and oncogenesis, it is not surprising that
the dysregulation of lncRNAs is a primary feature of many complex
human  diseases  (reviewed  in  Taft  et  al.,  2010;  Esteller,  2011).
Indeed,  lncRNAs  have  been  shown to  be  implicated  in  diseases
such as leukaemia (Calin et al., 2007), colon cancer (Pibouin et al.,
2002), prostate cancer (Fu et al., 2006), breast cancer (Guffanti et
al., 2009), psoriasis (Sonkoly et al., 2005) or Alzheimer (Faghihi et
al., 2008), amongst many others.

2.3.1 Interplay between small RNAs and lncRNAs

Recent genome-wide studies suggest that a significant fraction of
the  annotated  long  non-coding  RNA  transcripts  undergo  post-
transcriptional processing events not observed in mRNAs that yield
small RNA products (reviewed in Quinn et al., 2016). One example
is  the  lncRNA  MALAT1,  a  highly  abundant  nuclear  lncRNA
expressed  in  many  mammalian  cell  types,  that  has  a  tRNA-like
structure  which  is  cleaved  by  RNase  P  to  give  birth  to  the
MALAT1-associated small cytoplasmic RNA (mascRNA), which is
later  capped  and exported  to  the  cytosol  where  it  may  exert  its
function (Wilusz et al., 2008). Another example are sno-lncRNAs,
which  consist  of  an  intronic  lncRNA flanked  by  two  snoRNAs,
thereby lacking a 5’-cap or a polyadenylated tail, that originate from
introns encoding tandem snoRNAs (Yin et al., 2012).
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3. Alternative splicing

Traditionally,  splicing  was  defined  as  the  mechanism  by  which
introns  are  removed  from  precursor  RNAs  to  create  mature
transcripts,  which  still  stands  as  a  valid  but  extremely  simple
definition.  Rather  than  being  considered  as  a  mechanism  solely
devoted  to  intron  removal,  today  we  know  that  splicing  is  a
complex mechanism of regulation modulated by specific factors or
even by the transcription process itself, and that it is responsible for
the RNA and protein diversity observed in higher eukaryotes due to
its capacity to generate different alternatively spliced products. In
this  section I  will  give a brief  description on alternative  splicing
regulation and its interplay with non-coding RNAs. I will start by
outlining  the  underlying  mechanics  in  the  transcription  and
processing of eukaryotic protein-coding genes and some lncRNAs
(refer to Chapter 3.2).

3.1 Eukaryotic transcription and processing

In  eukaryotic  organisms,  the  transfer  of  the  genetic  information
contained in the DNA to the final mature RNA products involves a
sequence of finely regulated biological reactions that befall in two
stages:  transcription  and  processing.  While  for  a  long  time
transcription and processing were thought to happen one after the
other,  now we’re certain  that  both occur  simultaneously and that
each biological  reaction step within them act as a sort of quality
check for the next step (Orphanides and Reinberg, 2002).

According to the current vision (reviewed in Lee and Young, 200;
Kornberg, 2007), eukaryotic transcription and processing starts with
the formation of the so called preinitiation complex, which helps to
position RNA polymerase II (RNAPII or Pol II) along with general
transcription factors over gene promoters. Once bound to the DNA,
the preinitiation complex separates the two DNA strands, and the
template strand is oriented to the active site of the RNAPII. In this
first phase the RNAPII enters into abortive cycles of synthesis and
releases short RNA products before getting paused after 20 or 40
nucleotides from the transcription start site (LI et al., 1996). With
the help of other cofactors, the Pol II gets released from most of the
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bound transcription factors and escapes the promoter, entering the
elongation step. Transcription elongation is a processive process in
which the double stranded DNA is unzipped to make the template
strand available to the Pol II for RNA synthesis. For every DNA
base  pair  separated  by  the  RNAPII,  one  RNA:DNA duplex  is
immediately  formed.  The  two  DNA strands  then  reunite  at  the
trailing of the transcription complex while the single RNA strand
emerges alone. Despite of its extremely processive nature, Pol II is
an  enzyme  prone  to  transcriptional  pausing  and  arrest  for
proofreading, which is regulated by the activity of several positive
and negative elongation factors (Sims et al., 2004).

Most  of  the  biological  reactions  involved  in  precursor  RNA
processing occur during transcription elongation. The nascent RNA
is capped as soon as it exits the transcription complex, and further
reactions  catalyze  the  recruitment  of  the  splicing  machinery  that
catalyzes  intron removal.  The last  processing step consists  in the
addition of a stretch of A nucleotides at the 3’-end of the nascent
RNA,  i.e.  polyadenylation,  and  is  coupled  to  the  termination  of
transcription,  which  leads  to  the  dissociation  of  the  complete
transcript and the release of the RNAPII from the DNA. Although
splicing appears to be predominantly co-transcriptional in humans
(Tilgner  et  al.,  2012),  it  has  been  shown  to  happen  in  a  post-
transcriptional fashion as well (reviewed in Kornblihtt et al., 2004).

3.2 The splicing mechanism

The splicing reaction happens in the nucleus,  is mediated by the
spliceosome and leads to the definition of exons and introns in the
precursor RNA, which are characterized by a number of splicing
signals.  Although  the  basic  ability  to  splice  introns  is  conserved
throughout evolution,  the splicing signals and their corresponding
splicing  factors  have  considerably  evolved,  uniquely  shaping  the
splicing mechanisms of different organisms (Schwartz et al., 2008).
Hence,  here  I  will  only  discuss  the  features  of  the  splicing
mechanism in human.
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3.2.1 Splicing signals

Splicing signals are regulatory regions in the pre-mRNA that  are
crucial  for  intron  identification  and removal,  and present  certain
sequence particularities that allow their recognition by the splicing
machinery.  Splicing  of  introns  is  directed  by  four  main  splicing
signals:  the  5′  splice  site  (5′ss),  the  branch  site  (BS),  the
polypyrimidine tract (PP) and the 3′splice site (3′ss). There are two
types of spliceosomes that are associated to two distinct types of
introns  with  different  sequence  properties  in  eukaryotes:  U2-
dependent  and  U12-dependent  introns  (Figure  3-1)  (Sharp  and
Burge, 1997). In human, while the vast majority of introns belong to
the  U2-dependent  class,  about  800  U12-dependent  introns  have
been  found  within  a  similar  number  of  genes  that  also  contain
introns from the U2-dependent class (Alioto, 2007).

Figure 3-1. Splicing consensus signals. Splice sites consensus sequences for (a)
U2-dependent introns and (b) U12-dependent introns. The boxes show graphical
representations  of  the  consensus  sequences  in  which  the  size  of  each  letter
represents the frequency of that base at each position over all introns. Adapted
from Padgett, 2012.
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The 5’ss, also called donor site, delimits the exon/intron boundary at
the  5’-end  of  the  intron  and  has  a  highly  conserved  specific
dinucleotide  within  a  larger,  less  conserved  region  of  about  9
nucleotides, that marks the beginning of the intron. While almost all
of  the  human  5’ss  in  U2-dependent  introns  and  several  U12-
dependent introns have a canonical GT dinucleotide, a number of
U12-dependent introns hold a non-canonical GC or AT dinucleotide
Padgett, 2012).

The branch site is characterized by an invariable A located within a
highly degenerative region (Mercer et al., 2015) and is commonly
located 21 to 34 nucleotides upstream of the 3’-end of the intron
(Gao et al., 2008), although a considerable number of cases have
been reported in which the BS is much more distant (Gooding et al.,
2006; Corvelo et al., 2010).. The position at which the BS is located
and the number of possible BSs have been reported as important
features for the splicing mechanism, since increasing the distance
between the BS and the 3’-end of the intron reduces its splicing
efficiency (Cellini et al., 1986; Corvelo et al., 2010).

The polypyrimidine tract is a stretch of pyrimidines rich in uracil,
usually 15 to 20 bp long, located downstream of the BS and often
close to the 3’-end of the intron (Coolidge at al., 1997). However, in
distant  BSs  the  PPT  remains  located  downstream  of  the  BS
(Corvelo  et  al.,  2010).  Finally,  the  3’ss  delimits  the  exon/intron
boundary  at  the  3’-end  of  the  intron  and  consists  of  an  AG
dinucleotide preferentially preceded by a T or a C (Padgett, 2012).
U12-dependent introns that hold an AT dinucleotide in the 5’ss have
an AC in this position. Despite the low information contained in the
3’ss signal, these 3 nucleotides seem to be necessary and sufficient
for the splicing reaction in most introns (Wu et al., 1999).

3.2.2 The splicing reaction and the spliceosome

Biochemically, splicing consists of two cleavage-ligation reactions
(Suzanne, 2008), which are transesterification reactions where one
phosphodiester bond is exchanged for another. In the first reaction,
the  adenosine  in  the  BS  forms  a  phosphodiester  bond  with  the
guanosine in  the 5’ss,  releasing  the  5’ exon from the intron and
forming  a  lariat  intermediate.  In  the  second  reaction,  a
phosphodiester bond is formed between the 3’-end of the released
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exon and the guanine in the 3’ss, which results in the two exons
being ligated together  and in the release of the intron as a lariat
structure.

Both cleavage-ligation reactions are catalyzed by the spliceosome, a
large ribonucleoprotein assembly formed from five snRNPs (refer
to  Chapter  2.2.2)  transiently  associated  to  more  than  700  non-
snRNPs splicing factors (reviewed in Matera et al., 2014), which is
dynamically assembled and disassembled at each round of splicing.
The U2 or major spliceosome is formed by the U1, U2, U4, U5 and
U6 snRNPs, which are responsible for the removal of U2-dependent
introns  from  the  precursor  RNAs;  whereas  the  U12  or  minor
spliceosome is formed by the U5, U11, U12, U4atac and U6atac
snRNPs, which splices U12-dependent introns. From now on I will
discuss the major spliceosome exclusively.

Figure 3-2. Spliceosome cross-intron assembly and disassembly pathway. For
simplicity, only the ordered interactions of snRNPs (circles) are shown. Exons
and introns are represented by boxes and lines, respectively. Adapted from Cindy
and Lührmann, 2011.
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The spliceosome assembly starts with the recognition of the 5’ss by
the  U1  snRNP  through  base-pairing  with  the  sequence  of
nucleotides 3 to 10 of the U1 snRNA, followed by the binding of
the U2 snRNP to the BS mediated by the sequence complementarity
with the U2 snRNA that leaves the A unpaired. Recognition of the
PPT and the 3’ss is carried on by the U2AF65 and U2AF35 splicing
factors,  respectively.  Further  recruitment  of  the  U4/U5/U6  tri-
snRNP forms the pre-catalytic spliceosome (B complex), which is
converted  to  the  catalytic  step  1  spliceosome  (C  complex)  after
extensive conformational changes and remodelling, responsible of
the two cleavage-ligation reactions. Figure 3-2 depicts the assembly
and disassembly pathway by which the spliceosome performs the
splicing of introns.

3.3 Alternative splicing

The  term  alternative  splicing  is  used  to  define  a  regulated
mechanism by which different forms of mature RNA are generated
from the same precursor RNA. The first example of an alternatively
spliced  gene  was  described  in  1981  for  the  mammalian  gene
encoding  the  thyroid  hormone  calcitonin,  which  was  shown  to
produce  two  different  transcripts  containing  4  and  5  exons
respectively  (Leff  and  Rosenfeld,  1986).  After  calcitonin,  many
more  examples  of  alternatively  spliced  genes  were  successively
found, but these were considered to be the exception rather than the
rule. By the time the Human Genome Project (HGP) was published
in 2001, it was estimated that more than the 35% of human genes
could undergo alternative splicing (Croft et al., 2000). At this point
alternative  splicing  emerged  as  one  of  the  most  important
mechanisms  capable  of  generating  a  protein  diversity  that  could
potentially  explain  the  complexity  of  a  species  whose  genome
encoded  approximately  25000  genes,  which  is  several  orders  of
magnitude lower than other less complex organisms such as several
types of plants. Today, thanks to the new generation of sequencing
technologies, it is considered that more than the 95% of the human
protein-coding  genes  undergo  alternative  splicing  (Wang  et  al.,
2010).
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3.3.1 Types of alternative splicing events

According to the changes produced in the mature RNA there are
five main types of alternative splicing events (Keren et al., 2010):
exon skipping, alternative 3’ss selection, alternative 5’ss selection,
intron retention and mutually exclusive exons (Figure 3-3). There
are other mechanisms that can change exon composition in mature
RNA, mainly alternative transcription start site selection, alternative
polyadenylation  site selection  and trans-splicing events,  the latter
involving  splicing  reactions  between  two  different  precursor
transcripts. These three forms of alternative splicing events are not
covered in the present thesis, but the reader can refer to (Kimura et
al.,  2006; Tian et al.,  2005) and (Labrador and Corcer, 2003) for
excellent bibliography about them.

Figure 3-3. Types of alternative splicing events. (a) exon skipping, (b) mutually
exclusive exons, (c) alternative 3’ss, (d) alternative 5’ss and (e) intron retention.
We do not include alternative first and last exons in the figure, although these are
generally considered as alternative splicing events too.

In exon skipping, an internal exon named cassette exon is spliced
out of the transcript together with its flanking introns as a single
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intron.  Exon  skipping  accounts  for  nearly  40%  of  alternative
splicing events in higher eukaryotes, but is extremely rare in lower
eukaryotes  (Alekseyenko  et  al.,  2007).  Alternative  3’ss  and  5’ss
selection  events  occur  when  two  or  more  splice  sites  are
alternatively  recognized  at  one  end of  an  exon,  and  account  for
18.4%  and  7.9%  of  all  alternative  splicing  events  in  higher
eukaryotes,  respectively.  Intron  retention  events,  consisting of  an
intron remaining unspliced and integrated within the mature RNA,
are one of the rarest  alternative splicing event  in vertebrates and
invertebrates, accounting for less than 5% of known events. Finally,
in the rare event of mutually exclusive exons, the splicing of two
adjacent  exons is  coordinated,  when one is  included the other  is
skipped, and the other way around. 

3.3.2 Regulation of alternative splicing

Splicing signals in the junctions of introns and alternatively spliced
exons  show  a  general  tendency  to  deviate  from  the  consensus
sequences  (Figure  3-1),  resulting  in  a  lowered  affinity  to  the
spliceosome, which leads to a reduced recognition (Stamm et al.,
2005).  The  recognition  of  these  degenerate  splicing  signals,
commonly  called  weak  splicing  signals,  is  modulated  by  the
presence of additional sequence elements located in the exon and
nearby introns: exon splicing enhancers (ESE) and intron splicing
enhancers (ISE), which enhance the recognition of weak splicing
signals,  and  exon  splicing  silencers  (ESS),  and  intron  splicing
silencers (ISS), which prevent it (Chasin, 2008). These enhancing
and  silencing  functions  are  mediated  by  numerous  regulatory
proteins that bind to these sequence elements and interact with the
splicing machinery to favor or disfavor the choice of weak splicing
sites  (Cáceres  and  Kornblihtt,  2002).  These  proteins  are  called
splicing factors and include the SR and hnRNP families of proteins,
and along with the sequence elements act in a combinatorial fashion
in  a  way such  that  the  balance  of  the  competing  enhancers  and
silencers determines the final splicing outcome. 

The  strength  of  the  splicing  sites  and  the  interplay  between  the
regulatory sequence elements and the splicing factors are not the
only modulators  of  alternative  splicing.  The secondary structures
adopted by the precursor RNA can occlude the splicing signals and
prevent  their  recognition  by  the  spliceosome  components,  or
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shorten the distance between them and facilitate their recognition
(Hiller et al., 2007; Shepard and Hertel, 2008; Warf et al., 2010).
The  coupling  between  transcription  and  splicing  has  also  deep
implications  in  the  regulation  of  alternative  splicing:  changes
affecting  the  RNAPII  elongation  rate  (Kornblihtt,  2004),  histone
modifications  (Spies,  2009;  Kolasinska-Zwierz  et  al.,  2009) or
chromatin organization (Schwartz et al., 2009; Nahkuri et al., 2009)
have also been shown to influence the recognition of splicing sites.

3.4  Regulation  of  alternative  splicing  by  non-coding
RNAs

Non-coding RNAs and components  of  their  biogenesis  pathways
have  recently  emerged  as  important  regulators  of  alternative
splicing, and a few mechanistic models - that can be loosely divided
into indirect and direct regulation models - have been proposed in
the past few years.

One of the first evidences of the role of ncRNAs in the regulation of
alternative  splicing  came  from  miRNAs,  which  were  shown  to
indirectly  regulate  the  splicing  outcome  by  repressing  the
expression of key splicing factors (Makeyev et al., 2007; Kalsotra et
al., 2010; Boutz et al. 2007). Similarly, the long non-coding RNA
MALAT1 was shown to regulate alternative splicing of a set of pre-
mRNAs by modulating the levels  of SR proteins (Tripathi  et  al.,
2010). More complex indirect  mechanisms of alternative splicing
regulation  involve  some  members  of  the  Argonaute  family  of
proteins, especially AGO1 and AGO2, which beyond their roles as
effectors of the miRNA-directed gene silencing pathway (refer to
chapter 2.2.4), have been shown to moonlight to act as alternative
splicing  regulators  by  interacting  with  the  spliceosome  and  by
triggering changes in the chromatin organization (Alló et al., 2009;
Ameyar-Zazoua et al., 2012).

The  first  evidence  of  direct  regulation  involved  the  C/D-box
snoRNA HBII-52  (refer  to  chapter  2.2.3),  which  was  shown  to
regulate the alternative splicing of the serotonin 2C receptor pre-
mRNA (Kishore  et  al.,  2006).  The  proposed  model  consists  of
HBII-52  being  processed  into  smaller  fragments  that  bind  to  a
silencer element of the exon Vb in the serotonin 2C receptor thanks
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to an 18 nucleotides conserved region of perfect complementarity,
thus  promoting  the  inclusion  of  exon  Vb  (Kishore  et  al.,  2010;
Kishore  and  Stamm,  2006).  In  a  recent  study  in  which  I
participated,  we  found  that  the  C/D-box  snoRNA  SNORD27
regulates  the alternative  splicing  of the transcription  factor  E2F7
pre-mRNA  through  direct  RNA:RNA  interaction,  likely  by
competing with the U1 snRNP (Falaleeva et al., 2016).

In the present  thesis  I  address  the  question  of  whether  there are
more non-coding RNAs, long or small, with the capacity to regulate
alternative splicing by direct  RNA:RNA interaction with the pre-
mRNA, using a novel, unbiased, genome-wide approach. 
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4. Computational biology of RNA processing

The coupling between the traditional field of molecular biology and
the  emerging  fields  of  bioinformatics  and computational  biology
has become so intimate in the recent years that today it is almost
impossible  to  conceive  the  study  of  RNA biology,  at  least  in  a
genome-wide  manner,  by  relying  exclusively  on  purely  wet-lab
techniques. Although bioinformatics and computational biology are
considered to be distinct fields, in terms of the principles they apply
and  the  purposes  they  pursue,  their  boundaries  are  not  clearly
defined  and  there  is  undoubtedly  a  significant  overlap  between
them,  hence  in  the  present  thesis  I  will  refer  indistinctly  to
bioinformatics and computational biology as fields within the life
sciences  devoted  to  the  development  and  application  of
computational tools and approaches to facilitate the interpretation of
biological data, including those to acquire, store, organize, archive,
analyze, or visualize such data.

In this chapter I will review the state of the art of the computational
methods designed for the study of non-coding RNAs and alternative
splicing, with an special emphasis on those that rely on the analysis
of  data  generated  by  RNA-Seq  sequencing  experiments.  An
introduction  to  this  type  of  the  so  called  high-throughput
sequencing technologies is then necessary prior to start dissecting
how RNA processing is studied with the aid of computational tools.

4.1 RNA Sequencing

RNA  sequencing  (RNA-Seq)  is  a  high-throughput  sequencing
method that parallelizes the sequencing process, delivering single
base resolution, almost noise-free data. It is based on the sequencing
of short fragments of cDNA obtained through the fragmentation of
the cDNA molecules converted from a rRNA-depleted RNA sample
called library. cDNA fragmentation is followed by ligation of 5’ and
3’ adapters,  PCR  amplification  and  sequencing,  resulting  in  the
generation  of  millions  of  short  reads  that  can  be  mapped  to  a
reference genome (Figure 4-1). The number of reads sequenced in
each experiment is proportional to the original number of molecules
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in  the  library,  allowing  direct  quantification  of  RNA expression
(Wang et al., 2009).

Figure  4-1.  Overview  of  the  RNA-
Seq technology. Flow of an RNA-Seq
experiment: long RNAs are converted
to  cDNA  fragments,  sequencing
adaptors  are  added  to  the  fragments
and a short read is obtained for each
cDNA.  The  sequencing  reads  are
finally mapped to a reference genome
or transcriptome. Adapted from Wang
et al., 2009.

The  number  and  length  of  the  reads  obtained  in  an  RNA-Seq
experiment  depends largely on the sequencing platform used. On
the other  hand,  a  collection  of  reads  may come in two different
fashions:  single-ended  or  paired-ended.  While  in  single-end
sequencing the cDNA fragments are sequenced from only one end,
in paired-end sequencing the same fragments are sequenced from
both  ends,  resulting  in  collections  of  reads  better  suited  for
downstream  computational  analysis  at  the  expense  of  a  higher
monetary cost (Ozsolak and Milos, 2011). Although the landscape
of  RNA sequencing  technologies  is  rapidly  changing,  and  new
sequencing platforms emerge with the promise of delivering faster,
cheaper and more reliable sequencing methods, the Illumina short-
read sequencing technology stands as a standard, and the choice for
the  vast  majority  of  experiments  published to  date.  Hence,  from
now on, whenever I refer to the reads obtained from an RNA-Seq
experiment, the reader could assume that those have been obtained
by means of the Illumina short read sequencing technology.

Prior  to  the  amplification  and sequencing  steps,  libraries  can  be
built to capture RNA molecules that fulfil certain conditions, such
as having a specific size range or having a polyadenylated tail. In
small  RNA-Seq (sRNA-Seq),  designed to sequence miRNAs and
other small RNAs, the cellular RNA is selected based on the desired
size range (e.g.  15 to 30 nucleotides) and is  then transformed to
cDNA without being fragmented. After adapter ligation, the cDNA
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molecules are sequenced from their 5’-ends, resulting in a collection
of millions of single-end reads (Morin et al., 2008). 

4.1.1 RNA-Seq read mapping

Read mapping, also called read alignment, is the process of aligning
the  collection  of  short  reads  coming  from  a  high-throughput
sequencing  experiment  to  either  a  reference  genome  or
transcriptome, and constitutes one of the most basic tasks in RNA-
Seq analysis. However, the read mapping problem poses significant
computational challenges, mainly because the number of reads per
experiment  can  easily  reach  several  hundreds  of  millions,  and
genome sizes are in the order of thousands of millions of base pairs
(Garber et  al.,  2011). These two facts conspire to turn traditional
alignment tools like BLAST (Altschul et al., 1990) or those based
on  dynamic  programming  algorithms  (e.g.  Smith-Waterman
algorithm) (Smith and Waterman, 1981) to impracticable solutions
to the read mapping problem.

To address the problem of large input size, both in number of reads
and size of the references, two main algorithmic ideas have been
applied  to  the  read  mapping  problem:  filtering  and  indexing
(Reinert et al., 2015). Filtering methods exclude large regions of the
reference where no approximate match with the read can be found.
This  is  usually  accomplished  by identifying  short  regions  in  the
reference (k-mers) that are discarded from the mapping process if
they do not share a small piece of the read (seed) without errors. In
addition to seeding filters, there are filters based on shared q-gram
counts  (Burkhardt  et  al.,  1999)  and  on  the  pigeonhole  lemma
(Baeza-Yates and Navarro, 1999). Indexing strategies consist on the
preprocessing of the reference sequence into string indices in a way
such that the mapping of a short read does not require scanning the
whole reference, drastically reducing the time of conducting queries
at the expense of a larger memory consumption. Popular indexes
currently used are the suffix array (Manber and Meyers, 1993), the
enhanced suffix array (Abouelhoda et al., 2004) and the FM-index
(Ferragina and Manzini, 2000).

Regardless of whether  they incorporate  filtering,  indices  or both,
mappers (i.e. the tools that perform read alignment) can be divided
into two broad groups: unspliced mappers, which align reads to a
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reference  without  allowing any large  gaps;  and spliced  mappers,
which  allow the  presence  of  large  gaps  in  the  alignment,  hence
enabling  the  possibility  to  map  reads  derived  from  exon-exon
junctions to a reference genome (reviewed in Engström et al., 2013
and in Alamancos et al. 2014).

Method Mapping to Isoform quantification Reference

SAMMate Genome RPKM/FPKM Xu et al. 2011

IsoformEx Genome RPKM Kim et al. 2011

MISO Genome Isoform PSI Katz et al. 2010

Alexa-Seq Genome Isoform expression level Griffith et al. 2010

SOLAS Genome RPKM Richard et al. 2010

Erange Genome RPKM Mortazavi et al. 2008

rSeq Genome RPKM Jiang et al. 2009

rQuant Genome RPKM Bonhert et al 2009

FluxCapacitor Genome Isoform PSI Montgomery et al. 2010

IQSeq Genome RPKM Du et al. 2012

Cufflinks Genome FPKM Trapnell et al. 2010

Casper Genome Isoform PSI Rossell et al. 2012

CEM Genome Isoform expression level Li et al 2012

IsoLasso Genome RPKM Li et al 2011

IsoInfer Genome RPKM Feng et al 2012

SLIDE Genome RPKM Li et al 2011

RABT Genome RPKM Roberts et al 2011

DRUT Genome FPKM Mangui et al 20012
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iReckon Genome RPKM Mezlini et al 2013

RSEM Transcriptome TPM Li et al 2011

IsoEM Transcriptome RPKM Nicolae et al 2011

NEUMA Transcriptome FVKM Lee et al 2011

BitSeq Transcriptome Isoform expression level Glaus et al. 2012

MMSEQ Transcriptome Isoform expression level Turro et al. 2011

eXpress Transcriptome FPKM Roberts et al. 2013

Table 4-1. Transcript quantification methods. This table includes methods that
use read mapping to reference genome or transcriptome to quantify annotated
transcripts. Adapted from Alamancos et al. 2011.

4.2 Methods for the study of alternative splicing

4.2.1  Methods  for  transcriptome  reconstruction  and
quantification

Expression quantification  has  long been an important  application
for the study of RNA populations in different tissues and conditions.
When using RNA-Seq, the number of reads per nucleotide assigned
to a given transcript serves as a surrogate for the original number of
 molecules of the same transcript in the sequenced sample. Once the
reads have been assigned to a transcription unit, read counts need to
be properly normalized to extract meaningful expression estimates
due to two main sources of systematic  variability inherent to the
RNA-Seq technology: RNA fragmentation causes longer transcripts
to  generate  more  reads  compared  to  shorter  transcripts,  and  the
number of fragments mapped across samples fluctuate due to the
variability in the number of reads produced in each run (Marioni et
al., 2008). 

Three broad approaches have been proposed for estimating the set
of transcripts  in RNA samples using RNA-Seq data (Janes et al.,
2015). The first one, and the simplest, consists on assuming that the
transcripts  in a sample are a subset of transcripts  from a curated
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annotation, such as RefSeq (Pruitt et al., 2012). In this approach,
reads  are  aligned  to  a  reference  genome  or  to  a  transcriptome
derived  from  the  annotation,  and  statistical  models  are  used  to
estimate  expression of the annotated  transcripts.  The second is  a
more ambitious strategy which involves the alignment of reads to a
reference  genome  and  the  use  of  these  alignments  to  infer  the
transcript structure and expression. The last and most challenging
approach is to assemble reads into transcript structures without the
aid  of  a  genome  reference.  From  now  on  I  will  refer  only  to
methods that follow the first approach. 

One of the first  methods for transcript  quantification,  which also
provided  the  foundations  for  the  computational  analysis  of
quantitative  transcriptome  sequencing,  was  Erange  (Mortazavi  et
al., 2008), where reads mapped to the exons and known junctions
were distributed in isoforms, the expression levels of which were
calculated  in  terms  of  Reads  per  Kilobase  per  Million  Reads
(RPKM).  However,  the  uncertainty  in  the  assignment  of  reads
shared  by two or  more  isoforms was not  appropriately  modeled.
Since  then,  dozens  of  tools  that  overcome  this  drawback  by
implementing  isoform  disambiguation  methods  have  been
published. Table 4-1 summarizes  the main isoform quantification
tools  published  to  date  along  with  a  brief  description  of  the
underlying methods implemented in each of them. Some of these
tools report isoform quantifications in terms of isoform expression
level values such as RPKM, FPKM (Trapnell et al., 2010) or TPM
(Li et al., 2010), and other in terms of a relative expression value.
All the tools listed in Table 2 use spliced or unspliced mappers to
align the reads to a reference genome or transcriptome.

On top of these methods, a number of recently published alignment-
free  tools  have  revolutionized  the  area  of  computational  isoform
quantification  due  to  their  ability  to  complete  transcriptome
quantifications in a matter of minutes,  without compromising the
accuracy of the estimations. The first published alignment-free tool
was Sailfish (Patro et al., 2014), which is based on the definition of
k-mers  that  identify  transcript  sequences  from  a  given
transcriptome. Sailfish bypasses the read-mapping step and directly
estimates transcript coverage by counting the k-mers occurring in
reads. Inspired by Sailfish, several other tools soon followed similar
principles or introduced mild modifications to improve either  the
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speed  or  the  accuracy.  RNA-Skim (Zhang  et  al.,  2014),  Salmon
(Patro et al., 2015) and, more recently, Kallisto (Bray et al., 2015),
are  the  pioneering  examples  of  this  new  generation  of  isoform
quantification tools (reviewed in Dapas, 2016).

4.2.2  Methods  for  the  quantification  of  alternative  splicing
events

The  majority  of  tools  for  the  computational  quantification  of
alternative splicing events are strongly dependent on the mapping of
RNA sequencing reads to the genome, and often rely on the existing
annotation to guide the prediction of the events. Like in the previous
section,  I  will  focus  only  on  methods  that  are  genome  and
annotation dependent or transcriptome dependent.

First reports using RNA-Seq to quantify splicing were based on the
analysis of junctions built from known gene annotations (Wang et
al., 2008), where splicing events were quantified in terms of exon
inclusion ratios. The most popular metric of exon inclusion ratio is
the ‘percent spliced in’ (PSI - Ψ), defined as the ratio of inclusion
reads to inclusion plus exclusion reads, where inclusion reads align
to candidate alternative exons and its junctions and exclusion reads
align  to  flanking  constitutive  exons  and its  junctions  (Figure  9).
Based on this approach, various tools have been developed recently,
which differ on whether the reads mapping on exons are used for
the  exon  inclusion  ratio  calculations,  whether  they  provide  the
mapping  step  or  not,  or  whether  a  statistical  model  is  used  for
estimating the exon inclusion ratios.  MMES (Wang et al.,  2010),
SpliceTrap (Wu et al., 2011), RUM (Grant et al., 2011), SpliceSeq
(Ryan et al., 2012), MISO (Katz et al., 2010), Alexa-Seq (Griffith et
al.,  2010) and SOLAS (Richard et  al.,  2010)  figure amongst  the
most  widely  used  exon  and  junction  count  tools  for  alternative
splicing events quantification. Nonetheless, all of them rely on the
mapping of reads to the genome and/or to the annotation to build
the different events.
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Figure  4-2.  Exon  inclusion  levels.
When  using  junction  reads,  PSI
values  are  calculated  as  the ratio  of
the  number  of  reads  supporting  the
inclusion  (read)  to  the  number  of
reads supporting the inclusion and the
exclusion  (blue)  of  an  alternative
exon  (a,  b),  alternative  exon
extension (c, d) or retained intron (e).
Dashed lines represent the gaps of the
reads  over  the  exon-exon  junctions.
Solid  lines  represent  the  body  of
reads describing exonic regions.

An alternative approach to calculate exon inclusion levels was first
used in a study conducted in cancerous breast tissues (Venables et
al., 2008). In this study, researchers identified 600 different genes
that had an exon skipping event, resulting in the transcription of two
different isoforms, one including the exon (longer isoform) and the
other skipping the exon (shorter isoform). The concentration of each
of the isoforms was assessed by RT-PCR, and for each exon a PSI
value was calculated as the ratio of the concentration of the longer
isoform  to  the  sum  of  concentrations  of  the  longer  and  shorter
isoforms.

In  this  thesis  I  present  SUPPA,  a  novel  method  for  alternative
splicing event quantification that exploits the transcript abundances
for estimating exon inclusion levels by taking advantage of the state
of the art  alignment-free isoform quantification methods (refer to
chapter 4.2.1), thus delivering accurate exon inclusion levels at an
unforeseen speed and enabling the systematic splicing analyses of
large datasets with limited computational resources.
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4.3 Methods to study non-coding RNAs

Understanding the function of non-coding RNAs in the age of high-
throughput  experiments  has  been  largely  possible  due  to  the
emergence  of  new  computational  approaches  for  the  structural
analysis,  discovery  of  RNA:RNA interactions  and  annotation  of
genomic data (Washietl et al., 2012). Although a close connection
exists between structure and function for many noncoding RNAs,
structural analysis  is  not a central  theme in this  thesis.  Thus this
chapter will not review any of the methods devoted to this purpose.
The  reader  can  refer  to  (Backofen  et  al.,  2014)  for  excellent
literature on this topic.

To exert their functions, ncRNAs interact with a wide spectrum of
biological  molecules,  including  mRNAs  and  other  non-coding
RNAs. For example, by direct RNA:RNA base-pairing interactions,
miRNAs and snoRNAs regulate the expression and the alternative
splicing of their target mRNAs respectively (refer to chapters 2.2.4
and 3.4). Predicting RNA:RNA interactions can thus elucidate RNA
interaction  partners  and  potential  novel  functional  mechanisms.
Accordingly,  a  plethora  of  methods have been developed for the
identification  of  non-coding  RNA targets.  While  most  of  these
methods  focus  on  the  prediction  of  miRNA targets  (reviewed  in
Reyes and Ficarra, 2012; Watanabe et al., 2007), a number of tools
have been designed for  the  prediction  of  ncRNA targets  without
assuming any specific constraints in the binding patterns (reviewed
in Lai and Meyer, 2015). These tools include IntaRNA (Wright et
al., 2014), GUUGle (Gerlach and Giegerich, 2006), RactIP (Kato et
al., 2010), RNAup (Mückstein et al., 2006) and LncTar (Li et al.,
2015), the latter specifically designed for predicting RNA targets of
long non-coding RNAs. In general these methods establish limits in
the  search  space  of  the  RNA target  to  speed  up  the  search  and
require the user to input parameters which are difficult to determine
in advance, such as the region of interaction between both RNAs in
the case of RNAup. In this thesis I describe STSCAN, a sequence
complementarity  based  algorithm  for  target  prediction  that
exhaustively scans for binding sites in the target molecule in linear
time, thus enabling genome-wide searches in a reasonable time, and
requires minimal parameter inputs from the user.

41



Another major challenge in understanding the function of ncRNAs
is  to  find,  characterize  and annotate  them in  complete  genomes.
Dozens of tools have been designed to fulfill this purpose, either for
specific families of ncRNAs (miRNAs, tRNAs, rRNAs, snoRNAs)
(Kang and Friedländer, 2015; Lowe and Eddy, 1997; Lagesen et al.,
2007;  Hertel  et  al.,  2008)  or  in  a  generic  fashion.  A common
approach for the generic classification of non-coding RNAs is the
searching  of  sequence  and  structural  homology  in  specialized
databases or genomics  data  (Nawrocki and Eddy, 2013).  Another
interesting  approach  is  the  use  of  read  profiles,  i.e.  the  distinct
coverage patterns formed by the reads coming from an RNA-Seq
experiment when mapped to the reference genome (Pundhir et al.,
2015).  A  read  profile  essentially  represents  the  positional
arrangement of reads along a specific region in the genome, and can
be regarded as the footprint of the processing steps through which
this transcribed genomic region has undergone. In this direction, a
number of methods capable of detecting new members of known
RNA families have been published in the past few years, mainly
deepBlockAlign  (Langerberger  et  al.,  2012)  and  more  recently
BlockClust  (Videm  et  al.,  2014),  which  operate  under  the
assumption that ncRNAs showing similar read profiles would likely
belong to  the  same ncRNA family.  These  methods  show low to
moderate  accuracy  when  predicting  certain  known  classes  of
ncRNAs,  are  often  slow and  require  large  amounts  of  computer
memory. 

In  this  thesis  I  describe  SeRPeNT,  a  fast  and  memory  efficient
profile-based tool for the discovery and annotation of small  non-
coding  RNAs.  SeRPeNT  not  only  annotates  novel  sRNAs  that
belong  to  known  classes  with  higher  accuracy  than  previous
methods, but also detects potential novel ncRNAs families.
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OBJECTIVES

The general objectives of this thesis are:

General Objective 1 (GO1)
The development of novel, efficient computational methods to study
how RNAs are processed in living cells

General Objective 2 (GO2)
To  elucidate  the  mechanisms  of  noncoding  RNA  mediated
regulation of alternative splicing

These two general objectives can be materialized into four different
concrete objectives:

Concrete Objective 1 (CO1)
To develop a  method for  the  identification  of  small  RNAs from
size-selected RNA-seq experiments data

Concrete Objective 2 (CO2)
To  develop  a  method  for  the  fast  quantification  of  alternative
splicing events oriented to the analysis of large datasets

Concrete Objective 3 (CO3)
To develop a method to find binding sites between pairs of RNAs.

Concrete Objective 4 (CO4)
To  find  a  set  of  small  RNAs  with  the  ability  to  regulate  the
alternative  splicing  of  a  number  of  mRNAs or  long  non-coding
RNAs
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RESULTS

5  The  discovery  potential  of  RNA  processing
profiles
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Abstract

Alternative splicing is a key molecular mechanism in the processing
of  the  precursor  RNAs  and  contributes  to  the  increase  of
transcriptome complexity in most eukaryotes. Although alternative
splicing is mainly regulated by the combinatorial control of multiple
protein factors that enhance or repress the recognition of splice-sites
by  the  spliceosome,  recent  evidence  points  to  alternative
mechanisms of regulation involving the base-pairing of small non-
coding RNAs to the nascent pre-mRNA to affect its splicing. Here
we test whether there is a general mechanism of splicing regulation
by  the  base  pairing  of  non-coding  RNAs  to  pre-mRNAs.  We
describe a  new method,  STSCAN, based on finite  state  machine
theory,  for  the  fast  and  exhaustive  identification  of  putative
RNA:RNA binding sites, which we test on a set of experimentally
validated targets. Furthermore, we describe non-coding RNAs that
function as potential regulators of alternative splicing. Our analysis
provides  evidence  for  a  new layer  of  splicing  regulation  by  the
direct interaction of non-coding RNAs to the pre-mRNA.
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Introduction

Alternative  splicing is  a key molecular  mechanism by which the
same precursor RNA is processed into distinct mature RNAs (Black
2003).  Alternative  splicing  affects  nearly  all  the  human  protein-
coding genes as well as a significant number of long non-coding
RNAs, and bears major importance in the proper regulation of many
cellular  processes (Wang et al.  2008). Hence,  its  dysregulation is
linked  to  multiple  diseases,  including  cancer  (Wang  &  Cooper
2007). Alternative splicing is mainly regulated through the transient
activity  of  ribonucleoprotein  complexes  that  bind  to  regulatory
sequences  located  on  and  around  exons,  which  act  either  by
enhancing  or  repressing  the  recognition  of  nearby  splice  sites
(Black 2003). Alternative splicing can also be modified through the
transfection in cells and animal models of a variety of molecules.
Synthesized antisense oligonucleotides can modulate the splicing of
events  in  a  very  specific  way  to  recapitulate  different  cellular
phenotypes (Bechara et al., 2013; Sebestyén et al., 2016). Similarly,
designed  small-interfering  RNAs  (siRNAs)  can  be  directed  to
specific  gene  loci  to  trigger  changes  in  the  local  chromatin  that
indirectly affect the splicing of a gene (Alló et al., 2009; Alló et al.,
2014).  Furthermore,  RNA  sequences  engineered  to  target  the
branch-point of a specific gene have been shown to induce splicing
changes  in  the target  gene (Semenov et  al.,  2012).  These results
raise  the  question  of  whether  similar  mechanisms  take  place
endogenously in human cells. Recent evidence indicates that small
nucleolar  RNAs  (snoRNAs)  could  act  as  potential  regulators  of
alternative splicing through direct RNA:RNA interactions with the
pre-mRNA.  snoRNAs  are  a  highly  abundant  type  of  short
noncoding  RNA  that  assemble  into  large  ribonucleoprotein
complexes in order to direct chemical modifications of rRNAs and
snRNAs with which the snoRNAs share a region of almost perfect
complementarity.  Although  many  snoRNAs  identified  so  far
through  sequence  and  secondary  structure  studies  are  known  to
carry  out  this  canonical  function,  many  remain  of  unknown
function, also called orphan, since they lack complementarity with
known rRNAs or snRNAs. Notably, one of such orphan snoRNAs
was  implicated  in  alternative  splicing  regulation.  The  snoRNA
SNORD115 (HBII-52) binds to a region of perfect complementarity
of the 5-Hydroxytryptamine (Serotonin) Receptor 2C (HTR2C) pre-
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mRNA and promotes the inclusion of an alternative exon, likely by
blocking an intronic splicing silencer located nearby the alternative
exon  (Kishore  et  al.  2010).  Similarly,  the  snoRNA SNORD27
(U27), which is known to guide the 2’-O-ribose methylation of the
18s rRNA, also binds to a 29 nt complementary region, including
two G:U base pairs and four mismatches, of the transcription factor
E2F7  pre-mRNA  (Falaleeva  et  al.  2016).  In  this  case,  the
complementarity region encompasses seven of the nine bases of the
5’ splice site of an alternative exon, thus masking its recognition
and promoting exon exclusion (Falaleeva et al. 2016). 

Despite these evidences, it is still unknown whether there are other
non-coding RNAs with the potential to regulate alternative splicing
by  direct  RNA:RNA interaction.  Moreover,  the  mechanisms  of
action of these RNAs over their target precursor RNAs are still to
be elucidated. With the aim of identifying general mechanisms of
non-coding  RNA  mediated  regulation  of  alternative  splicing
through  direct  RNA:RNA interactions  with  the  pre-mRNA,  we
developed  STSCAN,  a  novel  algorithm  based  on  finite  state
machine theory, for the fast and exhaustive identification of putative
RNA:RNA binding sites. Using RNA sequencing on cells with the
knockdown of SNORD116 and controls,  we applied STSCAN to
identify possible regulatory modes of splicing by the interaction of
SNORD116 with pre-mRNAs. 

Methods

Identification and scoring of binding sites

To identify regions of sequence complementarity between two RNA
molecules, typically a sRNA (the query sequence, of length m) and
a  pre-mRNA (the  target  sequence,  of  length  n),  we  developed
STSCAN, an algorithm based on finite  state  machine theory that
exhaustively  finds  all  the  longest  possible  regions  of  sequence
complementarity  (the binding sites) between the query and target
sequences that include a subregion of perfect complementarity (the
seed).  STSCAN takes  as  parameters  the  minimum length  of  the
seed (sml),  the  minimum length  of  the  target  site  (bml)  and the
maximum number of mismatches  (mnm);  and reports  the longest
possible binding sites that fulfill the following criteria: (1) length of
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the  binding  site  >=  bml,  (2)  length  of  the  seed  >= sml and  (3)
number  of  mismatches  in  the  binding  site  <=  mnm.  G:U is  not
considered  as  base  pair  of  perfect  complementarity  for  the  seed,
neither  a  mismatch  of  the  overall  predicted  binding  site.  The
STSCAN algorithm proceeds through 5 steps:

1. The query sequence is reverse complemented.
2. A finite state machine is built from the query sequence.
3. The finite state machine is used for seed recognition on the

target sequence. Seeds shorter than sml are discarded.
4. Binding  sites  are  extended  from  the  seeds  until  the

maximum number  of  mismatches  is  exceeded,  discarding
those binding sites that are shorter than bml.

STSCAN  performs  the  first  operation  in  linear  O(m) time,  the
second  operation  in  quadratic  O(m2) time,  and  the  two  last
operations in linear  O(n) time, enabling the identification of target
sites at genome scale since typically the target sequence is much
larger than the query sequence (m << n). More details of the finite
state machine building algorithm are provided in the Supplementary
Methods.

The  score  of  each  binding  site  is  calculated  using  the  Nearest
Neighbor Database (NNDB) (Turner  and Mathews. 2010),  which
contains experimentally  obtained parameters for the prediction of
free energy changes of different structural elements. We adopted the
scoring transformation scheme from RIsearch (Wenzel et al. 2012)
and multiplied by -100 the original scores in NNDB to build the
STSCAN scoring matrix.

Quantification of alternative splicing events 

We quantified  the  alternative  splicing  events  in  two  knockdown
experiments  of  the  snoRNA  SNORD116  and  their  respective
controls (Falaleeva et al. In preparation). We first downloaded the
RefSeq  annotation  (Release  75)  from  UCSC  and  used  the
eventGenerator operation of the SUPPA software (Alamancos et al.
2015)  to  obtain  the  set  of  alternative  splicing  events.  We  then
downloaded the sequence of the transcripts annotated in RefSeq and
used Salmon (Patro et al. 2015) to quantify their expression levels
for each of the RNA-seq knockdown and control samples. Finally,
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we used  SUPPA’s  psiPerEvent operation to quantify the annotated
alternative  splicing  events  from the isoform expression values  in
each of the samples.  Quantification  of alternative splicing events
was  reported  as  ‘percent  spliced  in’ (PSI  or  Ψ)  values,  which
represent  an  estimate  of  the  relative  abundance  of  a  particular
alternative splicing event  (i.e. an alternative exon, an alternative
splice site or a retained intron). 

Identification of exons regulated by SNORD116

To build the set of exons regulated by the snoRNA SNORD116 we
selected those exons that did not change splicing between replicates
but  that  substantially  changed  splicing  between  control  and
knockdown samples. Let C1 and C2 be the two control replicates, and
KD1 and  KD2 the two SNORD116 knockdown replicates,  and let
Ψ(C1,  n),  Ψ (C2,  n),  Ψ(KD1,  n) and  Ψ(KD2,  n) be the PSI values
assigned to the alternative splicing event  n in each of the samples,
we defined the event n as regulated by SNORD116 if it fulfilled the
following conditions:

1. | Ψ(C1, n) - Ψ (C2, n) | < 0.05
2. | Ψ(KD1, n) - Ψ (KD2, n) | < 0.05
3. ∀ i,j ∈{1,2}: | Ψ(Ci, n) - Ψ (KDj, n) | > 0.25

Identification of exons not regulated by SNORD116

To build the set  of  exons that  are  not regulated  by the snoRNA
SNORD116 we selected those exons that did not change splicing
between  replicates  neither  between  control  and  knockdown
samples. Let  C1 and C2 be the two control replicates, and KD1 and
KD2 the two SNORD116 knockdown replicates, and let Ψ(C1, n), Ψ
(C2, n), Ψ(KD1, n) and Ψ(KD2, n) be the PSI values assigned to the
alternative splicing event  n in each of the samples, we defined the
event n as not regulated by SNORD116 if it fulfilled the following
conditions:

4. | Ψ(C1, n) - Ψ (C2, n) | < 0.05
4. | Ψ(KD1, n) - Ψ (KD2, n) | < 0.05
4. ∀ i,j ∈{1,2}: | Ψ(Ci, n) - Ψ (KDj, n) | < 0.05
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Enrichment value calculation

Let r be a regulated exon, U = (u1, … , um) the set of non-regulated
exons and let  S(e, x) be the score of the nucleotide that is  x bases
upstream (-500 <= x <= -1) or downstream (1 <= x <= 500) of an
exon e.

Let’s now define S(e, x) as the maximum score amongst the targets
that  overlap  nucleotide x in  exon e.  We  then  calculate  the
enrichment value Z(r, x) of nucleotide x in the regulated exon r as a
z-score calculated as follows:

Z (r , x )=
S (r , x )−μU , x

σU , x

where:

μUx=
1
m
∑
i=1

m

S (U i , x) and σUx=
1
m
∑
i=1

m

(S (U i , x)−μU , x )
2

Results and discussion

STSCAN discriminates putative regulatory target sites

To validate the accuracy of STSCAN, we used an experimentally
confirmed dataset of 54 fungal snoRNA:rRNA interactions for 59
snoRNAs  and  2  rRNAs,  and  109  bacterial  sRNA:mRNA
interactions for 27 sRNAs and 90 mRNAs (Lai and Meyer 2015).
STSCAN was run on each pair of fungal RNAs (snoRNA:rRNA)
and  each  pair  of  bacterial  RNAs  (sRNA:mRNA)  that  had  an
experimentally  validated  interaction,  imposing  a  minimum  seed
length  of  5  bases,  a  minimum  target  length  of  10  bases  and  a
maximum of 2 mismatches. 

The number of distinct interacting sites obtained for each pair of
query and target sequence greatly depends on the length of both of
them  (Supplementary  Figure  1),  thus  it  may  contribute  to  an
increased number of false positive binding sites. For the test data we
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obtained a total of 4,337 target sites for the fungal snoRNA:rRNA
dataset and 5,550 target sites for the bacterial sRNA:mRNA dataset.
From  these,  we  recovered  93  and  51  experimentally  validated
putative interactions for the two sets, which accounts for the 85%
and 86% of validated interactions respectively (Supplementary Data
1).  Notably,  STSCAN  scoring  system  tends  to  rank  higher  the
experimentally  validated  sites  amongst  the rest  of predicted  sites
(Figure 1 and Supplementary Data 1). This discriminative power is
higher  for  the  snoRNA:rRNA interactions  in  the  fungal  dataset,
possibly due to these interactions having in general small bulges but
almost no internal loops.

Figure 1. Distribution of the scores (y-axis) for the interactions predicted with
STSCAN for the bacterial (left panel) (Mann-Whitney U-test p-value = 9.04810e-

15) and fungal (right panel) (Mann-Whitney U-test p-value = 2.210e-16) datasets
comparing  the  experimentally  validated  interactions  (blue)  and  other  non-
validated interactions (red).
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Potentially  splicing  regulatory  interaction  sites  are
located nearby splicing signals

We  used  knockdown  experiments  of  the  snoRNA  SNORD116
compared  with  controls  to  search  for  potential  interactions  of
SNORD116 with pre-mRNAs that may impact splicing regulation.
Using stringent conditions of reproducibility across replicates and
for the splicing change between conditions (Methods), we identified
6 differentially spliced exon skipping events, 5 of which showed an
increase in the inclusion of the cassette exon upon the depletion of
SNORD116 (Table 1). The remaining event showed a decrease in
the inclusion  of  the cassette  exon in the  absence  of  SNORD116
(Table 1). This suggests that SNORD116 might be promoting the
inclusion of this  target  regulated exon, and possibly other exons,
while promoting the exclusion of other of its target regulated exons.
We also  identified  755 exons  that  did  not  change  splicing  upon
knockdown of SNORD116 (Methods).

Host
gene 

Chromosome Coordinates Strand Effect of SNORD116

MKI67 chr10 129913192-
129914271

- Promotion of exon
skipping

STOX2 chr4 184930311-
184932576

+ Promotion of exon
skipping

AKAP13 chr15 86201768-
86201821

+ Promotion of exon
skipping

SON chr21 34921782-
34927697

+ Promotion of exon
skipping

BBX chr3 107491475-
107492483

+ Promotion of exon
skipping

SLC37A2 chr11 124956100-
124956156

+ Promotion of exon
inclusion

Table 1. List of cassette exons regulated by the snoRNA SNORD116, including
the  host  gene,  the  exon  genomic  coordinates  and  the  regulatory  effect  that
SNORD116 would exert on the exon as derived from the knockdown experiment.
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Figure 2. (a) Score enrichment of SNORD116 interaction sites in the flanking
region upstream of the cassette exon and (b) depiction of the interaction sites in
the region immediately upstream of the exon’s 3’ss, indicated between red lines in
(a) (c) Conservation track from the UCSC genome browser showing conservation
of the interaction sites (between red lines).  (d) Regions in SNORD116 for the
interaction  sites  in  Figure  2b.  Secondary  structure  and  sequence  are  from
Ensembl release 75. 

122



We  ran  STSCAN,  with  the  same  parameter  configuration  used
before and predicted  11.020 interaction sites between 28 copies of
the  SNORD116  and  the  ±  200  bp  intronic  regions  flanking  the
exons of the regulated events. We also ran STSCAN between the
SNORD116  copies  and  the  exon  flanking  regions  of  the  non-
regulated  events,  obtaining  530.601  interaction  sites.  We  then
aligned the predicted interaction sites on the flanking regions of the
target events and calculated nucleotide-based enrichment values of
the scores of the interaction sites for the regulated events respect to
the non-regulated events (Methods). We observed that all the events
that  show  an  increase  in  the  exon  inclusion  upon  depletion  of
SNORD116  have  at  least  one  target  enriched  in  the  region
comprised within the 50 base pairs  immediately  upstream of the
acceptor site (Figures 2a and 2b) (Supplementary Figure 2).  It is
known that this region usually contains the branch point (Corvelo et
al.,  2010),  one  of  the  three  obligatory  signals  required  for  pre-
mRNA splicing.  Overall,  these  results  suggest  that  SNORD116
might be binding to the region immediately upstream of its target
cassette exons, inhibiting the recognition of the cassette exon, thus
leading to the promotion of its skipping. The lack of targets in this
region for  the  exon that  shows a decrease  in  the inclusion  upon
depletion  of  SNORD116  (SLC37A2)  suggests  that  the  snoRNA
might  be  binding  to  another  regulatory  region  nearby  such  as  a
splicing silencer, thereby enhancing the recognition of the cassette
exon.  We  also  observed  that  some  of  the  interaction  sites  were
located  in  genomic  regions  that  are  highly  conserved  among
vertebrates  (Figure  2c),  which  points  to  the  existence  of  an
evolutionary constraint favoring the persistence of these regions and
hence providing an extra layer of evidence to our hypothesis.

We aligned the interaction sites nearby the branch points of the five
events downregulated by SNORD116 (i.e.  that  increase inclusion
upon  depletion  of  SNORD116)  to  its  correspondent  SNORD116
copy (Figure 2d). We observed that SNORD116-1 targets events in
genes  MKI67,  STOX2 and  BBX,  and  that  all  three  targets  span
approximately the same region of the snoRNA, close to the stem in
the  3’-end.  Moreover,  this  region  of  the  C/D-box  snoRNAs  is
known to yield snoRNA-derived small RNAs (sdRNAs) (Chen and
Heard,  2103),  which  agrees  with  previous  findings  reported  in
(Kishore et al., 2010) stating that the snoRNA HBII-52 is processed
into smaller RNAs and that those smaller products are the effectors
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of the regulation of alternative splicing. We also observed that the
interaction sites in the snoRNAs SNORD116-12 and SNORD116-3
are located between nucleotides 47 to 54 and between nucleotides
17 to 31 respectively, regions close to the center of the snoRNA that
have  been  also  reported  to  yield  sdRNAs  in  C/D-box  snoRNAs
(Taft et al., 2009).

Conclusions

We have developed STSCAN, a novel computational algorithm that
finds  RNA:RNA interaction  sites  in  an  unbiased  and  exhaustive
manner. Requiring minimal input from the user (seed length,  site
length  and  number  of  mismatches),  STSCAN  reports  all  the
possible interaction sites of the query RNA on the target RNA that
fulfills the user requirements. We applied STSCAN to two datasets
of experimentally validated RNA:RNA interactions in bacteria and
fungi  and  showed  that  STSCAN  discriminates  the  putative
interaction sites in both of them.

We  also  applied  STSCAN  to  a  set  of  exons  regulated  by  the
snoRNA  SNORD116.  Our  results  indicate  that  a  frequent
mechanism of regulation of splicing by SNORD116 is based on the
occlusion  of  possibly  the  branch-point,  poly-pyrimidine  tract  or
other splicing regulatory signals nearby the splice-sites (Kishore et
al., 2010; Falaleeva et al., 2016; Corvelo et al., 2010). Our results
also  indicate  a  possible  direct  binding  of  the  small  non-coding
RNAs  on  other  regions  potentially  harboring  other  splicing
regulatory signals, in particular intronic silencers.
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Supplementary Methods

Finite state machine building algorithm

Given a sequence S of length n, the finite state machine (FSM) that
recognizes all the subsequences of S is defined as a 4-tuple (Σ, Q, δ,
q0) consisting of:

- A finite set of input symbols  Σ = {“A”, “C”, “G”, “T”}
- A finite set of states (Q)
- A transition function (δ: Q x Σ → Q)
- An initial or start state (qo є Q)

The FSM is built in a way such that the initial state q0 represents the
empty  sequence,  and  each  other  state  in  Q represents  a  unique
subsequence of S. For each state q є Q and each symbol s є Σ, the
transition  δ(q, s) is defined as the state  p є Q that represents the
longest  suffix  of  q+s.  The  operator + denotes  the  concatenation
operator. If p = q+s then the transition is called a forward transition,
otherwise  the  transition  is  called  a  backward  transition.
Supplementary  Figure  3  illustrates  an  example  of  FSM  that
recognizes all the subsequences of the sequence ATGTC.
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Supplementary Figures

Supplementary Figure 1. Correlations between the length of the targets and the
number of predicted biding sites (a), and the length of the queries and the number
of predicted binding sites (b) for the bacterial dataset.
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Supplementary Figure 2.  Score enrichment of SNORD116 interaction sites in
the flanking region downstream of the cassette exon.
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a)

b)

q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 q11 q12 q13

A q1 q1 q1 q1 q1 q1 q1 q1 q1 q1 q1 q1 q1

C q14 q14 q14 q5 q14 q13 q14 q8 q14 q14 q12 q14 q14

G q10 q3 q10 q7 q10 q7 q10 q7 q10 q10 q7 q10 q10

T q6 q2 q11 q6 q6 q6 q11 q6 q11 q6 q6 q6 q6

Supplementary Figure 3. The FSM for the sequence ATGTC, including all the
states, all the forward transitions and the backward transitions for states q1 to q5

(a), and a matrix representing all the possible transitions of the transition function
(b).
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Supplementary Data

Supplementary Data 1.  Experimentally validated putative interactions for the
fungal and bacterial datasets recovered by STSCAN. Included in the attached CD.
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DISCUSSION

8 General discussion 

Each of the research articles in the Results section of the present
thesis  includes  its  own  discussion  of  the  corresponding  results.
Hence, this section does not attempt to go over the same points but
to provide a general, end to end overview of the development of this
Ph.D. thesis and to outline its contributions and a list of future lines
of research that it might furnish (Figure 10).

Figure 10. Dissection of the Ph.D. project. Schematic of the development of the
Ph.D. project, including methods implemented, analysis performed and future 
lines of research (in blue).

In its  inception,  this  thesis  was envisioned as a four-year project
focused on the development of computational tools to enhance the
study of how RNA is processed in living cells, with the ultimate

133



goal  of  deciphering  the  mechanisms  of  alternative  splicing
regulation mediated by small non-coding RNAs. Nonetheless, the
first tool developed within this framework was somehow unrelated
to RNA processing: it was a pipeline for analyzing genomic data,
which integrated three tools: a method to mine data from different
sources, a Biomart (Smedley et al. 2015) powered database to store
this  data and make it  publicly available,  and a Weka (Hall  et  al.
2009) based machine learning platform that enabled the pipeline’s
users to manipulate this data in order to find meaningful relations
and gain insight into its underlying biology. Although this pipeline
was implemented to run on the IT infrastructure of the laboratory
where it was developed and therefore it was never publicly released,
it served as the basis for two different published studies. In the first
study, histone modification  data  was mined to  build  a  chromatin
code of gene regulation (Althammer et al. 2012). In the second, the
pipeline was used to identify changes in chromatin signals that were
associated  with splicing regulation  (Agirre  et  al.  2015).  This last
study reported  that  a  considerable  number of  alternative  splicing
events could have a chromatin-dependent regulation involving the
binding  of  CTCF,  AGO1  and  HP1α  proteins  nearby  regulated
exons. The other tools developed within the Ph.D. project are the
core of the Results section in the present thesis: SeRPeNT, SUPPA
and STSCAN.

Chapter  5  describes  SeRPeNT (Small  Rna  ProfiliNg  Toolkit),  a
method  that  exploits  the  processing  patterns  of  small  RNAs  to
identify  new  members  of  known  small  RNAs  families  and  to
uncover  and  characterize  potential  new  small  RNA  classes.
Although the idea of using processing patterns for the classification
of small non-coding RNAs is not new (Langenberger et al. 2012)
(Videm  et  al.  2014),  SeRPeNT  exploits  this  idea  at  an
unprecedented scale. SeRPeNT not only performs better than these
preceding  methods  in  terms  of  accuracy  and  time/memory
efficiency,  it  also  uses  reproducibility  across  replicates  and
implements  a  tool  to  identify  small  RNAs that  show differential
processing  between  cellular  conditions.  In  the  same  chapter  the
authors report how SeRPeNT was used to build a catalogue of more
than 800 novel sRNAs, including new snoRNAs and tRNAs that
resemble microRNAs, and show that a large fraction of those novel
sRNAs (and other previously annotated sRNAs) undergo extensive
differential processing between different cell compartments. At the
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time of submission of this thesis, SeRPeNT was already submitted
for peer review. 

SUPPA (Alamancos, Pagès et al. 2015) was conceived as a software
oriented  to  exploit  the  high  speed of  the  state-of-the-art  isoform
quantification  algorithms,  such as  Sailfish  (Patro  et  al.  2014),  to
quantify  alternative  splicing  events  by  estimating  their  inclusion
values at an unforeseen speed (refer to chapter 4.2.2). In Chapter 6,
we show that  SUPPA is capable  of analyzing both synthetic  and
experimental datasets with comparable or even higher accuracy than
other similar methods (Shen et al. 2012) (Katz et al. 2010) but with
a  significant  improvement  in  terms  of  speed,  a  fact  that  bears
special relevance when the datasets to analyze are composed of a
large number of samples and the available computational resources
are limited. This feature of SUPPA enabled the study of alternative
splicing  alterations  in  several  tumor  types  using  data  from  the
Cancer  Genome  Atlas  (TCGA)  project  (Sebestyén,  Singh  et  al.
2016). TCGA is a gigantic dataset that integrates immense amounts
of sequencing data from matched normal and tumor tissues from
11.000  patients.  In  this  study,  we  analyzed  more  than  30.000
alternative  splicing  events  in  11 different  solid  tumor types  with
data  from  more  4000  samples  and  found  that  several  of  them
showed enrichment of differentially spliced events in driver genes.
Additionally, we found that several cancer hallmarks (Liberzon et
al.  2015)  are  enriched  in  differentially  spliced  events  but  not  in
differentially  expressed genes,  suggesting that  alternative splicing
contributes  to  cancer  development  independently  of  expression
alterations. Besides this study, the approach introduced in SUPPA
for  the  quantification  of  alternative  splicing  events  was  used  to
validate  a  database  of  non-redundant  transcripts  in  Arabidopsis
Thaliana (Zhang et al. 2015). In this publication the authors used
SUPPA on the database of transcripts to validate the quantification
of  splicing  ratios  from  RNA-seq  by  high-resolution  reverse
transcription polymerase chain reaction (HR-RT-PCR).

The last  tool  developed during this  Ph.D. project  was STSCAN,
which is described in Chapter 7. STSCAN is a tool developed to
find  potential  interaction  sites  between  a  number  of  RNA query
sequences and a number of RNA target sequences. It finds all the
occurrences  of  a  particular  interaction  pattern  between the  query
and  targets,  allowing  G:U  wobbles  and  a  limited  number  of
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mismatches or bulges, and scores the interactions according the free
energy contributed by the matching dinucleotides. Due to memory
limitations  of  the  finite  state  machine  underlying  STSCAN,  the
length  of  the  query  sequences  is  limited  to  500nt.  Accordingly,
STSCAN  is  particularly  useful  for  the  discovery  of  interactions
between small RNAs and any other type of RNA molecule (mRNA,
lncRNAs…), but requires some modifications to be used for longer
RNAs. Results  in the same chapter  demonstrate that STSCAN is
capable of discriminating putative binding sites of bacterial sRNAs
in their target mRNA molecules, and putative binding sites of fungal
snoRNAs in their target rRNAs. Moreover, STSCAN was used to
elucidate new mechanisms of regulation of the alternative splicing
mediated  by  snoRNAs in  human.  In  this  context,  STSCAN was
used  in  two  different  studies  in  collaboration  with  Prof.  Stefan
Stamm from the University of Kentucky to find targets of human
snoRNAs in genes for which the alternative splicing was regulated
by these  snoRNAs.  The first  study reported  the  binding  sites  of
snoRNAs MBII-52 (SNORD115) and MBII-85 (SNORD116) in the
human  serotonin  receptor  2c  pre-mRNA (HTR2C) (Zhang  et  al.
2013). The second study used STSCAN to predict binding sites of
the C/D-box snoRNA SNORD27 on the transcription factor  E2F7
pre-mRNA (Falaleeva et al. 2016). This study is particularly striking
since,  meanwhile  SNORD115  and  SNORD116  were  orphan
snoRNAs without known function, SNORD27 is the first snoRNA
characterized to have an additional function,  in this  case splicing
regulation, besides its canonical function of modifying its target 18S
ribosomal RNA. We are currently expanding this collaboration to
characterize the pre-mRNA and mRNA targets of SNORD116 and
further  describe  its  role  in  regulating  post-transcriptional  RNA
processing.

Overall,  the methods developed in the present thesis  served as a
driving  force  for  several  studies  that  achieved  significant
conclusions on important biological questions such as the role of
alternative splicing in cancer or the mechanism by which sRNAs
regulate alternative splicing of pre-mRNAs in human. But the work
presented in this Ph.D. thesis hold other contributions in the form of
the novelty of the algorithms implemented in the tools; a type of
contribution,  in  my opinion,  often  overlooked  in  the  biomedical
sciences. SeRPeNT, for example, introduces a variant of the time
warping  dynamic  algorithm  (Kruskal  and  Lieberman  1999)  to
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calculate the normalized cross-correlation between two processing
pattern profiles, and an enhancement of a density-based clustering
algorithm proposed by Rodriguez and Laio in 2014 (Rodriguez and
Laio. 2014). STSCAN also implements a novel algorithm based on
a finite state machine built from the query sequence to find seeds on
the target sequence in linear time, with an additional extension step
that runs also in linear time.

In research, the completion of a project often leads to the inception
of  a  new  one.  This  way,  new  small  pieces  of  knowledge  are
arranged above the existing ones in a subtle equilibrium to expand
the  human  knowledge  step  by  step.  Let  me  then  finish  this
discussion by outlining three research lines that the completion of
this Ph.D. project could originate. The first one would be to extend
SUPPA  with  a  new  module  for  the  calculation  of  differential
alternative  splicing  events  between  two or  more  conditions.  The
second  one  would  be  to  use  SeRPeNT to  identify  differentially
processed  sRNAs  between  tumor  and  normal  tissues  using  the
TCGA data, with the objective of finding potential new biomarkers
for up to 33 different cancer types. Another research line would to
apply  STSCAN  to  all  annotated  long  non-coding  RNAs  to  find
potential  targets  in  pre-mRNAs  and  mRNAs,  and  relate  the
presence of targets with the expression and splicing correlations of
queries and targets across multiple conditions. This would highlight
potential new functions for many of the yet-to-be characterized long
non-coding RNAs.
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CONCLUSIONS

The  main  contributions  of  the  work  presented  in  each  of  the
chapters  of  the  Results  section  in  the  present  thesis  can  be
summarized as follows:

Chapter 5

 SeRPeNT is an efficient and accurate computational method
for the discovery and characterization of small  RNAs that
outperforms similar methods in terms of accuracy, speed and
memory management.

 We discovered  671 new members  from the  known major
small RNA classes (snoRNA, snRNA, tRNA and miRNA)
and 131 members from new potential small RNA classes.

 A significant  proportion  of  small  RNAs  show  pervasive
differential  processing  among  cellular  compartments,
especially  tRNAs  that  are  prominently  processed  in  the
cytosol.

 Processing patterns can be used to assign function to small
RNAs  irrespectively  of  their  sequence  and  secondary
structure.

Chapter 6

 SUPPA provides  a  method  for  leveraging  fast  transcript
quantification for efficient and accurate alternative splicing
analysis for large number of samples.

 SUPPA is comparable to other similar methods in terms of
accuracy  but  outperforms  them  in  terms  of  speed  and
memory management.
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Chapter 7

 STSCAN is a computational method that finds RNA:RNA
interaction sites in an unbiased and exhaustive manner, with
high accuracy and speed.

 snoRNAs might  be regulating  alternative  splicing of  their
target pre-mRNAs by direct binding on the upstream region
of the alternative splicing event, occluding the branch point
of the alternative exon and hindering its recognition.
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