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Abstract

Smart Grid has been widely acknowledged as an efficient solution to the current
energy system. Smart Grid market is a complex and dynamic market with different
types of consumers and suppliers under an uncertain environment. An efficient
management of Smart Grid market can benefit Smart Grid in multiple aspects,
including reducing energy cost, improving energy efficiency and enhancing network
reliability. This thesis focuses on improving demand management in Smart Grid
market through developing innovative machine learning methods.

Specifically, this thesis

1. studies Smart Grid market and proposes an intelligent broker model for Smart
Grid market management. In the proposed broker designs, the challenges that
a smart broker faces in Smart Grid market are comprehensively considered, and
an adaptive and systematic model is constructed to surmount the challenges.
Experimental results demonstrate that the proposed broker model can not only
make much profit but also keep a good supply-demand balance. Through the
study of broker models, two empirical laws in Smart Grid market have been
discovered i.e. Law 1: profit margin shrinks in a competitive market environment
and Law 2: the imbalance rate of supply demand increases when a market
environment is more competitive.

2. studies how to accurately predict power demand of Smart Grid considering
customer behaviors. A sparse Continuous Conditional Random Fields(sCCRF)
model is proposed to explore customer behaviors. A load forecasting method
through learning customer behaviors (LF-LCB) is proposed to effectively predict
the demand of Smart Grid. Experimental results show the superiority of LF-
LCB to other methods. Learning customer behaviors to aggregate customers
in fact can be a general method to assist decision makings towards various
customers in a complex market environment. Evaluation results also indicate
that the proposed sCCRF is effective in feature selection and prediction. Thus,
sCCRF can also be applied in other related research fields.

3. studies effective renewable energy prediction methods through deep learn-
ing. A Deep Regression model for Sequential Data (DeepRSD) is proposed for
renewable energy prediction. An alternative dropout is also proposed to effec-
tively improve the generalization of DeepRSD. According to the experimental
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results, DeepRSD shows two major advantages over other known methods. 1)
DeepRSD can simultaneously represent step features and temporal information.
2) DeepRSD has a strong nonlinear presentation capacity to achieve a good
performance without feature engineering. As renewable energy prediction is a
regression problem on sequential data, DeepRSD can be an effective solution to
problems of this kind.

4. investigates state-of-the-art time-series prediction models and proposes two
new effective models for time-series prediction, applying to demand prediction
in Smart Grid market. The first model is Sparse Gaussian Conditional Random
Fields (SGCRF) on top of Recurrent Neural Networks (RNN), short as CoR.
CoR integrates the advantages of RNN and SGCRF and shows excellent perfor-
mance in demand prediction. The second model is CoR with attention (CoRa).
CoRa further improves CoR by introducing an attention mechanisms for RNN.
CoR can effectively make use of temporal correlations, nonlinearities and struc-
tured information in time-series prediction. CoRa can further improve CoR in
terms of prediction accuracy via the attention mechanism. With sufficient ex-
periments and analysis, this thesis concludes that CoR and CoRa can be new
effective models for time-series prediction in Smart Grid and broad domains.

In summary, this thesis proposes several effective machine learning methods
to ameliorate demand management in Smart Grid market. The proposed machine
learning methods not only contribute to effective demand management of Smart
Grid market in practice, but also contribute to machine learning research, as they
can be applied to broad domains.
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Chapter 1

Introduction
Smart Grid is a mixture of entities of various types of energy suppliers and con-
sumers. It has been widely acknowledged as an efficient solution to modern energy
systems. Smart Grid market is a complex and dynamic market that is very chal-
lenging to manage. This thesis focuses on solving challenging problems in demand
management of Smart Grid market. Different from the traditional grid market,
Smart Grid market shows three distinctive features. 1) There are many types of
customers in Smart Grid market. 2) Customers in Smart Grid can be adaptive to
the dynamic market. 3) Smart Grid market is sensitive to a range of external factors,
such as time and weather conditions. Due to these features, it is very challenging
to manage Smart Grid market.

An efficient demand management of Smart Grid market is of great significance
in Smart Grid research. It can maintain a good supply-demand balance, in order
to alleviate energy wasting and reduce emissions to the environment. This thesis
focuses on the studies of demand management and develops innovative machine
learning methods to improve demand management in Smart Grid market. The rest
of this chapter is organized as follows. Section 1.1 introduces the background of
Smart Grid. Section 1.2 briefly discusses demand management in Smart Grid mar-
ket. Section 1.3 depicts the research issues and objectives of this thesis. Section 1.4
summaries the contributions of this thesis. Finally, Section 1.5 shows the structure
of this thesis.

1.1 Smart Grid
A Smart Grid is a modern grid system that introduces analog or digital technology
to collect, communicate and process information, such as information related to the
patterns of of consumers and suppliers, in an automatic mode, in order to enhance
sustainability, reliability and efficiency of the production and distribution of energy
[oE12].

Figure 1.1 illustrates the components of Smart Grid, including traditional users
such as householders and offices, a range of energy producers such as wind and solar
energy generators. Smart Grid brings revolutions to the traditional grid. It has the
following distinctive features, which are the advantages over the traditional power
grid.

(1) Smart Grid can increase the reliability of the network.

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: An illustration of Smart Grid. This figure is adapt-
ed from http://www.editiontruth.com/smart-grid-security-market-technological-
progress-energy-power-industry-trends-2025/.

Smart Grid utilizes current technologies to result in fault detection. Besides, the
network can also heal itself without technicians’ interventions. The fault detection
and self-healing of Smart Grid can ensure a reliable power supply, and increase
robustness to natural disasters or attacks [Sia14].

(2) Smart Grid can be more flexible in network topology.
The transmission and distribution infrastructure in Smart Grid can handle bi-
directional energy flows. Therefore, energy can easily flow between suppliers and
consumers in two directions. Besides, energy suppliers and consumers can easily
migrate between grids [SS12]. As a result, the network topology of Smart Grid can
be dynamic and flexible.

(3) Smart Grid can improve the efficiency of energy.
The demand side management can enable efficient use of power energy. Possible so-
lutions include demand balancing, demand adjustment, peak-usage reduction, and
time-of-use pricing. These solutions can reduce energy transmission and distribu-
tion, and lead to efficient utilization of generators.

(4) Smart Grid can supply a sustainable solution for energy genera-
tion.
The flexible Smart Grid allows the penetration of renewable energy sources, which
have large but variable amount. Typical sustainable energy includes hydroelectric
power, wind power and solar power [JMI13].

(5) Smart Grid can offer a friendly power market environment.
Smart Grid supplies convenient communications between consumers (in terms of
their intention-to-use) and supplier (in terms of energy price), and enables both
consumers and suppliers to be adaptive in decision-makings in Smart Grid market.

The innovative features of Smart Grid bring about enormous research opportu-
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nities. There has been much work on the hardware infrastructure [BI12, FZXC11],
the power flow control [Age14], and the market control and decision making. This
thesis focuses on demand management in Smart Grid market.

1.2 Demand Management
In a broad view, energy demand management [SS12] involves making good use
of various energy resources, efficient energy resource management, reliable energy
supply, efficient renewable energy systems, independent energy transmissions, etc.
Demand management in Smart Grid market has to consider a range of factors, which
can be technical, social and organizational solutions to result in efficient energy
consumption.

1.2.1 Significance of demand management

Demand management in Smart Grid market can significantly contribute to the e-
conomy, environment and network reliability.

• Economy
From the perspective of customers, they can get the freedom to rebate the tariff
price and can achieve savings by reducing peak hour consumptions. The overall
change in customers will result in reduction on peak hour demand, as to reduce
generation units. In the end, the cost of energy can be reduced in Smart Grid
market.

• Environment
Efficient demand management can help to balance local supply and demand, so
as to reduce the transmission cost. The efficient distribution of renewable energy
is environment-friendly , implying a promising way for sustainable energy.

• Network reliability
By reducing the peak consumptions, the Smart Grid can reduce risk of huge power
load. Besides, the reduced peak usage will lead to reduced power generation,
and the local balance can result in efficient transmission. Generally, demand
management can decrease the burden of the grid system and enhance network
reliability.

1.2.2 Challenging issues in demand management

In traditional grid systems, the power flows from generators to consumers, and
consumers are passive. Smart Grid significantly differs from traditional grid systems
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in that power flows in two directions and customers can be active and adaptive.
Besides, there are more types of customers in Smart Grid than those in traditional
grids. Due to the differences from traditional grids, several challenging issues arise
in demand management in Smart Grid market.

Issue 1: It is challenging to balance supply and demand in Smart Grid
market.
For power trading in Smart Grid market, there is a wholesale and a retail market. It
is important to keep a balance of supply (from the wholesale market) and demand
(from the retail market). As customers can adapt their behaviors dynamically to the
changes in the market, such as changing tariffs and reducing peak hour usages, it
is challenging to effectively maintain a good supply-demand balance in Smart Grid
market.

Issue 2: It is difficult to accurately predict power demand.
Demand prediction is a fundamental problem for the management of Smart Grid
market. Due to the various types of customers with irregular power consumptions
or productions, it is very difficult to accurately predict the power demand of a grid
sytem.

Issue 3: It is hard to accurately predict the production of renewable
energy.
The fluctuation of the production of renewable energy is a critical factor that causes
the imbalance of supply and demand. As renewable energy can vary significant-
ly under the influence of weather conditions, it is hard to accurately predict its
production.

1.3 Research Questions and Objectives
The purpose of this thesis is to solve the challenges in demand management in
Smart Grid market by developing innovative machine learning methods. Based on
the challenging issues in Subsection 1.2.2, four concrete research questions in this
Ph.D. study are identified.

(1) How to keep a good supply-demand balance in Smart Grid mar-
ket?
In Smart Grid market, the demand of customers fluctuates because customers are
adaptive to the changes in Smart Grid market. In the supply side, the production
of renewable energy changes with weather conditions. Therefore, it is challenging to
keep the balance of supply and demand in Smart Grid market. Brokers are widely
introduced to manage the complex and dynamic market [KCRW14]. A good broker
model should maintain a good supply-demand balance and make profit to survive.
An intelligent broker model can introduce supervised learning to predict the demand
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of customers and use reinforcement learning for market managements. Therefore, it
is possible to design a broker model to balance supply and demand in Smart Grid
market.

(2) How to utilize customer behaviors for effective demand predic-
tion?
In Smart Grid, there are different types of customers exhibiting various behaviors.
Two instances are given here. Example 1: more and more householders have e-
quipped photovoltaic power generation systems, which may lead to variable power
usages under the influence of weather factors [TB03], such as cloudiness and humid-
ity. Example 2: some customers with storage capacity may recharge or use their
power according to the varying prices at different times of the day (Time-of-Use
[PD11], a pricing mechanism used in Smart Grid markets). Intuitively, customers
can be aggregated by their different behaviors. Accordingly, decision-makings based
on the aggregated customer groups can be more effective than the decisions based
on the whole grid system or individual customers. Therefore, it is meaningful to
develop an effective method to discover customer behaviors for an accurate demand
prediction.

(3) How to improve renewable energy prediction via deep learning?
In Smart Grid market, renewable energy prediction plays a critical role for decision
makings. There has been much work on how to accurately predict energy production.
However, the performances of existing models rely heavily on feature engineering.
Recently, deep learning is under fast development and shows significant success in
computer vision, natural language processing etc. Deep neural networks gain strong
capacity to represent non-linear features, usually outperforming human designed
feature engineering. It is possible to utilize deep neural networks to improve the
prediction accuracy of energy production.

(4) How to build a new effective time-series model to improve demand
prediction?
Demand prediction is intrinsically a multi-step time-series prediction problem. In
this kind of problems, there are three key factors that affect the prediction accuracy,
which are temporal correlations in the observed data sequence, nonlinearities in
features and structured information in the output. In current time-series prediction
models, none of them could effectively make use of the three types of information.
This thesis tries to design a new model that can utilize the three types of information
to further improve demand prediction in Smart Grid market.

To provide solutions to the above four research questions, this Ph.D. study
establishes the following four research objectives:

Objective 1: to design an effective broker model in Smart Grid market, which
can both make large profit and maintain a good supply-demand balance.
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Objective 2: to utilize an efficient machine learning method to explore cus-
tomer behaviors in Smart Grid, in order to accurately predict power demand.

Objective 3: to propose an effective deep learning method to improve renew-
able energy prediction in Smart Grid market.

Objective 4: to propose a new time-series prediction model in theory to further
improve demand prediction.

1.4 Contributions of This Thesis
Focusing on the four research questions and objectives, this thesis has the following
four contributions.

(1) An effective broker model in Smart Grid market
To resolve the first research issue, an intelligent broker model, utilizing hybrid learn-
ing methods, is proposed for strategic power trading in Smart Grid markets. In the
proposed design, the challenges that brokers face in Smart Grid markets are com-
prehensively considered, and an adaptive and systematic model is constructed to
surmount the challenges in Smart Grid market. The proposed broker shows ex-
cellent performance on both profit making and supply-demand balancing. In this
study, two empirical laws in Smart Grid market have been discovered, i.e. Law 1:
profit margin shrinks in a competitive market environment; and Law 2: the imbal-
ance rate of supply demand increases when a market environment becomes more
competitive.

(2) An efficient machine learning method to explore customer behav-
iors
To resolve the second research issue, an sCCRF is proposed to explore customer
behaviors. This study also proposes a load forecasting method through learning
customer behaviors (LF-LCB), which utilized the proposed sCCRF to analyze cus-
tomer behaviors by using the learned weights which can reflect different energy
consumption patterns of various customers. Through this study, two conclusions
are drawn: 1) Learning customer behaviors to aggregate customers can improve the
prediction precision and lead to a reasonable computation cost. 2) The proposed
sCCRF is an efficient learning tool with feature selection capacity.

This work can also potentially facilitate research in related domains. Learning
customer behaviors to aggregate customers in fact can supply a general methodolo-
gy to assist better decision making towards various customers in a complex market
environment. This is worth further explorations in other market domains. Evalua-
tion results also indicate that the proposed sCCRF is effective in feature selection
and prediction. Thus, sCCRF can also be applied in other related research fields.

(3) A deep learning method for renewable energy prediction
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To resolve the third research issue, a Deep Regression method for Sequential Data
(DeepRSD) is proposed for renewable energy prediction. DeepRSD uses stacked
bi-directional RNNs to represent the sequential data. Four conditions are explored
to ensure a plausible training. An alternative dropout is also proposed to effectively
improve the generalization of DeepRSD. DeepRSD is evaluated by two real-world
solar energy prediction problems. DeepRSD shows two major advantages over other
state-of-the-art methods. 1) DeepRSD can simultaneously represent step features
and temporal information. 2) DeepRSD has strong nonlinear presentation capacity
to achieve a good performance without feature engineering. Therefore, DeepRSD
provides an effective solution for regressions on sequential data.

(4) A new time-series prediction model for demand prediction
For the second and third research issues, CoR is proposed. CoR, which integrates
the advantages of RNN and SGCRF, is applied for demand prediction. Two train-
ing methods are designed for CoR, i.e. an end-to-end training and an alternative
training. CoRa is also proposed, which improved CoR by introducing an attention
mechanisms for RNN. Evaluation results show that CoR and CoRa can outperform
other state-of-the-art methods in demand prediction.

CoR can effectively make use of temporal correlations, nonlinearities and struc-
tured information in multi-step time-series prediction. CoRa can further improve
upon CoR in terms of prediction accuracy. With sufficient experiments and analy-
sis, this thesis concludes that both CoR and CoRa can be new effective models in
time-series prediction in other related fields.

1.5 Structure of This Thesis
The remaining chapters are organized as follows.

Chapter 2 reviews demand management in Smart Grid market and related ma-
chine learning methods. In particular, the reviews focuses on: the broker models in
Smart Grid market, traditional demand prediction methods and emerging machine
learning models for energy prediction.

Chapter 3 presents an hybrid-learning based intelligent broker model that can
effectively surmount the challenges in Smart Grid market.

Chapter 4 proposes a machine learning method that can explore customer
behaviors in Smart Grid market. This method can accurately predict the demand
of a whole grid system.

Chapter 5 designs a deep learning method that can effectively predict energy
production and power demand in Smart Grid market.

Chapter 6 proposes a new time-series model in theory for demand prediction.
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Chapter 7 concludes the thesis with a summary of contributions and directions
of future work.



Chapter 2

Literature Review
This chapter provides a thorough literature review for the identified research prob-
lems. Section 2.1 reviews the management of Smart Grid market with a focus on
broker models. Section 2.2 discusses different demand prediction methods in Smart
Grid market. Section 2.3 reviews renewable energy prediction methods. Section 2.4
discusses the advantages and shortcomings of existing time-series prediction models.
Section 2.5 wraps up this chapter.

2.1 Management of Smart Grid Market
Smart Grid market includes a wholesale market and a retail market [KCRW14]. The
wholesale market sells power to broker agents through auction. The hourly power of
the next 24 hours is bid on price and amount by brokers. The retail market contains
a variety of customers, such as general consumers, interruptible consumers, and even
renewable energy producers, such as solar power systems and wind turbines. The
broker agent interacts with a variety of customers in the retail market.

In the management of Smart Grid market, demand response and broker tech-
nology are widely used in both research and applications. In the following two
subsections, major approaches of demand response and broker models are reviewed
in detail.

2.1.1 Demand response

Demand Response refers to adapt usage of energy by end-use customers due to
the changes of energy price. In a wider view, demand response can be regarded
as strategies for efficient energy using in end-use customers and efficient energy
distribution in grids [PD11, Sia14, JMI13].

Demand response benefits Smart Grid in multiple aspects. Demand response
can be divided into three levels:

• Customer’s energy optimization: The customer uses an intelligent strategy
to use the electrical equipments with lower power consumptions.

• Price-driven response: Smart Grid provides a smart pricing mechanism to
drive the using strategies of customers, leading to reduction of the peak usage in
the grid system.

9
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• Network level response: The grid system integrates the information of energy
producers and consumers for efficient demand response.

In the following, literatures regarding to the three aspects are reviewed.

• Customer’s energy Optimization
Several research projects have been carried on for smart energy management for
homes and buildings. With the objective of optimizing energy cost for users,
Rad et al. proposed an autonomous energy management system on demand side
[MRWJ+10]. In their work, game theory was introduced to formulate a scheduling
game of energy consumption, where game players were the users whose strate-
gies were the daily schedules of house appliances. Using binary particle swarm
optimization to schedule the resources of customers, Pedrasa et al. proposed a
decision support tool for customers to acquire optimized energy services [PSM09].
Rastegar et al. developed a load commitment framework allowing minimizing the
cost of householder by automatically shifting responsive electrical loads, including
battery storage and plug-in hybrid electric vehicles [RFFA12].

• Price-driven response
Many methods have been developed for efficient demand responses by changing
the energy prices in the market. There are various ways of pricing, such as time
of use, critical peak pricing, and real-time pricing. Khodaei et al. investigated
the real-time pricing, which is a widely used demand response method [KSB11].
Their work implied that demand response could lead to peak load reduction and
therefore reduce the price spikes to benefit the whole grid system. Conejo et
al studied demand response under the influence of price uncertainty [CMB10].
They introduced robust optimization with dual property to model price uncer-
tainty. Beside, linear programming was introduced in their approach to solve the
proposed model for practical implementations.

• Network level response
The network level responses take both energy producers and consumers into con-
sideration, aiming at efficient demand response over the gird network. Ilic et al.
first investigated demand response methods integrating wind power generations
[IXJ11a], and then developed a new decision-making and dynamic monitoring
system to achieve a near-optimal energy dispatch. Later, Ilic et al. in [IXJ11b]
showed that up to 50% of generated wind power could be accommodated using
the method proposed in [IXJ11a]. They also showed an effective way to imple-
ment their method by multi-directional information exchange between decision
makers and the control center, so that the global supplied demand function could
be optimized under constraints.
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The three categories of demand response methods gain their own advantages
in management of Smart Grid market. Customer’s energy optimization tries to
improve efficiency of energy in the end-user side. Pricing mechanisms are suitable
to manage retail market with adaptive customers in Smart Grid. Network level
response tries to optimize energy usage from the view of the whole grid system.

To effectively manage the retail market, the pricing mechanism is introduced
in the proposed broker model in Chapter 3 of this thesis. Pricing mechanisms are
further discussed in the next subsection.

2.1.2 Broker models

To ameliorate the management of Smart Grid market, brokers are widely employed
[KCRW14].

Brokers, who buy energy from the wholesale market and sell it to the retail
market, form a decentralized mode to enhance the efficacy of Smart Grid market.
However, a broker faces complex situations in Smart Grid market as illustrated
in Figure 2.1. A broker has to simultaneously interact with the wholesale and
retail (tariff) market with a variety of customers. The balancing market can supply
unbalanced demand to the broker with a high price.

Figure 2.1: An illustration of a broker Smart Grid market. This figure is adapted
from [KCRW14].

A successful broker should not only maximize his own profit, but also keep a
good supply-demand balance in the two markets to improve the energy efficiency.
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However, the excellent broker has to cope with the omnifarious challenges. For the
wholesale market, there are dynamics in energy price, quantity and stability because
of the various energy suppliers. To purchase a proper amount of energy for the each
of coming 24 hours, a customer demand prediction is needed, but is a very chal-
lenging issue in Smart Grid due to the various behaviors of different customers and
customers’ migrations between brokers. Moreover, a bidding strategy is required
to optimize the bidding prices in auctions, with the considerations of competitions
among other brokers. For the retail market, there are variety of consumers with
various behaviors. An excellent broker should consider the different types of con-
sumers and their different power usages. Besides, the broker should also deliberate
on the uncertainty of customers’ behaviors in power usage. Moreover, the broker
also needs an efficient strategy to compete with other brokers to attract customers
in the retail market.

Broker modeling for the management of Smart Grid market is an emerging
research field. In 2012, Power Trading Agent Competition (Power TAC) started and
supplied a simulated real-world Smart Grid market environment. Some competitive
broker models are reviewed in the following.

AstonTAC team [KHCW13] developed a broker model that introduced MDP
approach for auctions in the wholesale market. AstonTAC also employed different
Hidden Markov Models (HMM) to predict the price of energy and the customer
demand. AstonTAC could keep a good supply-demand balance, but it did not
provide an effective strategy to attract customers in the retail market. Their broker
model got the second place in Power TAC in 2012, fell behind of the first place
which used some designed tricks to attract customers. Therefore, AstonTAC had a
weakness for the competitions in retail market, while its strength was the accurate
prediction of power demand. AstonTAC employed HMM for customer demand
prediction. The proposed broker model in Chapter 3 also makes effort to efficiently
predict the customer demand, but it uses light-weight linear regressions for classified
customer groups to enhance the competition capabilities in dynamic Smart Grid
market.

Urieli and Stone developed a broker model called TacTex and won the Pow-
er TAC in 2013 [US14]. They decomposed the global optimization into sub-
optimizations in the wholesale and retail markets. Locally weighted linear regression
was introduced to predict if the customers would subscribe his tariffs. The TacTex
won in profit making, but it did not make much effort on supply-demand balance. If
the balance of supply and demand were further taken care of, TacTex could achieve
even better performance than the current version.

The CwiBroker team [LHL14] used game theory in both wholesale and retail
markets to maximize the profit. Compared to reinforcement learning used in Tac-
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Tex, game theory is less competitive to the dynamic market changes. Peters et al.
introduced on-policy reinforcement learning (SARSA) to optimize price in the retail
market and showed a competitive performance [PKSTC13]. Based on previous stud-
ies, in the designed broker model in Chapter 3, reinforcement learning is introduced
to generate policies in the competitive retail market.

In Chapter 3 of this thesis, a new broker model is developed for management of
Smart Grid market. Different from previous broker models that might emphasize
on one or two issues in Smart Grid market, the proposed broker model efficiently
tackles aforementioned challenges in Smart Grid market. It defines some customer
usage patterns to cluster customers, and then predict the demand for each customer
group to obtain an accurate estimation of power usage. The proposed broker also
introduces reinforcement learning to manage the dynamic retail market. In this end,
the proposed broker can keep a good supply-demand balance between the wholesale
and retail market. Therefore, the developed broker model can be an effective solution
to the first research issue identified in Section 1.2.2.

2.2 Demand Prediction
Demand prediction plays a key role in supply-demand balance. It is the basis to make
effective decisions on energy production and distribution. For its critical significance
in Smart Grid, demand prediction has been deeply studied for decades. Demand
prediction methods in the literature are reviewed, including regression methods, neu-
ral networks and other machine learning methods. Specially, methods that consider
customer behaviors to improve demand prediction are also reviewed.

2.2.1 Regression methods

Regression is a deeply studied method in both statistics and machine learning so-
cieties. As a basic method, regression can be applied into different problems. Re-
searchers in Smart Grid have developed many variants of regression models for
energy demand prediction.

Alex et al. introduced binary coding for accurate holiday modeling, and de-
gree functions for temperature modeling [PH90]. They employed robust parameter
learning method is to reduce the effects on precision of load forecasting caused by
explanatory variables. Haida et al. developed a regression with transformation for
the prediction of daily peak load [HM94]. To precisely predict the demand through
a year, they considered daily load changes, seasonal load changes and annual load
growth. They further used a transformation function with translation and reflec-
tion to transform the former data. Charytoniuk et al. presented a nonparametric
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regression approach for short term demand forecast [CCVO98]. Their approach was
derived from a load model in the form of a probability density function between
energy load and its affecting factors. In their approach, a load forecast was a condi-
tional expectation of load, given a series of explanatory variables, such as time and
weather conditions.

Lam et al. examined the commercial and residential sector power consumption
patternin [LTL08], in which principle component analysis of five major climate vari-
ables was conducted. In their method, the sector-wide energy consumption with the
corresponding two principle components were determined using multiple regression.
Jonsson et al. used a non-parametric regression model [JPM10] for efficient wind
power prediction, in which the conditional distribution of price was found to be
non-Gaussian.

Some research predicted the energy demand in a large scale and long term lev-
el. Egelioglu et al. examined how annual electricity consumptions are influenced
by the economic variables [EMG01]. Using multiple regression analysis, their ap-
proach could determine the relationship between energy consumptions, the price of
electricity, the number of customers and the number of tourists.

Standard regression has been widely used for solving prediction problems in
many domains. Though much effort has been tried to adapt regression to energy
demand prediction, the prediction accuracy is not very satisfactory, because energy
demand prediction is a time-series prediction problem. A standard regression model
could not effectively make use of temporal correlations in energy demand prediction.
The auto-regressive method, which can improve the naive regression by consider-
ing temporal correlations in time-series and thus becomes more suitable for energy
demand prediction, is discussed in the following.

2.2.2 ARIMA model

An Auto-Regressive Integrated Moving Average (ARIMA) model is a class of mod-
els for time-series prediction. The acronym ARIMA contains three major aspects
[BP70], which are:

• Auto-Regression (AR). A model that makes use of the dependency between
the current observation and lagged observations.

• Integrated (I). Using the differences in observations to make time-series sta-
tionary.

• Moving Average (MA). A model that utilizes the dependency between the
residual error and the observation from a moving average of lagged observations.
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As ARIMA is specially designed for time-series prediction, it has been widely
used to demand prediction problems. Sumer et al. used three models, ARIMA, sea-
sonal ARIMA and regression model for energy demand forecasting [SGH09]. They
made extensive comparisons on the three models and got the conclusion that re-
gression model with seasonal latent variable showed better results. Saab et al. used
AR(I) model with a finite impulse response filter for energy demand prediction, and
studies the case of electricity consumptions in Lebanon [SBN01]. Their hybrid mod-
el was compared with AR and ARIMA, and showed higher prediction accuracy. Cho
et al. combined ARIMA and transfer function model for short-term load forecasting
[CHC95]. Their model studied the effect of temperature on power consumption and
concluded that the introduction of transfer function model could improve ARIMA
by considering the causality between power consumption and temperature.

ARIMA has a long history in energy demand prediction. Though ARIMA is
a tailored regression model for time-series data, it is weak in dealing with feature
nonlinearities. To achieve a good performance, ARIMA requires human-designed
feature engineering. With the combination of machine learning approaches, more
complicated models can achieve more accurate predictions than ARIMA.

2.2.3 Neural networks

Neural networks have been recognized as universal function approximators and have
been widely used for solving prediction problems in various domains. There are also
a number of literatures on energy demand prediction using neural networks.

Lu et al. evaluated artificial neural network to testify if it was a system indepen-
dent model or a case dependent model [LWV93]. Their work evaluated the perfor-
mance of neural network in practical short-term energy demand forecasting. Chow
et al. proposed a method which was a nonlinear generalization of Box and Jenk-
ins approach for non-stationary time-series prediction [CL96]. In their approach,
weather compensation neural network was developed for one-day ahead energy load
prediction. Vermaak and Botha introduced Recurrent Neural Network (RNN) for
energy demand prediction [VB98]. In their work, RNN showed the nature of mod-
eling dynamic nonlinear systems and obtained good performance in short-term load
forecasting.

Gao et al. proposed a neural-wavelet approach for energy demand forecast-
ing [GT01]. The wavelet transform was proven to be able to capture key features of
various types of loads and could supply promise for an on-line wavelet-based discrim-
inator. Mandal et al. developed a neural network based algorithm for a deregulated
electricity market [MSF06]. Kandil et al. proposed an efficient neural network for
energy demand forecasting [KWSG06], where only weather data was used. Their
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results indicated that temperature played the key role in energy demand prediction.
Amin et al. combined unsupervised learning and supervised learning to predict daily
peak demand [ANS08], in which the patterns of daily peak load were classified and
a hybrid neural network was introduced to predict the peak consumptions. Xiao et
al. presented an approach to accurate prediction of short-term load. Their approach
combined neural network and rough set to deal with dynamic and non-linear factors
in load forecasting [XYZS09].

Neural networks are also introduced for mid-term and long-term energy demand
predictions. Azadeh et al. integrated neural network, time-series model and ANOVA
model to predict monthly and seasonal energy prediction [AGS07]. Carpinteiro et
al. proposed a new hierarchical hybrid neural for the forecasting of long-term load
[CLdS+07]. In their approach, the neural model was built by two self-organizing map
networks and then connected to a perceptron. Xia used radial basis function neural
network to predict short, medium and long term electricity demand in [XWM10].

Though neural networks have strong nonlinear representational capacities, they
do not model temporal correlations in energy demand prediction. RNN can model
temporal correlations, yet it is very hard to train. Recently, deep neural networks
have been developed and could be efficiently trained, showing competitive perfor-
mances in various domains. It is also possible to introduce deep neural networks for
energy demand prediction. The deep learning methods for prediction are further
discussed in Section 2.3.

2.2.4 Continuous conditional random fields

In the Conditional Random Fields (CRF) research community, Qin et al. proposed
Continuous CRF (CCRF) in 2009, which extended CRF to be capable of solving
real-value regression problems. Since then, CCRF has been widely applied to various
domains, such as learning to rank [QLZ+09], expression recognition [BBR13], and
social recommendation [XKDL09]. CCRF has two potential functions, i.e. node
potential and edge potential. A node potential maps input features to output,
playing a similar role to regression. A edge potential models the dependencies in
the output variables. As CCRF integrates the two potentials, it gains an advantage
of modeling dependencies in the output over regression models.

Guo [Guo15], [Guo16] used CCRF to forecast the short-term power and gas
usage in a building. His work also introduced predictive clustering trees to tackle
the weak feature constraint problem in CCRF. Guo’s work demonstrated the ad-
vantages of CCRF and achieved superior performances in load forecasting in a small
area. Based on Guo’s work, a new variant of CCRF is proposed in Chapter 4 of
this thesis for energy demand prediction in a complex Smart Grid market. In the
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proposed method, an L1 norm penalty term is introduced to CCRF to result in a
sparse learning model called sparse CCRF (sCCRF). sCCRF is applied to explore
customer behaviors to aggregate different customers into groups, in order to improve
prediction accuracy.

Sparse Gaussian Conditional Random Fields (SGCRF) [WK13] is also an im-
portant variant of CCRF. Wytock and Kolter used it in energy demand forecasting
and wind energy prediction [WK13]. Different from CCRF, SGCRF introduced pa-
rameters in each time step, and resulted in many more parameters than CCRF. Such
a large number of parameters may lead the customer clustering step to the “curse of
dimensionality”, and therefore, SGCRF is not suitable to analyze customer behav-
iors. On the other hand, SGCRF does gain advantage in energy demand prediction
because it can effectively model the dependencies of output variables. To make use
of this advantage, Chapter 6 of this thesis proposes a new model, an integration of
SGCRF and RNN, which is a new effective model for energy demand prediction.

2.2.5 Other machine learning methods

With the developing of machine learning technologies, new machine learning models
are also introduced to energy demand prediction. Representative methods include
support vector regression, Bayesian vector auto-regression and particle swarm opti-
mization methods.

Wang et al. modeled energy consumption as a function of gross national produc-
tion, imports and exports, and population [WZZS09], and then introduced support
vector regression for the input variables to predict the energy demand in Turkey.
Crompton et al. used bayesian vector auto-regression model to predict energy re-
quirement in China [CW05]. In their work, the past trends were analyzed and future
directions were suggested based on the predictions. Unler [Ünl08] developed energy
prediction based on swarm intelligence, in particular, particle swarm optimization.
Their work first introduced swarm intelligence to energy demand prediction, and
showed the merits of the advanced optimization method in prediction.

The above methods tried to introduce new machine learning models to energy
demand prediction. Those models might achieve some improvement compared to
traditional models, but they were not tailored for time-series prediction, so they
might not make full use of the information in sequential data. To utilize the infor-
mation in time-series data to improve energy demand prediction, Section 2.4 further
reviews latest time-series prediction models.
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2.2.6 Methods considering customer behaviors

A customer’s energy consumption pattern under the influence of a range of factors
(such as time and weather conditions) in Smart Grid is defined as customer behav-
iors. The complexity of customer behaviors comes from two aspects: vast types
of customers and irregular behaviors of each customer type. In Smart Grid, the
concept of “customer” has extended to include not only general energy consumers,
but also interruptible consumers, consumers with storage capacity and even small
renewable energy producers. Due to the complex customer behaviors, traditional
load forecasting methods, which target the grid system or a particular customer,
face challenges to precisely forecast the load of Smart Grid. Intuitively, if customer-
s with similar behaviors could be aggregated into groups, the predictions towards
customer groups would improve the final load forecasting accuracy.

There has been some work on studying customer behaviors based on human
classification or historical usage data. Srinivasan [Sri08] manually divided different
customers in a grid system into six groups, and introduced a Group Method of Data
Handling (GMDH) neural networks for load forecasting. Their methods obtained
better load forecasting accuracy than forecasting towards the whole grid system,
but customer groups are divided manually.

Alzate et al. [AEDS09] used spectral clustering to cluster customers with re-
spect to the historical load data and reported improved accuracy in load forecasting.
Alzate and Sinn [AS13] further explored kernel spectral clustering to aggregate cus-
tomers, and their work showed improved results compared to Alzate’s previous work
[AEDS09]. Both of the two methods tried to aggregate customers based on the his-
torical usage data. The customers were classified by an unsupervised clustering
method. For customer aggregation, clustering according to historical usage data
could be more accurate than manual divisions, but clustering could still not reflec-
t the relations between customer usages and external influences, such as weather
conditions.

Fiot and Dinuzzo [FD16] used multi-task kernel learning to predict long-term
load. Their method tried to discover the similarity of nodes in Smart Grid and
thus to improve the prediction of each node (customer). In predicting the long-term
load, only time and calendar features were considered. It is known that individual
customer may have some random behaviors that are hard to predict. Their method
predicted the load of each customer and thus could not make use of the averaging
effect to reduce the randomness of customer behaviors.

In summary, there have been some approaches concerning customer behaviors,
in which the behaviors were defined by human or unsupervised clustering. Different
from previous work, Chapter 4 of this thesis proposes Load Forecasting through
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Learning Customer Behavior (LF-LCB). LF-LCB aggregates different types of cus-
tomers by their identified behaviors, and then predicts the load of each customer
cluster, so as to improve load forecasting accuracy of Smart Grid. LF-LCB intro-
duces supervised learning to analyze the relations between external features and
customer energy usages, which is an accurate classification of customer behavior.
Based on the identified customer behaviors, customers can be accurately aggregat-
ed, so as to improve load forecasting precision. LF-LCB can be an effective solution
to the second research issue identified in Subsection 1.2.2.

2.3 Renewable Energy Prediction
Renewable energy is an important part in Smart Grid market. The fluctuations of
production of renewable energy significantly affect energy supply in Smart Grid mar-
ket. In order to keep a good supply-demand balance, it is significant to accurately
predict the production of renewable energy.

Most of energy demand prediction methods can be applied to renewable energy
prediction. Compared to energy demand, the production of renewable energy is more
sensitive to weather factors and shows larger fluctuations. Thus, it is necessary to
further investigate methods for renewable energy prediction.

Some machine learning methods have been applied to renewable energy pre-
diction. Kalogirou summarized the applications of neural networks in renewable
energy modeling and prediction [Kal01], and concluded that the strong nonlinear
neural networks could fit different tasks such as modeling and forecasting in renew-
able energy studies. Mohandes et al. introduced Support Vector Regression (SVR)
to wind energy prediction [MHRH04]. Their work reported that SVR could achieve
better accuracy than multi-layer neural networks in wind energy forecasting.

Recently, more competitive prediction models have been introduced to renewable
energy prediction. Gradient boosting [Fri01] was an effective function approximator
through the ensemble of boosting trees. In the solar energy prediction contest on
Kaggle, which aimed at predicting the daily solar energy production given several
temporal weather forecastings in a day, all of the top three winning solutions in
this contest used Gradient Boosting Decision Trees (GBDT) [MGB+15]. The best
solution used GBDT as the learning tool, and they trained 13 models at each solar
station. After that, two step optimizations were introduced to fine-tune the trained
models. The first step was to use Nelder and Mead nonlinear optimization to tune
the obtained GBDT models for each solar station, and the second step was to
optimally weight the predictions by the results of nearby solar stations.

In the probabilistic energy forecasting competition 2014, the winning solution
was also based on GBDT [HP16]. The winning solution deeply studied the features
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for solar power generation and introduced an extra blue sky model. GBDT and
k-Nearest Neighbors were used to build the model for each hourly production with
the weather feature in current hour and the previous three hours. Similar to neural
networks, gradient boosting [CG16] has been an effective method to handle nonlinear
features, but it cannot naturally model temporal information. Feature engineering
has been introduced to compensate the weakness of gradient boosting in handling
temporal information.

SGCRF, proposed by Wytock and Kolter [WK13], was applied to the predic-
tion of wind farm energy. SGCRF can effectively make use of the dependencies in
the output variables, and shows competitive performance in wind energy prediction.
SGCRF can also be applied to demand prediction with satisfactory performance.
However, SGCRF constructs a linear mapping from input features to output vari-
ables, thus feature engineering is necessary to cope with feature nonlinearities.

Vermaak et al. introduced RNN for renewable energy prediction [VB98]. In gen-
eral, RNN can be a suitable model for renewable energy prediction because it can
model temporal correlations and handle nonlinear features. However, RNN could
not be reliably trained before the development of deep learning technologies. Par-
ticularly, Vermaak et al. only used one layer RNN, which had less representational
capacities than deep RNNs.

Different from previous work on renewable energy prediction, Chapter 5 of this
thesis studies renewable energy prediction from the perspective of deep learning.
Deep learning has shown advantages in several fields, such as computer vision,
speech recognition and natural language processing [Ben09]. Chapter 5 makes use
of the latest deep learning method to improve energy prediction. Deep RNNs are
introduced in Chapter 5 to predict the production of renewable energy and obtain
excellent results. The developed method in Chapter 5 can be an effective solution
to the third research issue identified in Subsection 1.2.2.

2.4 Time-series Prediction Models
Energy demand prediction is a time-series prediction problem. To further improve
the accuracy of demand prediction, this section summarizes the advantages and dis-
advantages of state-of-the-art methods for time-series prediction in broad domains.
Then a new effective time-series prediction model is sketched, which contributes
to time-series prediction in machine learning research and achieves a competitive
performance in energy demand prediction.

A multi-step time-series prediction problem can be formally defined as follows:

y = fW (X), (2.1)
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where fW is a transformation (to be learned) parameterized by W , X =
[x1,x2, · · · ,xT ] is a T ×D matrix, representing T steps and D observed features in
each step, and y is a T -dimension structured output.

In multi-step time-series prediction, there are three kinds of critical information,
which are temporal correlations in the observed data X, nonlinearities in features
xt and structured information in the output y. Temporal correlations refer to that
step features xt are correlated in close time steps, which can be measured by auto-
correlation [TEL+92]. Nonlinearities refer to nonlinear correlations in some features
in xt, which are usually accomplished by feature engineering. Structured informa-
tion refers to the dependencies in the output variables y, which can be interpreted
in a geometric view. Figure 2.2 illustrates the outputs of multi-step time-series pre-
diction. The blue dots are ground-truths and the red triangles are predictions. For
the multi-step prediction problem, the output can be imagined as a curve. In this
scenario, the structured information can be regarded as the shape of the curve.

Figure 2.2: An illustration of time-series prediction. The groud-truth and pre-
diction are imagined as a curve.

2.4.1 Typical time-series prediction models

There have been several methods for multi-step time-series prediction problems.
ARIMA is a traditional model for time-series prediction [BP70], which utilizes tem-
poral correlations of the observed data and partially structured information for pre-
diction. However, ARIMA is weak in dealing with nonlinearities and thus it often
resorts to feature engineering. Gradient boosting [Fri01] is a universal function ap-
proximator and achieves success in regression problems [CG16]. Although gradient
boosting has strong capacities to represent nonlinearities, in multi-step time-series
prediction, it cannot fully handle temporal correlations and miss the structured
information.



CHAPTER 2. LITERATURE REVIEW 22

Recently, deep RNNs [PGCB13] and SGCRF [WK13] have been introduced to
time-series prediction, showing promising results. SGCRF is an effective structured
learning model, while it is weak in representing nonlinearities in features. As a
consequence, SGCRF relies heavily on feature engineering. RNN can effectively
model temporal correlations and represent nonlinearities in features, while it misses
the structured information in the output. We can also diagnose RNN and SGCRF
in a geometric view by Figure 2.2. RNN tries to make each individual predicted
point close to the ground-truth point, without the consideration of curve shape. In
contrast, SGCRF tries to match the shape of predicted curve and the ground-truth
curve. Intuitively, if the structured information was incorporated into RNN, the
performance of time-series prediction could be improved.

There are some very recent studies of time-series prediction based on deep neural
networks. Osogami and Otsuka proposed Dynamic Blotzmann Machine (DyBM)
for time-series prediction in general domains [OO15]. The most notable character
of DyBM is online updating, while its performance is not as good as RNN in off-line
learning. Lin et al. used attention-based RNN and introduced dual-stage attention
to improve the accuracy of time-series prediction [LGA17]. Their work tried to model
the observed data in a more effective way, but lacked consideration of structured
information of output.

2.4.2 A new time-series prediction model

Based on the thorough analysis of previous time-series prediction models, Chap-
ter 6 of this thesis proposes a new prediction model, Sparse Gaussian Conditional
Random Fields on top of Recurrent Neural Networks (CoR). CoR can make use
of temporal correlations, nonlinearities and structured information in multi-step
time-series prediction problems. CoR has gained striking advantages over RNN and
SGCRF. Compared to RNN, CoR can learn structured information to result in a
significant boost in performance. Compared to SGCRF, CoR can effectively repre-
sent nonlinear temporal features and greatly outperforms SGCRF. In the end, CoR
achieves better performance than state-of-the-art methods in time-series predictions.
Specially, CoR and other models are further compared in energy demand prediction
in real-world data. CoR shows the best performance in energy demand prediction
among various models.

In 2014, attention mechanism was proposed by Bahdanau et al. to improve RNN
in machine translation [BCB14]. Attention mechanism can measure the importance
of temporal features to the current output, which can also be introduced to CoR to
improve the performance of time-series prediction.

In Chapter 6, attention mechanism is also introduce to CoR, resulting an im-
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proved model CoRa. Attention mechanism improves RNN by associating the im-
portance of input features to the current output, while SGCRF layer compensates
the weakness of RNN in structured learning. Attention and structured information
improve RNN from two separate ways. Compared to CoR, CoRa has extra attention
to measure of the complex features in Smart Grid market, and thus achieves even
better performance in energy demand prediction.

2.5 Summary
In this chapter, current literature regarding the three research issues in this thesis
was thoroughly reviewed. Specially, the review concentrated on related studies in
Smart Grid management via broker models, demand prediction methods, renewable
energy prediction methods and discussions of time-series prediction models.



Chapter 3

A Strategic Broker Model for Man-
agement of Smart Grid Market
This chapter proposes a strategic broker model for management of Smart Grid mar-
ket. Three goals are established in the designation of a good broker model: Goal 1
is to efficiently predict the energy demand of customers, so as to keep a good balance
of supply and demand; Goal 2 is to obtain energy as the required demand in the
wholesale market with a lower price; and Goal 3 is to sell energy to customers with
a proper price, which can ensure a good profit and attract customers.

Effective methods are proposed to achieve the above three goals. For Goal 1, a
data-driven method is proposed to first cluster various customers according to their
energy consumption patterns, and then predict the one-day-ahead hourly demand of
subscribed customers. For Goal 2, the Markov Decision Process (MDP) is employed
for energy auctions in the wholesale market. For Goal 3, independent reinforcement
learning processes are introduced to optimize prices for different types of customers.

The rest of this chapter is organized as follows. Section 3.1 presents the defini-
tions in this chapter and framework design of the proposed broker model. Section
3.2 describes the detail designs of three modules in the broker model. Section 3.3
reports experiments that evaluate the proposed broker model. Section 3.4 provides
a discussion of experimental results. Finally, Section 3.5 summaries this chapter.

3.1 Definitions and Framework Design
In this section, the terms that are used in the rest of the chapter are defined, and
the framework of the proposed broker model is described.

3.1.1 Definitions

Definition 1. (Bootstrap Data) Bootstrap data BD are the historical data of
customer usages in the retail market. It is represented as the following matrix,

BD =


u11 u12 · · · u1Tb

u21 u22 · · · u2Tb

... ... ... ...
uN1 uN1 · · · uNTb

 , (3.1)

24
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where uij is the hourly usage of customer i in hour j, N is the total number of
customers, and Tb is the length of a usage sequence of customer i.

Definition 2. (Usage Gradient) Usage gradient Gi = [g1, g2, · · · , g24], is a
24-dimension vector that reflects how the hourly usage amount of customer i changes
in 24 hours. Each element gk is calculated in a usage sequence of customer i.

Assuming there is a N day length usage sequence {unk}, where unk is the usage
of hour k in day n. gk is the average of gnk , gk = 1

N

∑N
n=1 g

n
k , where gnk is calculated

by gnk = (unk − unk−1)/un (for un0 the usage of hour 0 is the usage of hour 24 of last
day), where un is the average usage of the 24 hours in day n.

Definition 3. (Usage Variance) Usage variance Vi = [v1, v2, · · · , v24], is a
24-dimension vector regarding customer i. Each element vk reflects how much the
usage in hour k varies in different days. vk is calculated in a usage sequence of
customer i.

In a N day length usage sequence {unk}, vk is a standard variance, calculated by
vk =

√
1
N

∑N
n=1(unk − uk)2, where uk is the average of usage in hour k of N days.

Definition 4. (Energy Consumption Pattern) Energy consumption pattern
Pi = {Gi,Vi, T} for customer i, is defined as a collection of usage gradient Gi, usage
variant Vi and time period T . It indicates how a customer consumes energy in a
certain time period.

3.1.2 Framework design

The broker model is designed to efficiently adapt to the dynamics in both the retail
and wholesale markets. To achieve the three goals, three modules are designed in
the broker model, which are: 1) customer demand prediction module, 2) wholesale
market module, and 3) retail market module. The three modules incorporate to cope
with market dynamics. The customer demand prediction module predicts one-day-
ahead customer demand, and outputs the predicted demand to the wholesale market
module. The wholesale market module aims to obtain such amount of energy with a
low price in auctions. Then energy cost is calculated and passed to the retail market
module. Based on the known energy cost, the retail market module makes decisions
to attract customers and gain profit. The framework of the proposed broker model
is shown in Figure 3.1.
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Figure 3.1: The framework of the proposed broker model

The three modules work as follows.

• Customer Demand Prediction Module

The customer demand prediction module makes use of the data from two stages:
the bootstrap stage and the dynamic market stage. It first explores the retail
market based on bootstrap data, from which the energy consumption pattern for
each customer is calculated. According to the different usage patterns, all the
customers are clustered into clusters through a two-layered clustering process.
For each customer cluster, a usage predictor, which is learned from the bootstrap
data, is used to predict the future usage. In dynamic market environments, the
retail customers who subscribe tariffs are maintained, and then these customers
are assigned to the corresponding customer clusters with respect to their energy
consumption patterns. Using the learned usage predictor for each cluster, the
broker predicts the energy usage for each customer cluster, and accumulates all
the predicted usages to obtain total demand.

• Wholesale Market Module

Given the predicted demand, the wholesale market module employs a Markov
Decision Process (MDP) to bid for the predicted amount of energy in one-day-
ahead auction in the wholesale market. If the obtained energy amount is less than
the actual usage, the imbalance amount will be compensated by the balancing
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market with a balancing price a, which might be much higher than the market
price. After the auction, the cost of the obtained energy is calculated and passed
to the retail market module.

• Retail Market Module

The retail market module calculates the profit based on the given energy cost
from the wholesale market module. To compete with other brokers, this module
uses three independent SARSA control processes to optimize the tariff prices for
three types of customers, which are prosumers, general consumers (customers
who require consistent power supply, such as householders and office users) and
interruptible consumers (customer with energy storage capacity, such as cold
storage companies). The calculated profit is regarded as the immediate reward
in the SARSA process.

From the perspective of an integrated system, the three modules are connected
and can exchange information. The information flow is highlighted in Figure 1. The
customer demand prediction module gathers customer usage data from the retail
market module and outputs the predicted energy demand to the wholesale market
module. The wholesale market module tries to obtain the predicted amount of en-
ergy in the auction process, and passes the energy cost to the retail market. The
retail market module uses the cost of energy in reinforcement learning to calculate
rewards and makes decisions to different customers. The retail market module al-
so maintains the data of customers for the customer demand prediction module.
Through the communications and cooperations of the three modules, the broker
model can efficiently response to the dynamics in market, so as to make more profit
and keep supply-demand balance. In the following section, technical designs of the
three modules are introduced in details.

3.2 The Detail Design of Three Modules
This section introduces the three modules of the proposed broker model in details.

3.2.1 The detail design of the customer demand prediction
module

In this module, a data-driven method is proposed to predict customer demand,
which is critical for supply-demand balancing. The data-driven method hierarchi-
cally clusters the customers based on their energy consumption patterns, and then

aThe balancing price is for the power from high-level grid, for example, the state grid. As the
delivery distance is long, balancing price may be much higher than the market price.
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different prediction methods are introduced to predict the energy demand for differ-
ent customer clusters 24 hours ahead. The procedure of customer demand prediction
is described in Algorithm 1.

Algorithm 1 A data-driven method for customer demand prediction
Input: Bootstrap data BD;
Output: Predicted energy demand Ut, t = 1, · · · , 24;
1: Initialize: Ut = 0, t = 1, · · · , 24;
2: Calculate customer energy consumption pattern Pi for each customer based on

BD;
3: Cluster the customers into customer group C1 and C2 according to customer

usage variance Vi;
4: Cluster the customers in C1 and C2 according to customer usage gradient Gi,

and M1 and M2 customer clusters are obtained, respectively;
5: Assign the subscribed customers into the M customer clusters;
6: for each hour t ∈ [1, 24] do
7: for each customer cluster ci ∈ C1 do
8: Predict future usage U i

t based on BD;
9: Ut = Ut + U i

t ;
10: end for
11: for each customer cluster ci ∈ C2 do
12: Predict U i

t with the regressor learned from BD;
13: Ut = Ut + U i

t ;
14: end for
15: end for

In Algorithm 1, The broker model predicts next day energy demand Ut(t =
1, · · · , 24) according to the input bootstrap data BD. In Line 1, the energy demands
to be predicted are initialized to 0. Line 2 calculates the energy consumption pattern
Pi of each customer. Then customers are clustered according to Pi in Lines 3-4.
Line 3 clusters the customers into customer group C1 and C2 according to customers’
usage variances, and Line 4 further clusters the customers in C1 and C2 according
to customers’ usage gradients, respectively. The customers who subscribe tariffs are
assigned into the customer clusters in Line 5. In Lines 7-10, the energy demand for
each customer cluster in customer group C1 is predicted and accumulated to the total
energy demand. In Lines 11-14, similar routine is executed for each customer cluster
in customer group C2. The details of clustering customers (Lines 3-4), prediction
method in C1 (Line 8), and prediction method in C2 (Line 12) are further introduced
as follows.

Clustering customers: According to pattern Pi obtained in Line 2, a two-
layered clustering method is used to cluster all the customers. There are two layers
in the cluster method. For the first layer, customers are clustered according to usage
variance Vi, and two customer groups are obtained, i.e. C1 and C2 (see Line 3). For
the second layer, customers in C1 and C2 are further clustered according to usage
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gradient Gi, and M1 and M2 clusters are formed, respectively (see Line 4).
In the first layer, it is aimed to cluster all the customers into two groups, where

one group of customers (C1) shows stable hourly usages in different days, and another
group (C2) has variable hourly usages. A hard threshold is used to cluster all the
customers in the first layer. For customer i, if any element vk in his usage variance
Vi, satisfies vi ≤ ∆1, the customer is assigned into C1. Otherwise, the customer will
be assigned into C2. A strict threshold ∆1 is used to ensure that the hourly usage
of customers in C1 is stable. The cluster procedure in the first layer makes sense
for the reason that two prediction methods can be tailored for the customers in C1

and C2. As customers in C1 show stable hourly usages everyday, the future hourly
usages can be predicted according to the historical usage data.

In contrast, the hourly usages of customers in C2 change with respect to other
factors, thus supervised learning can be introduced to learn predictors for those
customers. In the second layer, it is aimed to find customers sharing similar usage
gradients. K-means with a Euclidean distance criterion ∆2 is used to cluster the
customers in C1 and C2, respectively. It is obvious that ∆2 affects the numbers
of final clusters, i.e. M1 and M2. The parameter ∆2 is further analyzed in the
experiment section. The reason of further clustering customers and the meaning
of clusters in the second layer are explained as follows. Similar usage gradients
indicate that customers in the same cluster show similar responses to the outside
factors, thus one predictor is adequate for one customer cluster.

Prediction method in C1: Customers in C1 show stable hourly usages in
different days. For this kind of customers, accumulated historical data are used to
predict their one-day-ahead usage. For the M1 customer clusters, M1×24 predictors
are constructed. Equation 3.2 is designed to predict one-day-ahead usage Umt of hour
t for cluster m.

U f
mt = λU c

mt + (1− λ)Uh
mt (3.2)

In Equation 3.2, U f
mt is the future one-day-ahead usage, U c

mt is the current usage,
Uh
mt is the average of historical usage within a time window of one week, and λ is

a weight parameter. A large λ indicates a strong emphasis on the current usage.
Equation 3.2 recurs while time goes forward.

Prediction method in C2: Customers in C2 show variable hourly usages,
which might be affected by weather conditions and dynamics of the retail mar-
ket. The influence of weather conditions is considered first. A supervised learning
method—LASSO regression [Tib96] is used to estimate the future usage. The re-
gressors are learned from the historical usage data and weather data. M2 × 24
predictors are learned for each customer clusters in C2, respectively. The predictor,
which predicts the hourly usage in hour t for cluster m, is illustrated as follows. The
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customer usage in hour t of all the customers in cluster m from bootstrap data BD

is extracted. A new data matrix Bd is obtained,

Bd =


u11 u12 · · · u1L

u21 u22 · · · u2L
... ... ... ...

uK1 uK2 · · · uKL

 , (3.3)

where ukl is the hourly usage, and K is the total number of customers in this
cluster, L is the total number of usage records of hour t contained in a line vector
of bootstrap data BD. L can also represent the length of bootstrap data measured
by days. Adding up each line of Bd, a vector U is obtained, U = [u1, · · · , uL]. In
U, each element ul is the lth day hourly usage of all customers in this cluster. ul
fluctuates with respect to weather conditions. Following the traditional procedure
in data mining, ul is normalized by deducting the mean value and then dividing the
standard variance. u′l denotes the obtained elements. ϕlt is from weather forecast
of hour t of the lth day. ϕt is a 4-dimension real value vector: ϕt = [T,W,D,C],
where T refers to temperature, W refers to wind speed, D refers to wind direction,
and C refers to cloudiness. Each weather feature is also normalized as ul. A LASSO
regressor uses the following equation to estimate u′l given ϕlt.

ũ′l = wt · ϕlt + b (3.4)

In Equation 3.4, wt is the learned weight vector, and b is the bias item. A LASSO
regressor for time t is learned as the following process. The weather feature and the
corresponding normalized usage at time t form a pair (ϕlt → u′l), which is regarded as
a training sample. L training samples are be obtained in the end. LASSO algorithm
[Tib96] is employed to minimize the following regularized cost function,

J(wt) = 1
L

L∑
l=1

(u′l − ũ′l)2 + θ

2L‖wt‖1 (3.5)

In Equation 3.5, θ is a parameter to compromise the cost function and the regular-
ization term, and ‖ · ‖1 is the L1 norm which can perform feature selection. With
the trained regressor, power usage ul can be predicted. Finally, all the predicted
usages of M clusters are collected, and the estimated energy demand Ut for hour t
is obtained.

The performance of the predictors are monitored to adapt to the dynamics in
the retail market. If the predicted result differs from the actual usage to more than
a certain criterion for a certain time period, the prediction module is updated with
the historical data of subscribed customers. For customers in C1, the predictors will
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instantly update their values accordingly with Equation 3.2. For customers in C2,
the average usage u is updated by Equation 3.2, and all the predictors for C2 are
re-trained using Equation 3.5. In this manner, the predictors can catch up with the
dynamics in the retail market.

3.2.2 The detail design of the wholesale market module

In the wholesale market, the design aims to minimize the cost of energy in one-day-
ahead auctions. When energy demand Ut for hour t is estimated, Ut is immediately
sent to the auction process. Bidding occurs at the beginning of each hour, thus the
broker has 24 opportunities to buy energy of amount Ut. This is a sequential bidding
problem. Vytelingum [VCJ08] studied continuous auctions in 2008. Tesauro et al.
[TB02] proposed a dynamic programming strategy to optimize the bidding price. In
this situation, the auction repeats every 24 hours. Thus, it would be beneficial to
employ an MDP [Put14] to model the bidding process. The bidding form is bid(Q, p),
where Q is the energy amount and p is the bidding price. The proposed broker model
uses Algorithm 2 for an energy auction process in the wholesale market.

Algorithm 2 Algorithm for one energy auction in the wholesale market
Input: Historical auction data At; Predicted energy demand Ut;
Output: Bidding bid(Q, pt);
1: Initialize: Q = Ut;
2: if the length of At < l then
3: Set pt as the clear price pc of the former successful auction
4: else
5: Optimize pt using MDP [US14]
6: end if
7: return bid(Q, pt);

Algorithm 2 outputs the optimal bidding price according to the historical auction
data and predicted energy demand. Line 1 sets the bidding amount Q = Ut. Lines
2-3 deal with the situation lack of historical data, and the bidding price pt is set
as the clear price of the former successful auction pc. If enough historical data are
available, the MDP designed in TaxTac13 [US14] is employed for auction in Lines
4-5.

The MDP is defined as a five tuples S × A× T ×R× TS as follows.

• States: s ∈ {0, 1, · · · , 24, success}, s0 := 24

• Actions: bidding price pt ∈ R+

• Transition: a state s ∈ {1, · · · , 24} is transited to the terminal state success
if a bid is fully or partially cleared. Otherwise, the state s is transited to state
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s− 1. The transition probability is defined by PT (s, pt) = m′/m, where m′ is the
total cleared energy amount when the clear price is less than the bidding price,
and m is the total cleared energy amount. m′ and m are accumulated from the
historical data of state s.

• Reward: The reward for states s ∈ {1, · · · , 24} is 0, and the reward for state
s = 0 is the balancing price pb (initially unknown, accumulated from historical
balancing data). For the state success, the reward is the pt.

• Terminal States: {0, success}

The MDP can be solved by a back-sweep, from state 0 to state 24, with the
following value function operator:

V (s) =


pb if s = 0
minpt{PT × pt+
(1− PT )× V (s− 1)} if 1 ≤ s ≤ 24

(3.6)

At time t+24, the bought energy is consumed by customers. Assuming that the
actual customer usage is Q, SA is the cost spent in the auction and SB is the cost
spent for balancing amount (when the obtained energy in auction is less than the
actual customer usage). The per kW energy cost Wt is computed, Wt = (SA+SB)/Q.
The cost Wt is sent to the retail market module for profit computing.

3.2.3 The detail design of the retail market module

In the dynamic retail market, there are two objectives to be achieved in the com-
petitions, which are: 1) to keep and attract more customers against other brokers;
and 2) to make more profit. There are mainly three types of customers, which are
prosumers, general consumers and interruptible consumers. Prosumers can produce
energy, such as solar systems. Interruptible consumers can tolerate the energy inter-
ruptions for a certain period. General consumers require continuous energy supply.
As the three types of customers exhibit different attributes in consuming energy, it
is reasonable to publish different tariffs for different types of customers. To optimize
different tariffs, independent SARSA [SB98] processes are introduced for different
customers. Each SARSA is used to explore the dynamics of its corresponding cus-
tomers and take proper actions (optimizing energy price). One SARSA process is
taken as an instance to detail the strategy in the retail market. This process is
illustrated in Algorithm 3.
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Algorithm 3 SARSA control for a type of customer in the retail market
1: Initialize: Q(s, a) = 0, a = a6 (See Table 3.2);
2: Repeat:
3: Take action a, and observe the reward r and the next state s′;
4: Calculate Q(s, a) according to Equation 3.7;
5: Choose the next action a′ with ε-greedy policy based on Q(s, a);
6: Update: a = a′, s = s′;

In Algorithm 3, Line 1 initializes Q(s, a) and a. Lines 3-6 repeat for the life
time of the broker model. Line 3 calculates the immediate reward r and next state
feature s′ after taking action a. Line 4 calculates Q(s, a) according to Equation
3.7, which will be introduced later. Line 5 chooses next action using ε-greedy policy
based on the value of Q(s, a) in last step. In Line 6, state and action are updated.

The action-value function Q(s, a) is calculated by the following equation,

Q(s, a)← Q(s, a) + α[r + γQ(s′, a′)−Q(s, a)], (3.7)

where r is the immediate reward, which is the profit when taken action a to reach
state s′, α is the learning rate, and γ is a discount parameter. A smaller γ makes
stronger emphasis on the current reward.

For state s, it is referre to the work of Peters et al. [PKSTC13], which has
explored effective features in the retail market. With the selected features (and the
corresponding presentations), Peter et al. has achieved competitive performance in
the retail market, so these features are inherited in this work. The selected features
for s and the corresponding feature representations are listed in Table 3.1.

Table 3.1: Features and feature representations for state s

Feature Definition Representation

Bias Constant 1.0 Plain

ActionIndex Index of selected action Plain

MarketBreadth Range from the lowest to highest rate RBF

MarketShare Customer percentage of the market Plain

Actions are designed to effectively response to the dynamic market states
[PKSTC13]. Typical actions include increasing price, decreasing price, maintain-
ing current price etc. The full list of action a is illustrated in Table 3.2.
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Table 3.2: Actions and action definitions

No. Action Definition

a1 Maintain keep the same price at time t+ 1 as at time t

a2 Max
publish a tariff with price ph + ε, where ph is

the highest price, ε is a small value

a3 Min
publish a tariff with price pl − ε,

where pl is the lowest price

a4 Increase
publish a tariff with price pc + δ, where

pc is the current price, δ is the amount to increase price

a5 Decrease publish a tariff with price pc − δ

a6 Average publish a tariff with an average market price pa

As continuous control problems are dealt with in the retail market, function
approximation [RN94] is employed. A linear function approximation is used, shown
in Equation 3.8.

Q(s, a) = θF (s, a)T , (3.8)

where F (s, a) is a feature vector, and θ is continually updated by the reinforcement
learner.

In above, one SARSA control process has been illustrated. For the three types
of cusomters, three SARSA control processes, as illustrated above, are used inde-
pendently. The three independent SARSA control processes work in parallel, taking
the best strategy for each type of customers. Experiments demonstrate that this is
a more effective way to compete with other brokers.

3.3 Experiments
The proposed broker model is evaluated by the following four experiments from
different perspectives.

• Experiment 1 aims at testing the performance of the proposed broker model
competing with other brokers in Smart Grid market.

• Experiment 2 is to evaluate the on-line performance of the broker model on
supply-demand balance.

• Experiment 3 aims at evaluating the data-driven method for demand prediction
and reveal the interactions between customer clustering and demand prediction.
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• Experiment 4 is to evaluate the performance of the strategy that the proposed
model takes in the retail market.

For convenience, the implemented broker model is called GongBroker. Gong-
Broker is evaluated on the platform of Power TAC, which simulates real-world Smart
Grid market. Power TAC started in 2012 and held every year, and has drawn wide
attentions throughout the world. Dozens of brokers have participated in the com-
petition, making Power TAC an authentic platform to evaluate the performances of
brokers. This is the reason for us to evaluate GongBroker on the platform of Power
TAC.

The game process of Power TAC is briefly described as follows. Power TAC
simulates the real-world one hour with a 5-second timeslot, and it simulates 60
days in one game. At the beginning of the competition, each broker receives the
bootstrap data with two weeks’ length from the Power TAC server. The server also
informs the properties of all consumers in the retail market. Besides, the server sends
the hourly weather data with a length of two weeks. In each timeslot, brokers get
public information including wholesale market clearing price and trading quantities,
total energy production and consumption and weather forecasting data. In every 6
timeslots, brokers get the public information on tariffs in the retail market, including
new tariffs, revoked tariffs and superseding tariffs. In each timeslot, each broker also
gets the private information, including tariff transaction states of all his customers,
the production and consumption of his current customers, the wholesale market
transactions and the balancing transaction, and the current bank balance. Basing
on the market information, brokers can make decisions on actions, such as bidding
or asking in the wholesale market, and publishing or modifying tariffs in the retail
market. When a game ends, brokers are evaluated by the amount of profit and the
balance of supply and demand.

The Power TAC game is utilized to design experiments in this chapter. In Power
TAC games, brokers compete in the market to make more profits. This is a straight
way to test the performances of broker models. Experiment 1 is taken in the game
mode to compare the performance of GongBroker with others. Experiment 4 also
makes use of the game mode to evaluate GongBroker’s retail strategy. Besides, there
are sufficient logs of historical market data supplied by Power TAC game server to
analyze a broker model. The logs are used to analyze the performance of demand
prediction module in GongBroker in Experiments 2 and 3.

3.3.1 Experiment settings

Four experiments were setup to evaluate and analyze the proposed broker model.
1. Evaluation of Competition with other brokers: GongBroker was put
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into the Power TAC environment to compete with other excellent brokers. This
experiment was a direct evaluation of the overall performance of GongBroker in
Smart Grid market.

2. Evaluation of on-line supply-demand balance: A new broker was
implemented by replacing the customer demand prediction module by a baseline
prediction method. Then the new broker is compared with GongBroker in Power
TAC games.

3. Evaluation of off-line demand prediction: GongBroker itself dominates
the Power TAC market. Different parameters in customer demand prediction mod-
ule were set to evaluate the proposed data-driven method according to the logs of
Power TAC server.

4. Evaluation of Retail Market Control: A new broker was constructed
by replacing the retail market module by only one SARSA control process. Then
GongBroker is compared with the new broker in Power TAC games.

The common parameters for the four experiments are set in Table 3.3

Table 3.3: Common parameters for GongBroker in experiments

Module Parameter Value

Customer Demand Prediction Module
clustering criterion ∆1 0.15

clustering criterion ∆2 0.05

weight parameter λ 0.70

Wholesale Market Module length of time l 5

Retail Market Module
learning rate α 0.66

discount parameter γ 0.71

ε in ε-greedy 0.04

In the customer demand prediction module, the clustering criterion is set as
∆1 = 0.15 for the first layer clustering. For the second layer clustering, the clustering
criterion is set as ∆2 = 0.05. In this setting, M1 = 11 customer clusters were
obtained in C1, and M2 = 12 customer clusters were formed in C2. To predict
the usage amount for customers in C1, M1 × 24 predictors were used, and the
weight parameter λ in Equation 3.1 was set as 0.70. In the prediction method
for customers in C2, M2 × 24 LASSO regressors were used. The above settings
in customer demand prediction module maintained for experiment 1, 2 and 4. In
experiment 3, the parameter ∆2 was set to different value to evaluate the data-driven
demand prediction method. In the wholesale market module, the length l was set
to 5, which indicated if there was enough historical auction data. In the retail
market module, the parameters for SARSA control was set as follows: α = 0.66,
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and γ = 0.71. These settings were referred to [PKSTC13]. For the ε-greedy policy,
ε was set as 0.04. There are some random factors in the game, but the results are
generally consistent. For a fair comparison, 10 games are tested and the average
result is reported. In the following subsections, the four experiments are reported
and analyzed.

3.3.2 Experiment 1: evaluation of competition with other
brokers

In this experiment, other four brokers b are introduced to compete with GongBro-
ker in Power TAC games. The four brokers are Sample, LargeBroker, TacTex, and
cwiBroker [pt]. Sample broker was provided by the Power TAC, and the other three
brokers were excellent brokers in former Power TAC competitions. Two differen-
t game modes are designed to test the performance of GongBroker. In Mode 1,
GongBroker competed with each of the other four brokers. Each competition was
repeated 3 times to avoid the random factors. The averaged profits and imbalance
rates of each broker are shown in Figure 3.2 and Figure 3.3, respectively. The im-
balance rate here is defined as r = |Ua−Up|/Ua, where Ua is the actual hourly usage
and Up is the predicted usage. In Mode 2, all the brokers joined the game. Three
repeated games were held to avoid the randomness.

Figure 3.2: Results of averaged profits of 5 brokers in Mode 1

From Figure 3.2, it is seen that in Mode 1, when competing with other brokers,
GongBroker made a profit of 1.53, 5.72, 2.90 and 1.23M€. The other four brokers,

bThere are some excellent broker models in [pt]. Excellent brokers whose relevant literatures
can be found were picked, so that they can be compared and analyzed. TacTex [US14] was the
champion broker in Power TAC 2013. CwiBroker [LHL14] got the second places in Power TAC
2013 and 2014. LargeBroker was an excellent broker in Power TAC 2012, and its literature is
[PKSTC13]. Sample broker was a base line version supplied by Power TAC.
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CwiBroker had a profit of 1.33M€, Sample broker made -0.22M€, LargeBroker got
1.55M€, and TacTex gained 1.24M€. GongBroker made a competitive profit with
TacTex, and gained larger profits than the other three brokers.

Figure 3.3: Results of averaged imbalance rates of 5 brokers in Mode 1

In Figure3.3, the imbalance rates of GongBroker were 23.6%, 19.2%, 21.1%,
25.2%, respectively, while the imbalance rates of CwiBroker, Sample, LargeBroker
and TacTex were 25.3%, 18.1%, 37.8% and 27.7%, respectively. GongBroker showed
less imbalance rate against other three brokers but Sample. Sample broker kept
a good imbalance rate but it owned only a few customers after a short period of
the game. In summary, GongBroker shows the excellent performance in both profit
making and supply-demand balancing in games in Mode 1.

The average profits and imbalance rates of each broker in games in Mode 2 are
illustrated in Figure 3.4.

Figure 3.4: Results of averaged profits and imbalance rates of 5 brokers in Mode
2

In games in Mode 2, all the brokers participated in one game. From Figure
3.4, it can be seen that GongBroker made a profit of 0.67M€ with an imbalance
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rate 23.9%. CwiBroker gained 0.59M€, and its imbalance rate was 26.8%. Sample
broker made a profit of -0.27M€, with an imbalance rate 19.3%. LargeBroker had
a 0.45M€ profit, and a 39.6% imbalance rate. TacTex gained 0.63M€, and had an
imbalance rate of 25.6%. In Mode 2, GongBroker made the most profit and kept a
good balance of supply and demand.

Combining the games in Mode 1 and Mode 2, the conclusion is that GongBroker
gains advantages in both profit making and supply-demand balance can be drawn.
The performance of the five brokers can be ranked in the following order: Gong-
Broker, TacTex (the first two brokers show competitive performances), CwiBroker,
LargeBroker and Sample broker. Moreover, some interesting empirical laws in S-
mart Grid market can be drawn combining Mode 1 and Mode 2. One is that the
profit margin shrinks when there are fierce competitions in market. Games in Mode
2 exhibited stronger competitions than games in Mode 1. The total market profit
in Mode 2 is 2.07M€, less than the total profit in any games in Mode 1. Taking
a further analysis of the market profits in games in Mode 1, it can be seen from
Figure 3.2 that profit margins become smaller when the participated brokers are
more competitive. For instance, in the game between GongBroker and TaxTex, the
total market profit is 2.47M€, while the market profit is 5.50M€ in the game be-
tween GongBroker and Sample. In a competitive environment, brokers publish their
tariffs with low prices to attract customers from time to time, thus the profit margin
shrinks. Another law is that the imbalance rate of supply demand increases when
the market environment is more competitive. In Mode 2, the imbalance rates of all
brokers slightly increased comparing to those of in games in Mode 1. In games in
Mode 1, GongBroker showed a higher imbalance rate when competing with TacTex
than the one when competing with Sample broker. In order to attract customers in
the competitive retail market, brokers have to publish cheaper tariffs timely. In this
situation, customers may migrate frequently among different brokers, which brings
an extra difficulty in demand prediction. That is the reason why imbalance rate
increases in a more competitive environment.

3.3.3 Experiment 2: evaluation of supply-demand balance

In this experiment, the performance of GongBroker is evaluated on supply-demand
balance by a comparison broker. From this evaluation, the contribution of the cus-
tomer demand prediction module can be demonstrated. The comparison broker
retained the other modules of GongBroker, but replaced the customer demand pre-
diction module with a baseline prediction method. The baseline prediction method
was designed as follows. For each customer i, the next-day usage uit(t = 1, ..., 24)
was predicted the same as the hourly usage in current. Then by adding up the
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results for all the customers, the next-day energy demand Ut, t = 1, ..., 24 was ob-
tained. The modified broker model was called Broker with Baseline Predictions
(BrokerBP). In the comparison experiment, the two brokers participated the game.
Three games were repeated. The average results are shown in Table 3.4.

Table 3.4: Performance comparison of GongBroker and BrokerBP

Broker Profit (M€) Imbalance (%)

GongBroker 2.41 32.8

BrokerBP 0.76 81.4

As shown in Table 3.4, GongBroker made a profit of 2.41M€, while BrokerBP
had a profit of 0.76M€. The imbalance rate of GongBroker was 32.8%, while imbal-
ance rate of BrokerBP was 81.4%. GongBroker beat BrokerBP in both profit and
imbalance rate. As GongBroker showed significant advantages over BrokerBP on
balancing supply and demand, the contribution of the customer demand prediction
module can be demonstrated. This result also reveals that an effective demand pre-
diction method is critical for supply-demand balance. Moreover, though GongBroker
and BrokerBP applied the same strategies to the retail market, GongBroker made
much more profit than that of BrokerBP. The poor performance of BrokerBP in
supply-demand balance results in a smaller profit, which demonstrates that supply-
demand balance is also a critical factor for profit making.

To further analyze the customer demand prediction module, GongBroker and
BrokerBP are tested in two independent games. In each game, there was only one
broker, GongBroker or BrokerBP, in Smart Grid market. In this game setting, there
was relatively no competition. Figure 3.5 illustrates the hourly imbalance rate of
GongBroker and BrokerBP in a non-competitive environment.

Figure 3.5: Results of imbalance rate of GongBroker and BrokerBP in a non-
competitive environment
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Figure 3.5 shows that imbalance rates vary in 24 hours. According to common-
sense, peak loads occur in 6-8 o’clock in the morning and 6-8 o’clock in the evening.
It can be seen that the imbalance rates are higher in the peak hours than those of in
other time periods. This phenomenon may attribute to that customers’ behaviors
are more chaotic in the peak hours. The total averaged imbalance rate of GonBroker
is 19.1% and that of BrokerBP is 48.4%. In the environment with no competition-
s, imbalance rates are less than those in the competitive environment. This result
reveals that strong competition brings an extra difficulty in supply-demand balance.

3.3.4 Experiment 3: evaluation of off-line demand predic-
tion

This experiment evaluated the performance of the proposed data-driven method
according to the off-line log data. The log data from the server recorded the actual
hourly usages of all customers, which could be regarded as the ground-truth of
customer demand prediction. GongBroker was configured to dominate the whole
Smart Grid market, thus there was no competition in the market. Excluding all the
other varying factors, the robustness of the data-driven method can be analyzed.
There are two parameters in the hierarchical customer clustering process, i.e. ∆1 and
∆2. For ∆1, it can be determined by constraining the error between the prediction
value and the ground-truth value. But for ∆2, it cannot be determined with ease.
∆2 is a critical parameter which influences the granular of final customer clusters
and affects the final prediction precision. Therefore, ∆2 is analyzed in details in the
following.

∆2 is set to three different values: 0.05, 0.10, and 0.15. Apparently, the smaller
value of ∆2 leads to the finer granular of customer clusters. Table 3.5 summarizes
how ∆2 influences the number of clusters and the MAPE of 24 hours. The prediction
precision is measured by Mean Absolute Percentage Error (MAPE).

Table 3.5: The influence of ∆2 on the MAPE and the number of clusters

∆2 Cluster No. in C1 Cluster No. in C2 MAPE(%)

0.05 11 12 9.6

0.10 8 10 10.7

0.15 6 6 14.4

Table 3.5 shows how ∆2 influences the MAPE of a day and the number of clus-
ters. A larger ∆2 results in a less number of customer clusters, thus less predictors
are required. However, large value of ∆2 causes the declination of prediction pre-
cision. On the contrary, a too small ∆2 may result in too many customer clusters
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and the required predictors. The above analysis reveals that 0.05 ≤ ∆2 ≤ 0.10 is
reasonable to ensure the performance of the data-driven demand prediction method.
In practice, the value of ∆2 can be compromised between the prediction precision
and the number of predictors.

Figure 3.6 shows how MAPE of each hour changes with the value of ∆2.

Figure 3.6: Results of prediction errors under different values of ∆2

In Figure 3.6, when ∆2 = 0.05, the data-driven method shows the best perfor-
mance. The prediction error increases when ∆2 becomes larger. When ∆2 increases
from 0.10 to 0.15, the MAPE of each hour increases more. When ∆2 ranges from
0.05 to 0.10, the prediction precision is acceptable.

Some profiles of customer clusters are shown when ∆2 = 0.05. Customer clusters
in C1 show stable power usages, and such clusters include cold storage company,
householders with power storage and some office users. Cluster in C2 have unstable
power usages. These clusters are householders, office users and renewable energy
producers.

3.3.5 Experiment 4: evaluation of retail market control

This experiment evaluated the retail market control strategy of GongBroker by
comparing GongBroker with a newly constructed broker. The comparison broker
retained the other modules of GongBroker, but replaced the retail market module
with only one SARSA control for all customers. The newly introduced SARSA
control shares the same parameters with the three SARSA controls in GongBroker.
The modified GongBroker is called Broker with One SARSA Control (BrokerOSC).
The performance of the two brokers are compared in three games. The average
results are shown in Table 3.6.
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Table 3.6: Performance comparison of GongBroker and BrokerOSC

Broker Profit (M€) Imbalance (%)

GongBroker 2.43 27.3

BrokerOSC 1.70 24.7

In Table 3.6, GongBroker made a profit of 2.43M€, while BrokerOSC had a profit
of 1.70M€. The imbalance rate of GongBroker was 27.3%, and the imbalance rate of
BrokerOSC was 24.7%. It can be seen that imbalance rates of the two brokers were
very close, but GongBroker made 0.73M€ profit more than BrokerOSC. Therefore,
the profit gap evidences that GongBroker uses better strategies than BrokerBP
in the retail market. These comparison games demonstrate that it is an effective
method to use independent SARSA controls for different types of customers in the
retail market.

3.4 Discussions
Competitive market environments were populated to test the performance of the
proposed broker model. Through the competitions with other successful brokers,
the advantages of the proposed broker model were demonstrated . The results of
the games in two modes show that GongBroker model can make a leading profit and
keep a good supply demand balance in different competitive market environments.

More importantly, through the experiments, two empirical laws can be drawn
from the competitive market environments.

Law 1: profit margin shrinks when there are fierce competitions in market.
In the competitive retail market, brokers offer cheap tariffs to attract customers,
resulting in small profit margin.

Law 2: the imbalance rate of supply demand increases when the market envi-
ronment is more competitive. In the competitive environment, as brokers publish
cheap tariffs from time to time, the customers migrate frequently between brokers.
The frequent migrations of customers bring extra difficulties in demand prediction,
resulting in a high imbalance rate.

A good supply-demand balance can enhance the energy using efficiency. A
comparison experiment demonstrated the advantage of the proposed broker model
in supply-demand balance. This experiment also verified the effectiveness of the
proposed data-driven method for demand prediction. Besides, the comparison ex-
periment showed that supply-demand balance was also a critical factor to gain a
high profit for a broker. To further analyze the data-driven method for demand
prediction, the key parameter ∆2, which affected the number of predictors and the



CHAPTER 3. A STRATEGIC BROKER MODEL 44

prediction precision, was deeply analyzed. A proper value range for ∆2 is suggested
in practice based on evaluation results.

It is vital for a broker to keep and attract customers in the retail market. Re-
inforcement learning can be applied to generate adaptive tariff prices based on the
changing market prices. Through a comparison experiment, it was demonstrated
that using independent SARSA controls for different customers was superior than
using only one SARSA control for all customers. Independent SARSA controls
introduce additional computational cost, but this disadvantage can be easily com-
pensated by parallel computing.

3.5 Summary
This chapter proposed an intelligent broker model for management of Smart Grid
market. In proposed broker design, the challenges that brokers face in Smart Grid
market were comprehensively considered, and an adaptive and systematic model was
constructed to surmount the challenges. The proposed broker model was tested and
evaluated on the platform of Power TAC. From the evaluation results, two empirical
laws are discovered in the retail market. There is still room to improve the proposed
broker model, for instance, the demand prediction part can be further studied for
more precise predictions.



Chapter 4

Demand Prediction through Learn-
ing Customer Behavior in Smart
Grid Market
This chapter develops Load Forecasting through Learning Customer Behavior (LF-
LCB) for energy demand prediction, which can further improve demand manage-
ment in Smart Grid market. A sparse Continuous Conditional Random Fields (sC-
CRF) is proposed to identify customer behavior through learning. sCCRF analyzes
a range of features that are possibly related to the customer’s power usage through
feature selection and feature weighting. Feature selection determines whether the
customer behavior is influenced by a certain feature, while feature weighting further
shows how much the power consumption is related to the selected feature. Conse-
quently, all customers can be hierarchically clustered according to feature binariza-
tion (whether this feature is selected) and then feature weights. For each customer
cluster, a representative sCCRF is fine-tuned to predict its load. Finally, the load
for the grid system is obtained by summing the loads of all customer clusters.

The rest of this chapter is organized as follows. Section 4.1 gives a brief intro-
duction to Continuous Conditional Random Fields (CCRF). Section 4.2 proposes
sCCRF. In Section 4.3, customer behavior learning using sCCRF is described in de-
tail. The load forecasting process is introduced in Section 4.4. Experimental results
are reported in Section 4.5. Section 4.6 further discusses the experimental results
and the potential to extend customer behavior learning to other market domains.
Finally, conclusions are drawn in Section 4.7.

4.1 An Introduction to CCRF
In this section, the concept of CCRF is introduced. As CCRF is originated from
Conditional Random Fields (CRF), this section first introduces CRF, and then
extends CRF to CCRF.

4.1.1 Conditional random fields

CRF [Laf01] was initially proposed for labeling sequence data. The chain-structured
CRF, as illustrated in Figure 4.1, is widely used.

45
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Figure 4.1: An illustration of a CRF with a chain structure.

Assume that X = {x1, x2, · · · , xm} is the given sequence of observations, and
Y = {y1, y2, · · · , yn} is the label sequence to be predicted. CRF defines the condi-
tional probability P (Y |X) in Equation 4.1.

P (Y |X) = 1
Z(X)exp(Ψ), (4.1)

where Ψ is the energy function, and Z(X) is the partition function that normalizes
P (Y |X).

The energy function Ψ is further defined as

Ψ =
∑
i

K1∑
k=1

αkfk(yi, X) +
∑
i,j

K2∑
k=1

βkgk(yi, yj, X), (4.2)

where fk(yi, X) is called node potential, gk(yi, yj, X) is called edge potential, and
αk and βk are corresponding weight parameters. In the energy function, the n-
ode potential captures the associations between inputs and outputs, while the edge
potential captures the interactions between conditioned outputs.

The partition function Z(X) is defined in Equation 4.3.

Z(X) =
∑
Y

exp(Ψ) (4.3)

CRF explicitly defines P (Y |X), which indicates that Y is determined by the whole
observation X. Therefore, CRF can model the whole observed sequence for the
output.

4.1.2 Continuous conditional random fields

The CRF model outputs discrete values, while CCRF extends CRF to output real
values. The definition of CCRF [QLZ+09] differs from CRF in three aspects. 1) The
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output Y = {y1, y2, · · · , yn} can be a real value sequence. 2) The partition function
Z(X) is alternatively defined as:

Z(X) =
∫
Y
exp(Ψ) (4.4)

3) The weights α and β must be positive to ensure the partition function is inte-
grable.

To learn a CCRF model, maximum log-likelihood is used to find the optimal
weights α and β. Given training data D = {(X, Y )}Q1 , where Q is the total number
of training samples, the log-likelihood L(α,β) is maximized:

(α̂, β̂) = argmax(α,β)(L(α,β)), (4.5)

where

L(α,β) =
Q∑
l=1

logP (Yq|Xq) (4.6)

The inference of CCRF is to find the most likely value for Yk, provided an observed
sequence Xk:

Ŷk = argmaxYk
(P (Yk|Xk)) (4.7)

Radosavljevic et al. [RVO10] have shown that P (Y |X) with quadratic poten-
tials can be transformed into a multivariate Gaussian, which facilitates the learning
and inference processes. Therefore, this chapter designs quadratic node and edge
potentials to take advantage of the multivariate Gaussian form.

4.2 Sparse Continuous Conditional Random
Fields

sCCRF is proposed in this section. L1 norm is introduced to regularize CCRF
because L1 penalty can result in a sparse model. However, L1 norm is not differ-
entiable at zero, thus the previous learning method for CCRF can no longer be
applied to sCCRF. Some special methods have been proposed to tackle the learning
with L1 norm penalty [AG07, YVGS10]. Orthant-Wise Limited-memory Quasi-
Newton (OWL-QN), proposed by Andrew and Gao [AG07], has been verified an
advantageous algorithm for L1-regularized log-linear model in [LCY10]. Therefore,
OWL-QN algorithm is employed to train sCCRF.
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4.2.1 Introducing L1 norm to regularize CCRF

In previous CCRF [QLZ+09, RVO10], the partition function takes the following
form:

Z(X) =
∫

y
exp(

∑
i

K1∑
k=1
−αk(yi −Xi,k)2+

∑
i,j

K2∑
k=1
−δkβk(yi − yj)2) (4.8)

In Equation 4.8, X denotes the feature matrix and y denotes the sequence to be
predicted. When the variables in X and y are defined in infinite domains, both α

and β are required to be positive to ensure that the partition function is integrable.
However, this sufficient condition seems too strict. Glass et al. [GGVO16] extended
the definitions of α and β so as to extend the modeling capacity of CCRF. The con-
straints of α and β will be discussed in Subsection 4.3.2 after CCRF is transformed
to a multivariate Gaussian.

In machine learning, regularization has been commonly used in the learning
process to achieve a model that generalizes to unseen data. L2 norm regularization
has been used in [BBR13, RVO10, Guo15] in learning CCRF. L1 norm regularizer has
been theoretically studied in [Ng04] by Ng, and in practice, the L1 norm regularizer
has gained roughly the same accuracy as the L2 norm regularizer [LCY10]. L1 norm
also has a favorable property of selecting effective features, which can be utilized
to analyze customer behavior in this research. Therefore, L1 norm is introduced to
regularize the CCRF in the learning procedure. λ =< α,β >, a concatenation of
vector α and β, is introduced to compactly represent the weights. The objective
function to be minimized for sCCRF is designed in Equation 4.9,

F (λ) = −L(λ) + ρ‖λ‖1, (4.9)

where ‖‖1 stands for L1 norm. In the objective function, the first term is the loss
function, which is a negative log-likelihood of the training set (see Equation 4.6), and
the second term is the L1 norm of λ, used as a regularization term. The parameter
ρ compromises the loss and the regularization term.

4.2.2 Learning sCCRF

For sCCRF learning, this chapter introduces the Orthant-Wise Limited-memory
Quasi-Newton (OWL-QN) algorithm, which in fact extends L-BFGS [LN89] algo-
rithm for convex functions with L1 penalty. The quasi-Newton algorithms gain
the advantage of the second-order convergence rate with a small computation cost.
These algorithms construct an approximation of the second-order Taylor expansion
of the objective function, and then try to minimize the approximation. In the ap-
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proximated Taylor expansion, the Hessian matrix is constructed with the first-order
information gathered from previous steps. OWL-QN, which modifies L-BFGS, is
motivated by the following basic idea. When the orthant is given, L1 norm can
be determined and be differentiable. Furthermore, L1 norm is not related to the
Hessian, which can be approximated by the loss term alone. Thus, OWL-QN in fact
imitates L-BFGS steps in a chosen orthant.

The learning procedure for sCCRF using OWL-QN is summarized in Algorithm
4.

Algorithm 4 sCCRF learning using OWL-QN
Input: Training samples D = {(X, Y )}Q1 ;
Output: Weight parameter vector λ;
1: Initialize: Initial point λ0; S ⇐ {}, R⇐ {}.
2: for k = 0 to T do
3: Compute the pseudo-gradient �F (λ)
4: Choose an orthant ξk

5: Construct Hk using S and R
6: Compute search direction pk
7: Find λk+1 with constrained line search
8: if termination condition satisfied then
9: Stop and return λk+1

10: end if
11: Update S with sk = λk+1 − λk

12: Update R with rk = −∇L(λk+1) +∇L(λk)
13: end for

Before the explanation of Algorithm 4, two special functions [AG07] are intro-
duced for convenience. The first one is sign function σ: σ(x) results in a value in
{−1, 0, 1} according to whether x is negative, zero or positive. The second one is
project function π: π(x; y), Rn 7→ Rn, is parameterized by y ∈ Rn, where

πi(x; y) =
 xi if σ(xi) = σ(yi)

0 otherwise
(4.10)

It can be interpreted as projecting x onto the orthant defined by y.
In Algorithm 4, Line 1 chooses initial λ, and initialize sets S and R. S is for

displacements sk = λk+1 − λk, and R is for changes in gradient rk = −∇L(λk+1) +
∇L(λk). Lines 2-13 are the main iteration loop. Line 3 calculates the pseudo-
gradient of F (λ) at λ, according to the following equation:

�i F (λ) =


∂−i F (λ) if ∂−i F (λ) > 0
∂+
i F (λ) if ∂+

i F (λ) < 0
0 otherwise

, (4.11)
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where

∂±i F (λ) = − ∂

∂λi
L(λ) +

 ρσ(λi) if λi 6= 0
±ρ if λi = 0

. (4.12)

In Equation 4.12, the term ∂L(λ)/∂λi is derived with respect to the specified model.
In Line 4, an orthant ξk is chosen based on �F (λ),

ξki =
 σ(λki ) if λki 6= 0
σ(− �i F (λk)) if λki = 0

. (4.13)

Line 5 constructs the inverse of Hessian Hk, which is constructed the same as the
traditional L-BFGS [LN89]. Line 6 then determines the search direction pk, formu-
lated by

pk = π(Hkv
k; vk), (4.14)

where vk = − � F (λk). Lines 7-10 aim at finding the next point λk+1 using con-
strained line search, in which each point explored is projected back onto the chosen
orthant: λk+1 = π(λk +αpk; ξk), where α controls the search step. Lines 11 and 12
update sets S and R, respectively.

4.3 Learning Customer Behavior to Aggregate
Customers

Customer aggregation tries to “smooth” the random behaviors of customers by clus-
tering similar customers into the same group. Based on the “averaged” data of a
customer cluster, a better predictor can be learned. Figure 4.2 shows the pipeline
of the customer behavior learning process, which is composed of four steps. 1) The
load forecasting problem for each customer is modeled using sCCRF; 2) the sCCRF
model is initially learned for behavior analysis; 3) all the customers are hierarchical-
ly clustered based on different customer behavior patterns; and 4) the representative
sCCRF is fine-tuned for each customer cluster, In the following subsections, the four
steps are described in details.

Figure 4.2: The pipeline of learning customer behavior to aggregate customers.
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4.3.1 Model design

CCRF discriminatively models the conditional probability P (Y |X). In this research,
a vector y = [y1, y2, · · · , yn]T is used to denote the hourly power usages to be
predicted. The observations X are specified with a matrix X = [x1,x2, · · · ,xn]T ,
where each row xi represents the observed D-dimension feature vector for hour i.

In the proposed model, both node potentials and edge potentials bear a quadrat-
ic form. The node potential is defined as follows.

fk(yi,X) = −(yi −Xi,k)2 (4.15)

For an output yi, node potential associates it with the current observed feature
vector xi. As the number of features in xi is D, D node potentials are generated
for the current observation. The raw features after normalization are directly used
in the node potential, so that how much a feature relates to certain customer’s load
can be analyzed.

The edge potential, which captures the interactions between outputs, is defined
as follows.

gk(yi, yj,X) = −1
2s

k
i,j(yi − yj)2, (4.16)

where ski,j is an indicator function defined as follows,

ski,j =
 1 if |i− j| ≤ m

0 otherwise
, (4.17)

where m is the number of neighboring variables taken into account.
This study takes m closest neighboring variables into account. With the con-

sideration of multiple neighboring variables, load forecasting for each customer can
be modelled more accurately, and hence improve the accuracy of load forecasting in
a grid system. Here, m is a critical parameter that influences the performance of
LF-LCB. In the experiment part, Subsection 4.5.2 further analyzes the choice of a
proper m.

For regression problems, edge potentials suffer a weak feature constraint problem
[Guo15], which is briefly explained as follows. CRF is a maximum entropy model
with feature constraints to perform structural learning. CRF learning aims to force
the expectation of each feature with respect to the model to equal to that with
respect to the learning data. For the binary features in conventional CRF, knowing
the mean is equivalent to knowing its full distribution. In contrast, the mean does
not contain much information of the distribution of a continuous variable in CCRF.
This is the cause of the weak feature constraint problem.

Following the work by Guo [Guo15], Predictive Clustering Trees (PCTs)
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[VVL07] are introduced to tackle this problem. PCTs use a tree structure to supply
rich feature constraints, which indeed divide the distribution of a continuous vari-
able into several sub-distributions. Here, ∆x is introduced to denote the change of
neighboring features, and ∆y is to denote the change between yi and yj. The PCTs
provide more sophisticated relationships between ∆y and ∆x through dividing ski,j
into more indicator functions δ(p)

k . The value of δ(p)
k is determined by its correspond-

ing assertion. When the assertion holds, its value is “1”; otherwise “0”. Figure 4.3
uses the temperature feature as an example to illustrate how PCTs work. When the
assertion that ∆x is small (similar temperatures in the two hours) holds, the value
of δ(1)

k is “1” and PCTs stop expanding. When ∆x is not small, δ(1)
k is “0” and PCTs

continues expanding. Similar processes repeat for δ(2)
k and δ

(3)
k .

Figure 4.3: An illustration of how PCTs work with respect to the temperature
feature. When the temperature does not change much, the branch δ

(1)
k holds. If

temperature goes down, it goes to the branch of δ(2)
k . If temperature goes up,

the branch δ
(3)
k holds. Therefore, three levels of PCTs are sufficient to supply

information of temperature change.

In this situation, three different indicator functions (P = 3) can represent the
changes (going up, going down or staying similar) of a feature, and therefore are
adequate to supply sufficient relationship information between ∆y and ∆x. As the
assertions in PCTs are mutually exclusive, only one assertion holds in the end. Thus,
it is obtained ski,j = ∑P

p=1 δ
(p)
k . In another view, through the divisions by PCTs, more

indicator functions ski,j are obtained. In the following text, this chapter can only use
ski,j and no longer mention δ

(p)
k .

PCTs are applied to some features that may fluctuate so as to influence ∆y,
such as the temperature, the market price and so on. Meanwhile, it is not necessary
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to introduce PCTs to temporal features. The features, which PCTs are applied to,
are further described in experiment settings in Subsection 4.5.1.

With the node potential in Equation 4.15 and the edge potential in Equation
4.16, the resultant CCRF model is formulated as follows.

P (y|X) = 1
Z(X) · exp(−

n∑
i=1

D∑
k=1

αk(yi −Xi,k)2−

1
2

∑
i,j

S∑
k=1

βks
k
i,j(yi − yj)2)

(4.18)

Note that βk is shared across different pairs of neighboring variables. It is tried
to introduce a parameter for each neighboring variables, but slightly performance
decay is observed. Therefore, βk are shared in edge potentials.

Following Radosavljevic’s work [RVO10], the CCRF in Equation 4.18 can be
derived into the following multivariate Gaussian form to facilitate learning and in-
ference

P (y|X) = 1
(2π)n/2|Σ|1/2 · exp(−1

2(y− µ(X))TΣ−1(y− µ(X))) (4.19)

In this Gaussian form, the precision matrix Σ−1, is the sum of two n× n matrices,
further expressed as follows.

Σ−1 = 2(M1 + M2), where

M1
i,j =


∑D
k=1 αk if i = j

0 if i 6= j

M2
i,j =


∑S
k=1 βk

∑n
r=1 s

k
i,r −

∑S
k=1 βks

k
i,j if i = j

−∑S
k=1 βks

k
i,j if i 6= j

(4.20)

The diagonal matrix M1 represents the contribution of α terms (node potentials),
and the symmetric matrix M2 represents the contribution of β terms (edge poten-
tials). The mean µ(X) is computed by

µ(X) = Σ · θ, (4.21)

where θ is an n-dimension vector, where each element is calculated by

θi = 2
D∑
k=1

αkXi,k (4.22)
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4.3.2 Learning an sCCRF model

Algorithm 4 is used to optimize the weights of built CCRF model. The constraints
on parameters α and β are discussed first. Here, a simple way is proposed to tackle
these constraints. CCRF has been derived into a multi-variable Gaussian form, the
constraint inherently come from the positive-definiteness of the precision matrix Σ−1

[RVO10]. This constraint can be incorporated into the line search step in OWL-QN
optimization process. In the line search step, the step size is chosen to ensure both
descent of objective function (Equation 4.9) and positive-definiteness of the precision
matrix. This is similar to the trick used in [WK13]. Therefore, this chapter does
not explicitly derive the constraints on parameters α and β.

The gradient of αk and βk of −L(λ) are derived with respect to the model in
Equation 4.18.

∇αk = −∂L(α,β)
∂αk

= −
∑Q
q=1 ∂logP (y(q)|X(q))

∂αk
(4.23)

∇βk = −∂L(α,β)
∂βk

= −
∑Q
q=1 ∂logP (y(q)|X(q))

∂βk
(4.24)

Based on ∇αk and ∇βk, Algorithm 4 (refer to Subsection 4.2.2) is used to minimize
the objective F (λ) to obtain the optimal weights for sCCRF.

4.3.3 Aggregating customers

Customer behavior can be represented by the weight vector λ of sCCRF. In the
learned weights λ =< α,β > for a certain customer, each αk reveals how much a
feature influences the power usage of the customer, and each βk reveals how much
the feature variance influences the change of hourly usage. As sparse CCRF is used,
the weights of unrelated features have been pushed to zero, and the rest features
with non-zero weights reflect how much the load is influenced by the related features.

With the obtained sparse feature weights, a hierarchial clustering process can
be designed to aggregate customers, which is illustrated in Figure 4.4.

First, each weight in λ is binarized. To be specific, all the non-zero weights
are converted into “1”, and the zero values remain. In the first layer, all customers
are clustered according to the binarized weights. Customers who have the same
binarized weights fall into the same cluster. Afterwards, each cluster in the first layer
is further clustered according to the customers’ non-zero weights to form clusters in
the second layer. K-means, with a Euclidean distance criterion ∆, is utilized in the
second layer clustering. ∆ is a critical parameter, which determines the number of
final clusters and influences the final accuracy of load forecasting. This parameter
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Figure 4.4: An illustration of clustering customers. All customers are first
clustered according to the binarized weights (feature selection results). Then
each cluster in the first layer is further clustered according to the non-zero weights
using K-means method.

is further analyzed in Subsection 4.5.2 in experiments.
A two-layer clustering tree is obtained (see Figure 4.4), and clusters in each

layer indicate clear physical meanings. In the first layer clustered by the binarized
weights, the features with weights “1” are related to the customers’ power usage.
Thus, customers in the same cluster are influenced by the same range of features.
In practice, customers in this layer can be certain customer genres such as wind
power producers, householders and office users. In the second layer, each cluster
Ck is further divided into smaller clusters according to the non-zero weights, which
indicate how much each feature influences the customer’s power usage. After a
second clustering, customers in each smaller cluster Ckl share similar sensitivity to
the range of features. One example is the office buildings. Office buildings in one
cluster may adaptively adjust their power usage according to temperature, while
buildings in another cluster are less sensitive to the influence of temperature.

The two-layered clustering process results in reliable customer clusters since
it circumvents the “curse of dimensionality” in cluster problems. Benefiting from
sCCRF, the resultant weight parameters are sparse and consequently two-layered
clustering can be designed to aggregate customers. The introduction of the sparse
learning model and the two-layered clustering construct a coherent process to effec-
tively aggregate customers.
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4.3.4 Fine-tuning sCCRFs

After obtained the clustering tree, an sCCRF is fine-tuned for each cluster in the
second layer. In Subsection 4.3.2, an sCCRF has been learned for each customer.
For a customer cluster, a learned sCCRF is selected and fine-tuned. Fine-tuning an
sCCRF for each cluster gains two advantages. 1) Increasing prediction precision:
for an individual customer, its behavior is chaotic, and its load is hard to predict.
On the contrary, the customers’ usage data seem to be “smoothed” in a customer
cluster. 2) Reducing computational cost: for a cluster with N customers, only one
fine-tuned sCCRF is needed in the end.

An effective way is presented to select representative sCCRF in order to improve
the efficiency of fine-tuning. The new selection rule is as follows. The cluster center
is defined as the center of the minimal sphere that contains all the customers’ non-
zero weight vector. For a cluster with N customers, the cluster center is found first.
The customer whose non-zero weight vector is closest to the center is targeted, and
its corresponding sCCRF is selected.

Fine-tuning an sCCRF for a cluster is quite straight-forward. For the selected
sCCRF, the input feature Xq remains, while the truth of load becomes the average
load of all customers in the cluster (note that load data are normalized). Then
Algorithm 4 is employed to fine-tune this sCCRF with the input features and new
ground-truth. The fine-tuning process results in a quick convergence, because the
weights in the selected sCCRF have been close to the optimal weights of the final
sCCRF.

4.4 Load Forecasting
With the learned sCCRF for each customer cluster, the hourly load can be predicted.
Summing the predicted load for each cluster, the final load for the grid system can
be obtained.

To predict the load for each customer cluster, it is tried to find the most likely
y given the observed feature X, as formulated in Equation 4.7. Benefiting from the
multivariate Gaussian form, the inference becomes quite tractable. To maximize
P (y|X) in the multivariate Gaussian (see Equation 4.19), it simply makes y equal
to µ(X),

ŷ = argmaxy(P (y|X)) = µ(X) = Σ · θ (4.25)

Assuming there are N customer clusters formed in the grid system, adding up
the predicted load of each cluster ŷi in element wise, the final load yW of the grid
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system is obtained by the following equation.

yW =
N∑
1

ŷi (4.26)

Besides the exact inference, due to the Gaussian distribution, the 95%-
confidence intervals of the approximate outputs can be obtained by the following
Equation:

ỹ = ŷ± 1.96× diag(Σ) (4.27)

Equation 4.27 may assist decision makings in uncertain environments.

4.5 Experiments and Analysis
Four experiments were conducted from different perspectives to evaluate LF-LCB.

Experiment 1: Analysis of internal parameters. As both the number of neigh-
boring variables m and clustering criterion ∆ affect the final load forecasting result,
this experiment tries to find optimal values of m and ∆ for practical use of LF-
LCB. This experiment also justified the value of m and ∆ used in the following
experiments.

Experiment 2: Comparing sCCRF to state-of-the-art methods in load fore-
casting. This experiment compares sCCRF with CCRF [Guo15], Support Vector
Regression (SVR) [DBK+97] and Convolutional Neural Networks (CNN) [DQH17]
on load forecasting for two typical customers.

Experiment 3: Evaluation of customer behavior learning. Two other predic-
tion methods based on sCCRF without the consideration of customer behavior were
constructed. This experiment compares LF-LCB with the two methods to demon-
strate the advantage of introducing customer behavior learning to load forecasting.
Moreover, customer clusters and load forecasting results of LF-LCB are visualized
and analyzed.

Experiment 4: Comparisons with related customer aggregation methods. LF-
LCB is compared with hand-crafted customer clusters for load forecasting, a sim-
plified LF-LCB that considers only closest neighboring variables. and Alzate and
Sinn’s work that utilized spectral clustering to aggregate customers [AS13].

Experiments were conducted on the platform of Power Trading Agent Compe-
tition (Power TAC) [KCRW14]. Power TAC has drawn wide attentions and has
become a benchmark in the Smart Grid research community. Power TAC simulates
a variety of customers with various behaviors in a grid system. There are also rich
features, including real-world weather conditions and real-time market status. Be-
sides, the Power TAC server supplies rich logs of customers’ hourly power usage,
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which are regarded as the ground-truth to evaluate the proposed LF-LCB.

4.5.1 Experiment settings

Features used in this study include temporal features, calendar features, weather
features and market features. Table 4.1 lists the contents of the four types of features,
where indexes are used for further discussion.

Table 4.1: Features used in LF-LCB

Feature Content Index

Temporal feature
hour of a day t1

day of a week t2

Calendar feature is or not holiday c1

Weather feature

temperature w1

wind strength w2

wind direction w3

cloudiness w4

Market feature
lowest price m1

average price m2

This study configured the Power TAC server and weather data server, and u-
tilized Power TAC games to generate training and test data. Training data were
generated by six games based on the data in 2009. Test data were from six games
according to the data in 2010. The logged customers’ usages were regarded as the
ground-truths of loads to be predicted. To induce rich features, three broker models,
TacTex [US14], cwiBroker [LHL14] and GongBroker [WZRI15] were introduced to
compete in the games. 40 customers, each with a certain population, were simulated
in Power TAC. Two customers with populations up to tens of thousands, were split
into customers with population of 100. The split customers were then rendered with
some random behaviors in the log data, such as power usage decreasing for going out
at night, or load increasing for having a party at home. In the end, 538 customers
were obtained. These customers were manageable for experiments and sufficient to
analyze LF-LCB.

The configurations in LF-LCB are described in detail. sCCRF modeled 24-hour
power usage sequence under the influences of hourly features. For the features in
each hour, 9 node potentials (corresponding to 9 features) were generated. Edge po-
tentials were generated in m closest neighboring variables, where m is determined in
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Experiment 1. and PCTs were applied to weather and market features, which fluc-
tuate to influence the power usage. Meanwhile, it was not necessary to apply PCTs
to temporal and calendar features. To ensure that the sCCRF for each customer was
converged, 50 iterations were set for OWL-QN. For the fine-tuned sCCRF for each
customer cluster, 10 iterations were sufficient to ensure convergence. sCCRF was
implemented in Matlab, and OWL-QN was implemented based on minFunc [Sch05].

In the proposed LF-LCB, there are three hyper-parameters. One is ρ in the cost
function of sCCRF ( Equation 4.9), which can be determined by cross-validation.
The other two are m that defines the number of neighboring variables taken into
account and ∆ that determines the granularity of the customer clusters. As the two
parameters greatly affect the performance of LF-LCB, This experiment shows how
to choose proper m and ∆ in Experiment 1. For the other experiments, this chapter
sets m = 2 and ∆ = 0.05, which are optimal values found in Experiment 1.

4.5.2 Experiment 1: analysis of internal parameters

∆ and m are two important parameters in LF-LCB. Grid search is used to find the
optimal values for ∆ and m. m was searched in the outer loop and ∆ was search
in the inner loop. Three different values were set for m: 1, 2, 3; while four different
values were set for ∆: 0.025, 0.05, 0.75, and 0.10. LF-LCB process repeated with
different ∆ and m. For the predicted power usage in each hour, Mean Absolute
Percentage Error (MAPE) is used to measure the precision of load forecasting. The
overall MAPE (an average of MAPE in 24 hours) indicates the performance of load
forecasting. With the grid search, optimal parameters m = 2 and ∆ = 0.05 are
found.

This experiment further analyzes the influence of m and ∆ independently. Table
4.2 shows the number of clusters and the overall MAPE under different ∆ values
when m = 2.

Table 4.2: The influence of ∆ on the MAPE and the number of clusters

∆ Number of clusters overall MAPE(%)

0.025 60 5.33

0.05 24 4.08

0.075 23 4.33

0.10 17 5.41

In Table 4.2, when ∆ was set as 0.025, 60 customer clusters were formed, and
the total MAPE was 5.33%. When ∆ was 0.05, 24 customer clusters were obtained,
and the total MAPE became much better. Comparing the above two settings, it
can be seen that a small ∆ results in fine granularity of customer clusters. When
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the customer cluster is too small, the “smoothness” of load data is compromised.
That is why a small ∆ leads to a less competitive prediction result. When ∆ was set
to 0.075, 23 customer clusters were formed, and the total MAPE was 4.33%. This
indicates that when ∆ changes from 0.05 to 0.075, the performance of LF-LCB does
not change much. Besides, as the number of clusters also determines the required
final sCCRFs, the range from 0.05 to 0.075 can result in a small computational cost.
When ∆ was 0.10, prediction accuracy greatly declined. From the above analysis,
it is suggested that the reasonable range of ∆ is [0.05, 0.075].

Table 4.3 shows the number of clusters and the overall MAPE under different
m values when ∆ = 0.05.

Table 4.3: The influence of m on the MAPE and the number of clusters

m Number of clusters overall MAPE(%)

1 26 4.26

2 24 4.08

3 27 4.21

It can be seen from Table 4.3 that m does not influence much on the number of
customer clusters, but does affect the final load forecasting accuracy. As the MAPE
has been quite small, different values of m result in considerable relative changes in
prediction accuracy.

In summary, ∆ greatly affects the performance of LF-LCB. It significantly in-
fluences the number of customer clusters and consequently affects load forecasting
results. With a proper ∆, an optimal m can further improve the accuracy of load
forecasting.

4.5.3 Experiment 2: comparing sCCRF to state-of-the-art
methods

This experiment compares the proposed sCCRF with other state-of-the-art pre-
diction methods, including Support Vector Regression (SVR) [DBK+97], CCRF
[Guo15] and Convolutional Neural Networks (CNN) [DQH17]. For a fair compari-
son, this experiment chose two typical customers in Smart Grid, and used the four
models to predict the load for the customers respectively.

Householders and office users are two types of customers exhibiting irregular
behaviors. This experiment, therefore, chose one householder and one office user
as samples to evaluate performances of above four models in load forecasting. For
different models, cross-validation was used to tune hyper-parameters. Table 4.4 lists
the best results achieved by each model.
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Table 4.4: The performances of four models on load forecasting of two customers.
The results are measured by overall MAPE (%).

Customer SVR CCRF CNN sCCRF

Householder 4.81 4.88 5.45 4.40

Office user 3.89 3.76 4.48 3.69

In Table 4.4, for householders, sCCRF achieves better accuracy than SVR and
CCRF. CNN does not perform well, which may due to the limited number of training
samples. For office users, sCCRF, SVR and CCRF get close results, while CNN
is less competitive. When training samples are limited, sparse model, sCCRF, has
advantages in generalization. It is widely known that deep neural networks require a
large quantity of training samples to achieve good performances. In this evaluation,
the power of CNN is not fully shown, and it is hasty to come to the conclusion
that CNN is not competitive. Besides the competitive accuracy in load forecasting,
sCCRF has another advantage that it simultaneously selects effective features during
training, which can be utilized in customer behavior analysis.

4.5.4 Experiment 3: evaluation of Learning Customer Be-
havior

4.5.4.1 Comparing LF-LCB to baselines

The contribution of learning customer behavior in load forecasting was evaluated
by comparing LF-LCB with two other configurations, both of which used sCCRF
without considering customer behavior. In method 1, one sCCRF was trained for
each customer. The load of the grid system was the sum of all individual customers’
loads predicted by sCCRFs. This method was named LF-S. In method 2, one sCCRF
was trained towards the grid system, regardless of any individual customer behavior.
LF-W is used to denote this method. MAPE for each hour of the three methods
are illustrated in Figure 4.5. It can be seen that LF-S performs slightly better than
LF-W, and LF-LCB outperforms the other two methods.

LF-S used sCCRF to predict the load for each customer, but some behaviors
of an individual customer were random and might be impossible to predict. For
instance, some household customers may occasionally go out for parties on any
weekday. Thus, the weakness of LF-S came from many accumulated errors resulting
from the random customer behaviors. For LF-W, it utilized one sCCRF to predict
the load for all the customers, but a single sCCRF failed to handle the various
customers with different behaviors. In the end, the final load prediction result of
LF-W was not satisfactory.
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Figure 4.5: Performance comparison of LF-S, LF-W and LF-LCB

In contrast, LF-LCB performed well because it overcame the disadvantages in
the above two methods. LF-LCB used sCCRF to first analyze customer behavior,
then grouped customers with similar behaviors into one cluster. In a cluster of
customers, the chaotic random behaviors were averaged, resulting in “smooth” power
usage data. With a fine-tuned sCCRF for each customer cluster, the final prediction
result was more accurate than that of the other two methods.

4.5.4.2 Customer behavior analysis

Customer aggregation is based on customer behavior, which is a vector that reflect-
s how the power usage of a customer is influenced by a series of external factors.
Customer behavior vector summaries the power consumption patterns of different
types of customers. For instance, the behavior of solar energy producer is strong-
ly affected by weather conditions, and the corresponding vector has large weights
on weather features. Customer behavior is analyzed in the two-layered clustering
process. Figure 4.6 shows the clustering tree of LF-LCB.

In the clustering tree, 7 clusters (C1, · · · , C7) are obtained in the first layer. In
the second layer, the digit on each ellipse indicates the number of clusters, and 24
clusters are formed in the end.

In the first layer of the clustering tree, based on the binarized feature weights,
it can be determined whether customer behavior in one cluster is influenced by
certain features. Table 4.5 uses a binary matrix to show the relationships between
the clusters and features.

In Table 4.5, “1” indicates that the cluster is influenced by this feature, while
“0” means that the feature is not related to this cluster. The clusters in the first
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Figure 4.6: Clustering tree of LF-LCB. Ci represents the cluster in the first
layer. The digits indicate numbers of clusters in the second layer.

Table 4.5: Cluster and feature relation matrix

t1 t2 c1 w1 w2 w3 w4 m1 m2

C1 1 0 0 0 1 1 0 0 0

C2 1 0 0 1 0 0 1 0 0

C3 1 1 1 0 0 0 0 0 1

C4 1 0 0 0 0 0 0 1 1

C5 1 1 1 1 0 0 1 0 0

C6 1 1 1 1 0 0 1 1 0

C7 1 0 0 1 0 0 0 1 0

layer show clear physical meanings. For instance, in Figure 4.6, customers in C1 are
wind power producers, and their behavior is influenced by the related wind features.
Customers in C2 are solar energy producers whose power usage is affected by time,
temperature and cloudiness. Observing the types of customer in each cluster, it
can be seen that they generally belong to the same category of customer. For
example, customers in C4 are thermal storage customers, while customers in C5 are
householders and office users.

In the second layer of the clustering tree in Figure 4.6, customers are further
clustered, resulting in 24 final clusters. Take C5 as an example. C5 is further
clustered into 6 clusters based on the non-zero weights. In each customer cluster
C5j, customers show similar responses to the influences of outside features. For
the 24 customer clusters, accordingly, 24 corresponding sCCRFs are fine-tuned. In
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the end, only 24 sCCRFs are maintained for load forecasting for the grid system.
Therefore, LF-LCB results in a reasonable computational cost.

The stability of customer clustering is also analyzed. In the two-layered cluster-
ing, the first layer is actually a classification by binarized weights, which is totally
stable. Customers in each cluster are further clustered according to the non-zero
weights, whose dimension has been greatly reduced. Moreover, the number of cus-
tomers in each cluster is not large. Thus, the clustering processes in the second layer
have quite stable results.

4.5.4.3 Visualizations

Load forecasting is a non-linear prediction. Figure 4.7 visually shows the predicted
loads and actual loads in two sample days, which are 1st and 2nd of December in
2010. It can be seen that the curve of predicted loads follows the trends of the

Figure 4.7: The predicted loads and actual loads in two sample days on the 1st
and 2nd of December in 2010.

actual load sequence, which demonstrates that the proposed method captures the
fluctuations of actual loads.

Figure 4.8 shows the predictions of 95%-confidence intervals on the 10th of
November in 2010. The predictions of 95%-confidence intervals may assist decision
making in uncertain environments.

4.5.5 Experiment 4: comparing to other customer aggrega-
tion methods

In this experiment, LF-LCB was compared to two other customer aggregation meth-
ods. The first one was customer aggregation by manual rules. This method classifies
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Figure 4.8: The predicted 95%-confidence intervals on the 10th of November in
2010.

customers by their known attributes, such as householder, office user and solar pow-
er producer, and then sCCRF is introduced to predict the load of each cluster. This
method is called LF-M. The other method was Alzate and Sinn’s work [AS13], which
used kernel spectral clustering to aggregate customers with respect to the histori-
cal usage data, and then used periodic auto-regression to predict the load of each
cluster. This method is referred as LF-KSC for convenience.

For LF-M, only the customer attributes were used to aggregate customers, which
might contain partially information on customer behavior, but certainly not com-
plete. For LF-KSC, the RBF kernel with Spearman’s distance, which was reported
best performance [AS13], was used. Validation method was used to select the pa-
rameters for kernel.

The three methods were compared on the cluster number, and prediction accu-
racy. The result of LF-LCB that considers only the nearest neighboring variable is
also added, denoted as LF-LCBo. Table 4.6 shows the compared items.

Table 4.6: The comparisons of LF-M, LF-KSC and LF-LCB

Method Number of clusters overall MAPE(%)

LF-M 8 6.82

LF-KSC 14 5.68

LF-LCBo 26 4.51

LF-LCB 24 4.08

In Table 4.6, LF-M can be regarded as a baseline customer aggregation method,
where customers are aggregated manually. In LF-M, only 8 customer clusters are
identified. In contrast, LF-LCB introduces learning method to identify customer
behavior, and 24 clusters are obtained adaptively. It can be seen that LF-LCB
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significantly outperforms LF-M, which verifies the effectiveness of learning customer
behavior.

In comparisons between LF-KSC and LF-LCB, LF-KSC has less customer clus-
ters, while LF-LCB gets better accuracy in the end. LF-KSC aggregates customers
only on the patterns of customers’ historical usage data, while LF-LCB considers the
customer behavior pattern under influences of different external factors. It is found
that the learned customer behavior pattern is more effective than only using the
historical usage pattern to aggregate customers. In experiments, LF-KSC has some
advantages in training time. In fact, kernel spectral clustering is a quite expensive
algorithm in time cost, while the time cost of LF-LCB can be further reduced by
simply learning more customers in parallel.

Comparing to the simplified LF-LCB, the current method improves load fore-
casting accuracy by 0.43%, which is a considerable relative improvement.

4.6 Discussions
This chapter proposed a method of learning customer behavior to aggregate cus-
tomers (LF-LCB) to surmount the challenges of complex customer behaviors, so
as to facilitate load forecasting in Smart Grid market. Based on the experimental
results, this section further discusses the key issues in customer behavior learning,
the benefits gained from learning customer behavior and insights to extend learning
customer behavior to broad market domains.

4.6.1 Two key issues in learning customer behavior

The essence of learning customer behavior is that it clusters similar customers into
the same group based on discovered customer behavior patterns, and consequently
targets each customer cluster for the optimal solution. In order to achieve a good
performance, there are two key issues to be addressed.

The first issue is to find the robust customer behavior patterns. Only with
robust behavior patterns, can customers be clustered accurately. An appropriate
learning method can discover the customer behavior patterns much more robustly
than some statistical criteria or manually classification.

The second issue is to find an appropriate granularity of the customer clusters.
The clustering granularity affects the final prediction accuracy and computational
cost. A proper clustering granularity should compromise between the separation of
different customers and the smoothness of customer behavior in the same cluster.

An efficient learning of customer behavior should effectively resolve the above
two issues. To discover robust customer behavior patterns, sCCRF is proposed in
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this chapter. Experiments 2 and 3 verified that sCCRF could identify key features
for different customers and obtain a good accuracy in load forecasting. Thus, it
can be an efficient learning method to model the load forecasting problem and to
analyze customer behavior. To find a proper clustering granularity, this study used
validation through experiments. Experiment 1 revealed the process to choose the
proper granularity of the cluster.

It is worthwhile to notice the coherence of the sparse learning model and the
two-layered clustering process. Benefiting from the sCCRF, two measures for cus-
tomer aggregation were thereby obtained. As a consequence, a two-layer clustering
could effectively aggregate customers, free from the “curse of dimensionality”. In
Experiment 3, it was found that the two-layered clustering resulted in stable and
reliable customer clusters.

4.6.2 The benefits of learning customer behavior

The efficient customer behavior learning brings benefits for load forecasting in Smart
Grid.

1) LF-LCB is superior to learning towards Smart Grid market. In
Experiment 3, LF-LCB outperformed LF-W. In Smart Grid market, LF-W could
not perform well because of the variations in customer behavior. In contrast, LF-
LCB introduced extra computations to handle the complex customer behaviors and
resulted in high prediction accuracy.

2) LF-LCB performs better than learning for each single customer.
LF-LCB also showed a better result than that of LF-S in Experiment 3. As some
random behaviors were hard to predict, learning from each customer did not result
in the highest accuracy. In comparison, LF-LCB “smoothed” the random behaviors
to some extent, and thus achieved a better prediction accuracy. LF-LCB also had a
much lower computational cost than that of LF-S in load forecasting. In summary,
Experiment 3 demonstrated that LF-LCB had the advantages of improving load
forecasting accuracy and consuming a low computational cost.

In comparison with LF-M in Experiment 4, it is verified that customer behavior
learning is much more effective than manually classifications of customers. In com-
parison with LF-KSC in Experiment 4, LF-LCB showed better performance, which
demonstrates that clustering customers with learned patterns is more effective than
clustering customers using historical load data only.

4.6.3 The extensions of learning customer behavior

Learning customer behavior to aggregate customers can also be applied to other mar-
ket domains. With learned customer behavior, similar customers can be aggregated.
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Consequently, decision makings, such as retail strategies or demand predictions, can
target the customer clusters. In this scenario, the decisions tailored for a customer
cluster will be better than the decisions aimed at the whole complex market. With
proper clustering granularity, there would be limited number of clusters, so the
overall computational cost would be manageable.

This discussion also placed an emphasis on the two key issues in general customer
behavior learning. The first key issue is to choose an appropriate learning method
to model the targeted problem to discover the customer behavior patterns. The
machine learning methods could be LASSO, LARS [EHJT04], L1-SVM [HCL+08],
or any method that can perform feature selection. To model a temporal sequence
problem, candidate learning methods could be sCCRF or RNN [FN93]. The second
key issue is to find a proper clustering granularity to cluster different customers. For
different problems, the proper cluster granularity could be found through validations
by experiments, as illustrated in Experiment 1. After the customers are clustered,
each cluster can be treated independently. If better sale strategies are required,
decisions can be tailored targeted individual customer clusters. If the total customer
demand is to be predicted, fine-tuning can be applied to each customer cluster, and
then the total market demand can be obtained by summing the demands of each
cluster. In general, learning customer behavior can be an efficient solution to decision
makings in large-scale complex markets.

4.7 Summary
This chapter proposed a load forecasting method in Smart Grid market through
learning customer behavior (LF-LCB), which utilized the proposed sCCRF to an-
alyze customer behavior by using the learned weights which can reflect different
energy consumption patterns of various customers. The results of experiments con-
ducted from several perspectives verified the following two conclusions: 1) Learning
customer behavior to aggregate customers can improve the prediction precision and
lead to a reasonable computation cost. 2) The proposed sCCRF is an efficient
learning tool with feature selection capacity. Though sCCRF has been an effective
demand prediction model, deep neural networks can be introduced to build stronger
prediction models.



Chapter 5

Recurrent Neural Networks for Re-
newable Energy Prediction
This chapter models renewable energy prediction as a Regression problem on Se-
quential Data (RSD), which is formally defined as follows.

y = fθ(X), (5.1)

where fθ is a transformation parameterized by θ, X = [x1,x2, · · · ,xT ] is a T × N
matrix, representing T steps and N predictor variables (features) in each step, and
y can be a scalar or a T -dimension vector.

A Deep Regression model on Sequential Data (DeepRSD) model is proposed to
effectively solve the RSD problem. DeepRSD takes advantages of several variants of
neural networks to construct an effective end-to-end learning method. An alternative
dropout is proposed to improve the generalization of deep neural networks.

The rest of this chapter is organized as follows. Section 5.1 describes the de-
signs of DeepRSD in detail. Section 5.2 summarizes the conditions to reliably train
DeepRSD. Section 5.3 applies DeepRSD to two real-world problems from data sci-
ence competitions. In Section 5.4, three experiments are conducted to evaluate
and analyze DeepRSD. This chapter finally discusses the advantages and limits of
DeepRSD in Section 5.5 and draws conclusions in Section 5.6.

5.1 Designs of DeepRSD
In this section, the standard Recurrent Neural Network (RNN) is briefly reviewed,
and the architecture of the proposed DeepRSD is illustrated. How to choose a
proper activation function for DeepRSD is discussed, and an alternative dropout is
proposed and described in detail.

5.1.1 RNN review

As RNN is the core module for DeepRSD, it is necessary to have a brief review of
standard RNN [RHW88]. For the input sequence x1,x2, · · · ,xT , each in RN , RNN
computes a sequence of hidden states h1,h2, · · · ,hT , each in RM , and a sequence of

69
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predictions ŷ1, ŷ2, · · · , ŷT , each in RK , by iterating the equations

hi = ϕh(Whxxi + Whhhi−1 + bh) (5.2)
ŷi = ϕy(Wyhhi + by) (5.3)

where Whx,Whh,Wyh are weight matrices, bh, by are bias terms, and ϕh, ϕy are
activation functions. Equation 5.2 defines the input-to-hidden layer and Equation
5.3 defines the hidden-to-output layer.

5.1.2 The architecture of DeepRSD

Figure 5.1: The overall architecture of DeepRSD

Figure 5.1(a) illustrates the architecture of the proposed DeepRSD. The network
layers and their functions are described from bottom to top. The input data X are
sequential data, and the output data y can be a vector or a scalar, as illustrated at
the beginning. DeepRSD consists of three modules: input processing module, main
functional module and output processing module.

Input processing module includes the input layer and the Network-In-
Network (NIN) layer [LCY13]. The input layer is at the bottom, where sequential
features are fed into DeepRSD. On the top of the input layer is the NIN layer that
reduces the dimension of features using a linear activation function. The NIN lay-
er contributes to accelerating the training process; meanwhile, NIN layer does not
affect the precision of final predictions.



CHAPTER 5. RENEWABLE ENERGY PREDICTION 71

Main functional module is a stack of bi-directional RNN layers with different
sizes. RNN is suitable to model sequential data because it introduces hidden layer
to encode the temporal information. Bi-directional RNN [GS05] can effectively
represent the correlations, and has been widely used to model sequential data. The
structure of bi-directional RNN is illustrated in 5.1(b). The stacked bi-directional
RNNs supply sufficient nonlinearities for the sequence and also for step feature xi.
Even the features in xi are heterogeneous and have complex functional relationships,
the stacked bi-directional RNNs can learn to represent them automatically.

Output processing module is a step-wise dense layer that outputs the pre-
dicted value at each step. In Figure 5.1(a), the unrolled T dense layers are shown,
corresponding to the T predictions. The T predictions can also be added up for a
scalar prediction if necessary. Therefore, the final output y can be a T -dimension
vector or a simple scalar.

Stacked bi-directional RNNs, the main functional module in DeepRSD, is de-
signed catering the characteristics of RSD problems. In discrete problems, Pascanu
et al. [PGCB13] discussed how to construct deep RNN and proposed three vari-
ants of deep RNN, which are deep input-to-hidden, deep hidden-to-output and deep
transition networks. Graves [Gra13] used RNN with stacked hidden layers to gen-
erate sequences. Much effort in RNN has been made to handle long dependency
in sequences in discrete problems. For RSD problems, it is necessary to consider
the sequential information as well as the functional relationships among step fea-
tures. For many RSD problems in practice, the sequential data is not so long that
a standard hidden layer is adequate to handle the dependencies, thus no necessary
to introduce deep transitions. In the stacked bi-directional RNNs, there are dense
connections in input-to-hidden and hidden-to-output layers, which supply plenty of
nonlinearities to encode the heterogeneous step features. Deep input-to-hidden and
deep hidden-to-output networks are tried, and neither of them worked as well as
stacked bi-directional RNNs in experimented datasets. The advantages of stacked
bi-directional RNNs over other deep RNNs are further shown in experiments.

5.1.3 Activation function

For the nonlinear activation function, leaky rectified linear unit (leaky ReLU)
[AHSB14] is used, shown in Equation 5.4.

ϕ(x) =
 x if x > 0
αx if x ≤ 0

(5.4)

For RNN, traditional activations–sigmoid or hyperbolic tangent functions, which
have saturated zones, may lead to the gradient vanishing problem [PMB13]. ReLU
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[NH10] is advantageous since 1) it alleviates the vanishing gradient and 2) it offers
a simple gradient computation. However, it often makes DeepRSD diverge. When
using leaky ReLU, DeepRSD can be trained more reliably. For the above reasons,
leaky ReLU is chosen as the activation function for DeepRSD.

5.1.4 Alternative dropout

Dropout [SHK+14] has been a simple and effective way to improve the generalization
of feed-forward neural networks. However, people struggled to develop effective
dropout for RNN. Zaremba et al. [ZSV14] applied dropout to the input and hidden-
to-output but not to the transition layer in RNN. Gal et al. [GG16] proposed
a theoretically grounded dropout to the hidden layer in RNN and got improved
performance. These methods work effectively for discrete problems. However, they
do not work in DeepRSD.

Considering the structure of stacked bi-directional RNNs, a special dropout
scheme is proposed in DeepRSD. For the standard RNN shown in Figure 5.1(c),
dropout is applied between the input-to-hidden and hidden-to-output layers, while
for the stacked second bi-directional RNN, this dropout is applied alternatively. To
be specific, dropout is applied only to the forward RNN for the first bi-directional
RNN. For the stacked second bi-directional RNN, dropout is applied to the backward
RNN. Dropout is applied alternatively in the forward and backward directional
RNNs, so this dropout scheme is named as alternative dropout.

For the stacked Bi-RNNs, the alternative dropout between input-to-hidden and
hidden-to-output layer is crucial to improve generalization. A possible explanation
is supplied for alternative dropout. It’s assumed that the input-to-hidden layer
of forward RNN outputs a vector in range [a, b]. The hidden-to-output layer is
simplified as an identity map. If no dropout is applied, Bi-RNN sums the outputs
of each direction and thus gives an output range of approximate [2a, 2b] (the output
range of two RNNs should be similar). For dropout with a keep rate γ (γ < 1),
to keep the invariance of expectation, this method re-scales the vector and leads
to an inflated approximate range [a/γ, b/γ] (Re-scaling is the default manner in
dropout [SHK+14]). If dropout with a keep rate γ is applied to both directions, the
output range of Bi-RNN will be [2a/γ, 2b/γ]. In contrast, for alternative dropout,
the output range of Bi-RNN will be [a/γ+a, b/γ+b]. It can be seen that the dropout
on both directions lead to a larger fluctuation range than alternative dropout. The
large fluctuations may bring difficulty to optimization algorithms to find a good
local minimum.
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5.2 Training and Inference
This section first sets the cost function for DeepRSD. For regression problems, Mean
Square Error (MSE) and Mean Absolute Error (MAE) are widely used. As it is more
robust to very large or small values, MAE is used as the cost function for DeepRSD.
If the output y is a T -dimension vector, the cost function can be written as:

C(θ) = 1
ST

S∑
i

T∑
i

|yi − ŷi|, (5.5)

where S is the total number of sequence samples, and θ is parameters to be learned
(see Equation 5.1). If y is a scalar, the summation ∑T

i can be omitted.
DeepRSD is hard to train for several reasons. Comparing to classification prob-

lems, the inputs and outputs are both unbounded in regression problems, which may
lead to divergence in the training of DeepRSD. Moreover, improper initializations
will result in divergence or invalid learning in deep networks. Besides, there are gra-
dient vanishing/exploding problems in (deep) RNN, which may hamper the training
process. In this study, it is found that the conditions in Table 5.1 are necessary to
ensure a plausible training.

Table 5.1: Conditions for DeepRSD training

Condition Description

Data preprocessing Normalize and trim data

Initializations Introduce proper initializations for RNN

Gradient vanishing preventing Use leaky ReLU activation

Gradient exploding preventing Use gradient clipping

Data preprocessing. Sutskever et al. [SMDH13] pointed out it is essential
to normalize data (both inputs and outputs) to obtain a reliable training for RNN.
This study follows this rule and normalizes the inputs and outputs for DeepRSD.
The extreme values are trimmed to result in a bounded region [−a, a]. If a is set as
5, the extreme values outside the 5σ region of Gaussian will be trimmed.

Initializations. Initializations are critical to ensure the convergence of RNN
[SMDH13]. Gaussian and orthogonal initializations [GB10], [SMG13] are used for
the stacked bi-directional RNNs. A correct scale of Gaussian is essential for a plau-
sible training. For normalized data, it is found that σ = 0.01 is a good scale to
ensure convergence.

Gradient vanishing preventing. RNN is difficult to train because they suffer
from gradient vanishing/exploding problems [PMB13]. Leaky ReLU activation is
used to prevent vanishing gradients.
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Gradient exploding preventing. Gradient clipping [PMB13] is introduced
to prevent gradient exploding for RNN.

Applying the above conditions, DeepRSD can be trained reliably. This study
resorts to mini-batch Stochastic Gradient Decent (SGD) with Nesterov’s momentum
[Nes83], with learning rate decay [SMDH13], to train DeepRSD. Other optimization
algorithm, such as Adadelta [Zei12] and Adam [KB14] are also tried, but the results
are not so good as SGD with Nesterov’s momentum. Therefore, it is recommended
to use SGD with Nesterov’s momentum to train DeepRSD.

Inference in DeepRSD can be quite efficient. As DeepRSD introduces dropout,
this study simply employs the inference process of dropout networks to predict y
[SHK+14].

5.3 Case Studies
DeepRSD is evaluated on two different real-world problems from data science com-
petitions. 1) DeepRSD is applied to the AMS solar energy prediction problem to
predict a scalar value. 2) DeepRSD is further evaluated on a small dataset from
probabilistic energy forecasting competition 2014, where the output is structured.

For both problems, DeepRSD was used to construct a universal end-to-end
learning model. The same conditions in training are set for the two problems. In
data preprocessing, the data were normalized to standard Gaussian. The bound for
trimming was set a = 5. To cope with the gradient vanishing problem, DeepRSD
used leaky ReLU activation with a leakiness α = 0.15, For gradient exploding,
DeepRSD used gradient clipping to normalize the gradients if their norm exceeded
1.0 [PMB13]. In initializations, for the transition matrix Whh in the RNN layer,
DeepRSD used orthogonal initialization [SMG13] with a gain (1 + α2) 1

2 . For the
input-to-hidden weight matrix Whx, DeepRSD used Gaussian distribution with 0
mean and 0.01 standard variance to initialize it.

5.3.1 Case study 1: evaluations on AMS solar energy pre-
diction contest

The objective of the problem is to predict the daily incoming solar energy at 98
Oklahoma Mesonet sites [MGB+15]. Input numerical weather forecast data come
from the Global Ensemble Forecast System (GEFS) Reforecast Version 2. In a daily
forecast, there are 5 forecasting time steps in every 3 hours. In each time step,
15 different weather factors are forecasted. The distributions of Mesonet sites and
GEFS data (only available on latitude and longitude grids) are shown in Figure 5.2.
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Figure 5.2: The distributions of Mesonet sites and GEFS grids

Training data (1.07GB) come from 1 January 1994 to 31 December 2007, and
testing data (0.36GB) are from 1 January 2008 to 30 November 2012.

5.3.1.1 Solutions using DeepRSD

This study uses DeepRSD to construct one universal model for the 98 Mesonet
sites. For each Mesonet site, the weather data is extracted from its neighbouring four
GEFS grids. The distances of the Mesonet site to its neighbouring four grids are also
included. Besides, the temporal and the Mesonet site specific information are added.
All the above information is combined to be a step feature with 77 heterogeneous
variables. The raw features are input to DeepRSD, without any feature engineering.
DeepRSD uses alternative dropout to improve its generalization. DeepRSD not only
learns the transitions in weather forecasting sequences, but also hiddenly learns to
approximate the weather states at the Mesonet site from the heterogeneous features.

The hyperparameters were set using random search [BB12], followed by hand-
craft tuning. The input dimension was 77 for the input layer. The output dimension
of NIN layer was 64, reducing the input dimension by 16.9%. DeepRSD introduced
4 stacked bi-directional RNN and dense layers, with the size 128, 224, 128 and
16. The following dense layer had an output dimension of 1. The last layer was
a mean-pooling layer to output the daily production. The dropout rate for both
forward and backward RNN before the summation was 0.3, and the drop rate of
alternative dropout was 0.5. Dropout was applied in the first 3 layers of the stacked
bi-directional RNNs.

5.3.1.2 Test results

Table 5.2 shows DeepRSD’s result measured by MAE and the top three results in
the Kaggle competition.
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Table 5.2: Ours and the top three results in the Kaggle contest

Solution MAE(MW) Method

1st Place 2.11 GBDT

2nd Place 2.13 GBDT

3rd Place 2.16 GBDT

Ours 2.10 DeepRSD

It can be seen from Table 5.2 that GBDT is the dominant method that holds
the top three places in the past competition. The top three methods used complex
feature engineering, post-processing or model combinations to improve the results
[MGB+15]. In contrast, DeepRSD simply averaged 10 differently trained models
and got an MAE of 2.10M.

5.3.2 Case study 2: evaluations on probabilistic solar power
forecasting competition

Solar power forecasting competition aims at predicting hourly solar power produc-
tion for 3 different stations given the on-site hourly weather forecasting. This com-
petition introduced rolling forecasting, and data of one more month were released
in every prediction task. To make direct comparison, this study used the data from
April 2012 to May 2014 as the training data, to predict the solar power in June
2014. There were only 791 training samples for each station, which was a quite
small quantity for deep neural networks.

5.3.2.1 Solutions using DeepRSD

DeepRSD is used to construct one universal model for the 3 stations. The extracted
raw features include weather feature, temporal feature (hour and month), station
specific feature, 19 variables in total. DeepRSD uses a data sequence with length
14, which excludes 10 hourly data whose solar power is zero or very close to zero.
This competition used quantile regression measurement for the final score, while
MAE is still used as the cost function to train DeepRSD. This study averages the
predictions from 10 models to determine the final quantiles.

In this problem, the hyperparameters for DeepRSD were set as follows. The
input dimension was 19. The output dimension of NIN layer was 16. DeepRSD
introduced 2 stacked bi-directional RNNs with the size 20 and 20. The following
dense layer had an output dimension of 1. The final output was a 14-dimension vec-
tor, corresponding to 14 hourly solar power predictions. DeepRSD used alternative
dropout with a drop rate of 0.3.
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5.3.2.2 Results

The performance of DeepRSD is compared with the winning methods in this com-
petition. The results are shown in Table 5.3 (Methods are referred to [HPF+16]).

Table 5.3: Ours and the top three results of task 16 in the contest

Solution Score Method

1st Place 0.01211 GBDT and k-NN

2nd Place 0.01221 GBDT and quantile regression forest

3rd Place 0.01275 Multiple quantile regression

Ours 0.01202 DeepRSD

In Table 5.3, DeepRSD achieves the best score. According to literatures [HP16],
the winning team used feature engineering and extra blue-sky model in the compe-
tition. DeepRSD constructed a succinct solution and got a better result, demon-
strating the effectiveness of DeepRSD in sequential regression problems.

5.4 Experiments
Three experiments are conducted to evaluate and analyze DeepRSD.

Experiment 1: Comparing DeepRSD with other deep RNNs. In this exper-
iment, DeepRSD is compared with other deep RNN architectures to validate the
choice of stacked bi-directional RNNs. The baseline performance of standard RNN
is supplied to indicate the improvement by deep architectures.

Experiment 2: Comparisons of DeepRSD, GBDT and SGCRF. This experi-
ment compares DeepRSD with two other state-of-the-art methods in sequential data
regressions. Through comprehensive comparisons, the advantages and disadvantages
of DeepRSD are analyzed.

Experiment 3: Analysis of alternative dropout. This experiment studies pre-
vious dropout methods and the proposed alternative dropout. The effectiveness of
alternative dropout is interpreted through data visualizations.

5.4.1 Experiment 1: comparing DeepRSD with other deep
RNNs

In this experiment, the performance of deep RNNs are compared in the regression
problem. Besides stacked bi-directional RNNs, this study also constructed deep
input-to-hidden (DeepIH) network and deep hidden-to-output (DeepHO) network.
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DeepIH and DeepHO were used to replace stack bi-directional RNNs in the archi-
tecture of DeepRSD. The other parts of DeepRSD stayed the same. The three deep
networks were evaluated on AMS solar energy prediction contest. Besides, standard
RNN and multi-layer dense neural networks (DNN) are evaluated as the baseline.

The configurations of DeepRSD stayed the same as introduced in Subsection
5.3.1. The configurations of DeepIH and DeepHO were optimized by random search
[BB12]. DeepIH used two dense layers, with size 32 and 32, for each time step; and
two RNN layers, with size 192 and 128. DeepHO used two RNN layers with size 128
and 128, followed by two dense layers with size 128 and 64. The DNN had 4 dense
layers, with size 128, 256, 192 and 128. The standard RNN had a size of 128. The
performances of the five different RNNs are shown in Figure 5.3.

Figure 5.3: The performance comparisons of different networks

In Figure 5.3, standard RNN and DNN indicate baseline performance. RNN
obtains an MAE of 2.20MW, and DNN obtains an MAE of 2.21MW. Though DNN
is a deep network that has 4 layers, it does not utilize the temporal information, and
therefore has a low performance. Comparing to the two baselines, DeepIH, DeepHO
and DeepRSD make significant improvements on this problem.

Three deep RNNs are analyzed in detail. For DeepIH, it first uses dense net-
works to represent step features, and then input the representations into RNN. For
DeepHO, it first represents features using two layers of RNNs, and then uses dense
network to refine the output of RNN. In contrast, DeepRSD, which uses stacked
bi-directional RNNs, always combines the nonlinear representations of step features
and temporal information. It can be seen that DeepRSD has advantages over Deep-
IH and DeepHO in Figure 5.3. That is the reason we choose stacked bi-directional
RNNs for sequential data regression.
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5.4.2 Experiment 2: comparisons of DeepRSD, GBDT and
SGCRF

In this experiment, DeepRSD, GBDT and SGCRF are compared on the data of
probabilistic solar power forecasting competition. The data from April 2012 to
February 2014 are training data, to predict the solar power in March to June 2014.
GBDT is implemented on XGBoost [CG16], and SGCRF is implemented based on
[WK13].

For a fair comparison, the same input feature data were put into the three
methods. The feature was normalized by subtracting the mean and dividing the
variance, without extra feature engineering. As GBDT could not directly model the
sequential data, the feature of current hour was extended by adding the features
of previous three hours. For DeepRSD and SGCRF, this study directly input the
normalized features. The configuration of DeepRSD was the same as the one in
Subsection 5.3.2. The hyperparameters of GBDT and SGCRF were optimized by
grid search.

The evaluation results of the three methods are shown in Table 5.4. As the
output has been normalized, MAE is calculated according to the normalized values.

Table 5.4: Evaluation results of SGCRF, GBDT and DeepRSD

Method MAE

SGCRF 0.240

GBDT 0.221

DeepRSD 0.215

In Table 5.4, DeepRSD achieves better MAE than GBDT and SGCRF. For
GBDT, extra effort has been made to encode the temporal information, but its
result is still not so good as DeepRSD. SGCRF can handle temporal information,
but the performance is not satisfactory. It was inferred that SGCRF does not
perform well on vanilla features. Previous work used SGCRF with either feature
engineering or other models [WK13]. DeepRSD shows best performance in Table
5.4 due to its two advantages. 1) it can naturally model temporal information. 2) it
can effectively represent features by its nonlinearities. However, the learning curves
in experiments reveal that DeepRSD is not so stable as GBDT and SGCRF. Model
ensemble can be introduced to compensate this weakness of DeepRSD.
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5.4.3 Experiment 3: analysis of alternative dropout

In this experiment, three dropout ways for DeepRSD are analyzed. The first way
is naive dropout, where dropout is only applied in the input projection and output
projection [ZSV14]. The second way is variational dropout, where dropout is applied
to the hidden layer besides the input and output projections [GG16]. The third way
is the proposed alternative dropout. The three dropout methods are applied to
DeepRSD with the configurations introduced in Subsection 5.3.1.

The MAEs and epochs to converge are shown in Table 5.5 for the three dropout
methods.

Table 5.5: Comparisons of different dropout ways

Methods MAE(MW) Epoches to converge

No dropout 2.17 4

Naive dropout 2.17 6

Variational dropout 2.17 40

Alternative dropout 2.13 6

In Table 5.5, without any dropout, DeepRSD achieves an MAE of 2.17MW.
Though different dropout rates have been tried, naive dropout and variation-
al dropout do not improve the generalization of DeepRSD. Moreover, variational
dropout converges very slow, up to 40 epochs. Alternative dropout effectively en-
hances the generalization of DeepRSD by near 2%. In discrete problems, networks
with dropout will consume more training time. This is also seen in regression prob-
lems in Table 5.5. DeepRSD without dropout converges in 4 epochs, while DeepRSD
with alternative dropout converges in 6 epochs.

The alternative dropout is explained via data visualizations. When the net-
work was near convergence in training, the output of the first step of the third
bi-directional RNN was collected. The output was sampled every 100 mini-batches
from batch 30000 to 35000. In the same manner, we visualized the output using
naive dropout. The visualization of alternative dropout and naive dropout are shown
in Figure 5.4 and Figure 5.5, respectively.
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Figure 5.4: Visualizations of alternative dropout

Figure 5.5: Visualizations of naive dropout

It can be seen that the outputs are consistent for the alternative dropout in
Figure 5.4, while the outputs fluctuate in the naive dropout in Figure 5.5. The
inconsistency and fluctuations in traditional dropout bring difficulty for the opti-
mization algorithms, resulting in a poor local minimum. Even though the dropout
rate was decreased, naive dropout does not work well. In contrast, alternative
dropout provides a mild dropout way for stacked bi-directional RNNs.

5.5 Discussions
In AMS solar energy contest, DeepRSD got the best result evaluated by Kaggle
server. Reviewing previous solutions, it is found that they either sought to feature
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engineering or introduced optimization tricks to improve performance [MGB+15].
The winning solution used GBDT and similar input features as ours. They trained
13 models at each solar station. After that, two step optimizations were introduced
to fine-tune the trained models. In the end, they also multiplied a coefficient 1.015
to the predictions to improve the final score. In contrast, DeepRSD constructed a
universal model for all the Mesonet sites without any feature engineering.

For the probabilistic solar power forecasting problem, It is verified that DeepRS-
D could be competitive when the quantity of training data was small. The winning
solution in this competition [HP16] deeply studied the features for solar power gen-
eration and introduced an extra blue sky model. GBDT and k-NN were used to
build the model for each hourly production with the weather feature in current hour
and the previous 3 hours. Comparing to their solution, ours used an end-to-end
universal model and achieved better results.

Deep learning has shown advantages in several fields, such as computer vision,
speech recognition and natural language processing. This chapter first introduced
deep learning for RSD problems. The core functional part in DeepRSD was a deep
RNN network. Though there had been studies on deep RNN in discrete problems,
previous methods could not be directly applied to regressions. Instead, this chapter
studied different variants of deep RNNs and chose stacked bi-directional RNNs for
RSD problems. DeepRSD could simultaneously learn temporal transitions and func-
tional relations in heterogeneous step feature, to construct an end-to-end learning
solution. This study made efforts to properly train DeepRSD and applied four nec-
essary conditions for a reliable DeepRSD training. Moreover, alternative dropout is
proposed to effectively improve DeepRSD’s generalization. Alternative dropout is a
mild dropout way for deep bi-directional RNNs. As bi-directional RNNs are wide-
ly used in natural language processing and speech recognition, it worths a further
study of alternative dropout on discrete problems.

GBDT and SGCRF are two state-of-the-art methods in RSD problems. Com-
paring to GBDT, DeepRSD can naturally model the temporal information. Compar-
ing to SGCRF, DeepRSD has stronger nonlinear representation capacity for complex
features. The advantages of DeepRSD have been demonstrated in the second exper-
iment in Subsection 5.4.2. As DeepRSD is not stable, model ensemble is suggested
to compensate this weakness.

In the end, the limits of this study are pointed out. DeepRSD uses vanilla RNN,
which has difficulty in modeling long sequences. To compensate this, LSTM [HS97]
can be employed to replace RNN in current DeepRSD architecture. Moreover, for
the problems whose step feature is simple (in low dimension) and the sequence is
short, it is not necessary to introduce the complex deep learning model.
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5.6 Summary
In this chapter, DeepRSD was proposed for renewable energy prediction (a regression
on sequential data). DeepRSD used stacked bi-directional RNNs to represent the
sequential data. Four conditions were explored to ensure a plausible training. An
alternative dropout was also proposed to effectively improve the generalization of
DeepRSD. DeepRSD was applied to two real-world solar energy prediction problems
and achieved state-of-the-art performances. The advantages and shortcomings of
DeepRSD were also discussed.



Chapter 6

A New Time-series Model for De-
mand Prediction
This chapter develops a new time-series prediction model called Sparse Gaussian
Conditional Random Fields on Top of Recurrent Neural Networks (CoR). CoR in-
tegrates the advantage of Recurrent Neural Network (RNN) and Sparse Gaussian
Conditional Random Fields (SGCRF). CoR with attention (CoRa) is also developed
to improve CoR by introducing an attention mechanism.

The rest of this chapter is organized as follows. Section 6.1 illustrates the overall
architecture of CoR. Section 6.2 describes two training methods for CoR. Section
6.3 shows the prediction process of CoR. Section 6.4 proposes CoRa. Section 6.5
analyzes the space and time cost of SGCRF, RNN, CoR and CoRa. Section 6.6
evaluates CoR and CoRa using both synthetic and real-world data. Section 6.7
further discusses CoR and CoRa based on evaluation results. Section 6.8 summarizes
this chapter.

6.1 Architecture of CoR
The overall architecture of CoR is illustrated in Fig. 6.1. CoR consists of two
parts: the bottom part is stacked bi-directional RNNs (Bi-RNNs); and the top part
is SGCRF. X ∈ RT×D is the input observation. y ∈ RT is the final output, which
corresponds to the observation in each time step. z ∈ RT is an intermediate variable,
which is the output of stacked Bi-RNNs and the input of SGCRF. In the following
sections, the stacked Bi-RNNs and SGCRF are described in detail.

6.1.1 Stacked Bi-RNNs

To illustrate the stacked Bi-RNNs, this chapter starts from a standard RNN [Pin87].
An input sample X ∈ RT×D is a data sequence. For the sequence x1,x2, · · · ,xT ,
each in RD, RNN computes a sequence of hidden states h1,h2, · · · ,hT , each in RM ,
and a sequence of predictions ẑ1, ẑ2, · · · , ẑT , each in RK , by iterating the equations

ht = ϕh(Whxxt + Whhht−1 + bh) (6.1)
ẑt = ϕz(Wzhht + bz) (6.2)

84
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Figure 6.1: The overall architecture of CoR. The bottom part is stacked Bi-
RNNs, and the top part is SGCRF. X is the input observation, y is the final
output variable, and z is an intermediate variable, which is the output of stacked
Bi-RNN and the input of SGCRF. Ω denotes all the parameters of stacked Bi-
RNNs, while Θ and Λ are parameters of SGCRF.

where Whx,Whh,Wzh are weight matrices, bh, bz are bias terms, and ϕh, ϕz are
activation functions.

A Bi-RNN is a combination of two standard RNNs in reversed directions. The
performance of Bi-RNN has been better and more stable than standard RNN in
speech recognition [GS05]. To adapt Bi-RNN for regression, the ouputs of two
reversed RNNs are added together as the output of Bi-RNN. Multiple Bi-RNNs can
be stacked to construct a deep network to further enhance representational capacity.
This chapter builds stacked Bi-RNNs networks, shown in Fig. 6.1, as the bottom
part of CoR. As the output of stacked Bi-RNN is in RK in each time step, a dense
layer is added to reduce RK to R1 for the last Bi-RNN. The output z of stacked
Bi-RNNs can be formulated as

z = fΩ(X), (6.3)

where fΩ is the learned mapping parameterized by Ω.
The architecture of stacked Bi-RNNs can be flexible. If the amount of training

data is small, it can be reduced to a single RNN. If the number of time steps is large,
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Long Short-Term Memory (LSTM) [HS97] can be introduced to replace standard
RNN, while the other structures remain. The flexibility of stacked Bi-RNNs enables
CoR to apply to different real-world time-series prediction problems.

6.1.2 SGCRF

Gaussian CRF is a graphical model that can effectively model the structured infor-
mation of output. It takes z as input and ouputs y. This study resorts to the energy
model to illustrate Gaussian CRF. The energy function E(z,y) has two terms,

E(z,y) = 2zTΘy + yTΛy, (6.4)

where the first term maps z to y, parameterized by Θ, and the second term models
the conditional dependencies of y, parameterized by Λ. The inverse covariance ma-
trix Λ is constrained to be positive-definite to ensure a valid multivariate Gaussian.
The resultant Gaussian CRF is formulated as

p(y|z) = 1
Q(z)exp{−E(z,y)}, (6.5)

where Q(z) is the partition function,

1
Q(z) = c|Λ|exp{−zTΘΛ−1ΘTz}. (6.6)

Parameter Θ encodes dense dependencies of y on z, and parameter Λ also intro-
duces dense conditional dependencies on y. These dense dependencies are illustrated
in Figure 6.1. It was observed that the connections are redundant and may cause
overfitting [WK13]. Therefore, constraints for sparsity are applied to these depen-
dencies by using L1 norm to Θ and Λ in the training process. Gaussian CRF with
sparse dependencies is thus called SGCRF.

The stacked Bi-RNNs offer powerful nonlinearities that can effectively represent
the temporal and heterogeneous features, while SGCRF can model the structured
output information. CoR, an integration of stacked Bi-RNNs and SGCRF, can take
advantage of the two models for multi-step time-series prediction.

6.2 Training CoR
This chapter proposes two training methods for CoR, alternative training and end-
to-end training. The following denotations are used in both training methods. As-
suming there are N training samples, X = {X(1), · · · ,X(N)} denotes the whole
training feature set. Y = {y(1), · · · ,y(N)} denotes the N predictions, while Ẏ de-
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notes the corresponding N ground-truths. Z denotes the N intermediate predictions
by stacked Bi-RNNs, which is also the input of SGCRF.

6.2.1 Alternative training

As CoR has two parts, it is natural to train the two modules alternatively. Alter-
native training first trains the stacked Bi-RNNs with Mean Absolute Error (MAE),
and then trains SGCRF by minimizing its negative log-likelihood. Finally, it trains
stacked Bi-RNNs and SGCRF alternatively until convergence, using a common loss
function.

6.2.1.1 Initial training of stacked Bi-RNNs

This method first trains the stacked Bi-RNNs with the feature set X and ground-
truth Ẏ . Here, MAE is the loss function for stacked Bi-RNNs. An L2 norm is
also introduced to regularize the parameter Ω. The resultant regularized loss is as
follows,

L(Ω) = 1
NT

N∑
n=1

T∑
t=1
|z(n)
t − ẏ(n)

t |+ λR ‖ Ω ‖2, (6.7)

noting that parameter Ω is hidden in z (see Equation 6.3).
Mini-batch Stochastic Gradient Descent (SGD) is used to train stacked Bi-

RNNs. Adam [KB14] is a popular way to train deep neural networks. However,
SGD with nesterov momentum [Nes83] shows a better result if momentum schedul-
ing [SMDH13] is applied. Throughout this study, SGD with nesterov momentum is
used as the default optimization method for stacked Bi-RNNs.

6.2.1.2 Initial training of SGCRF

Feeding the trained stacked Bi-RNNs with training feature X , the intermediate
prediction Z is obtained. Then SGCRF is trained according to Z and ground-truth
Ẏ by minimizing its negative log-likelihood, which is formulated as

L(Θ,Λ) = − log |Λ|+ tr(SyyΛ + 2SyzΘ + Λ−1ΘTSzzΘ), (6.8)

where S terms are empirical covariance,

Syy = 1
N
Ẏ T Ẏ , Syz = 1

N
Ẏ TZ, Szz = 1

N
ZTZ. (6.9)

Equation 6.8 is a commonly used loss function for SGCRF [WK13], [MK16].
However, it is found that |Λ| suffers a risk of overflow when the number of time step
is large. Therefore, eigenvalue decomposition is introduced for Λ. As Λ is a positive-
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definite matrix, its determinant equals the multiplications of all eigenvalues. Thus,

log |Λ| =
T∑
i=1

log λi, (6.10)

where λi is an eigenvalue. Equation 6.10 is used for log |Λ| to avoid the overflow
problem.

Recall that it is necessary to apply penalties for sparsity to the parameters, the
resultant loss function with L1 regularization is then as follows,

L(Θ,Λ) = L(Θ,Λ) + λT ‖ Θ ‖1 +λL ‖ Λ ‖1,∗, (6.11)

where λL ‖ Λ ‖1,∗ denotes the L1 norm of Λ off diagonal elements.
The regularized loss L(Θ,Λ) is optimized by Newton Coordinate Descent (New-

ton CD) with active set [WK13]. In each iteration, Newton CD finds a generalized
Newton descent direction by forming a second-order approximation of the smooth
part (i.e. L(Θ,Λ)) and minimizes this along with L1 penalties. Given the Newton
direction, the parameters are updated with a step size found by line search. The
positive-definite constraint of Λ is taken care of in the line search step.

6.2.1.3 Alternative tuning of stacked Bi-RNNs and SGCRF

Stacked Bi-RNNs and SGCRF are then tuned alternatively, using the final loss
function L(Ω,Θ,Λ)

L(Ω,Θ,Λ) = L(Θ,Λ) + λR ‖ Ω ‖2, (6.12)

where the first term is seen in Equation 6.11, and the second term is the regular-
ization term seen in Equation 6.7. Recall that parameter Ω is hidden in Z and thus
also hidden in L(Θ,Λ).

Stacked Bi-RNNs are tuned first with the loss function L(Ω,Θ,Λ). Θ and Λ are
frozen and regarded as constants. The gradient of Ω can be derived according to
the chain rule.

∂L(Ω,Θ,Λ)
∂Ω = 2

N
(ẎΘT + ZΘΛ−1ΘT ) · ∂Z

∂Ω + 2λRΩ, (6.13)

where ∂Z/∂Ω is handled in the stacked Bi-RNNs. With the obtained gradient, SGD
with nesterov momentum can be applied to fine-tune Ω. The fine-tuned stacked Bi-
RNNs was fed with training feature X and obtain new Z. Then, SGCRF is trained
according to the new Z and Ẏ . In this step, Ω is frozen, while Θ and Λ are optimized
using Newton CD with active set. The alternated training of stacked Bi-RNNs and
SGCRF repeats until they converged. In our study, five alternations are sufficient
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to reach convergence.
Algorithm 5 summarizes alternative training of CoR.

Algorithm 5 Alternative training of CoR
Input: Training feature set X , ground-truth Ẏ ;
Output: Parameters Ω, Θ, Λ;
1: With input X and Ẏ , initially train stacked Bi-RNNs with respect to the loss

function L(Ω) (Equation 6.7);
2: Feed X to stacked Bi-RNNs to obtain Z;
3: With input Z and Ẏ , initially train SGCRF with respect to the loss function
L(Θ,Λ) (Equation 6.11);

4: while not converged do
5: Freeze Θ and Λ, and train stacked Bi-RNNs with

input X and Ẏ according to the final loss L(Ω,Θ,Λ)
(Equation 6.12);

6: Feed X to the trained stacked Bi-RNNs and obtain
new Z;

7: Freeze Ω and train SGCRF with input Z and Ẏ
according to L(Ω,Θ,Λ);

8: end while

In Algorithm 5, Line 1 is the initial training of stacked Bi-RNNs. Line 2 inputs
X to stacked Bi-RNNs to obtain Z. Line 3 is the initial training of SGCRF. Lines
4-8 show the process of alternative training. Line 5 trains stacked Bi-RNNs with
the final loss. Line 6 inputs X to the trained stacked Bi-RNNs to obtain new Z.
Line 7 trains SGCRF with new Z. Lines 5-7 repeat until convergence.

6.2.2 End-to-end training

This study further proposes a more efficient end-to-end training method for CoR.
Effective initial parameters are set for CoR, and then parameters are fine-tuned
end-to-end.

6.2.2.1 Initializations

The first two steps of alternative training are reused to set effective initializations
for CoR. Stacked Bi-RNNs are initially trained with respect to the loss function
L(Ω) (see Equation 6.7). The trained stacked Bi-RNNs are fed with input data X
to obtain an intermediate prediction Z. Then SGCRF can be trained with Z and
Ẏ according to the loss L(Θ,Λ) (see Equation 6.11). With the initial training of
stacked Bi-RNNs and SGCRF, parameters Ω, Θ and Λ are effectively initialized.

The motivation of initialization is as follows. The stacked Bi-RNNs can be natu-
rally trained with a first-order gradient descent method, while the training of SGCRF
is much more challenging. Newton CD with active set has been demonstrated as an
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effective training method for SGCRF, which outperforms other second-order meth-
ods [WK13]. It is believed that the second-order Newton CD with active set is much
more efficient than first-order methods. Consequently, Newton CD is employed to
supply initializations for Θ and Λ. With well initialized parameters, first-order gra-
dient descent is used to fine-tune the parameters end-to-end.

6.2.2.2 End-to-end fine-tuning

This study then applies gradient descent to fine-tune the parameters of CoR. Howev-
er, the parameter Λ is constrained to be positive-definite, and thus the unconstrained
gradient descent cannot be directly applied. This study resorts to the Projected
Gradient Descent (PGD) for Λ in the end-to-end training.

PGD comprises two steps. The first step is a regular gradient descent, which
updates Λ by Λt+1 = Λt − α∇ΛL(Ω,Θ,Λ), where L(Ω,Θ,Λ) is defined in Equation
6.12, and α is the learning rate. The second step projects Λt+1 back to the definition
domain C of Λ. The projection is defined by ΠC(Λt+1) = argminc∈C ‖ c− Λt+1 ‖2.
The projection to a positive definite matrix has been well studied [HM12]. As Λt+1

is a symmetric matrix, its eigenvalue decomposition can be written as follows

Λt+1 = U


λ1

. . .
λT

UT (6.14)

The projection is accordingly defined as follows,

ΠC(Λt+1)⇐ U


max(µ, λ1)

. . .
max(µ, λT )

UT , (6.15)

where µ is a small positive value.
Λ is updated by PGD, while Ω and Θ are updated by ordinary gradient descen-

t. In implementation, both PGD and gradient descent use a mini-batch mode. In
the end-to-end training, SGCRF influences what RNN learns and causes internal
covariance shift [IS15] in stacked Bi-RNNs. It is beneficial to apply batch normal-
ization [IS15] to the intermediate prediction z. A batch normalization layer is added
between stacked Bi-RNNs and SGCRF, and thereafter apply end-to-end fine-tuning.

Algorithm 6 summarizes the end-to-end training of CoR.
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Algorithm 6 End-to-end training of CoR
Input: Training feature set X , ground-truth Ẏ ;
Output: Parameters Ω, Θ, Λ;
1: With input X and Ẏ , initially train stacked Bi-RNNs with respect to the loss

function L(Ω) (Equation 6.7);
2: Feed X to stacked Bi-RNNs to obtain Z;
3: With input Z and Ẏ , initially train SGCRF with respect to the loss function
L(Θ,Λ) (Equation 6.11);

4: Add a batch normalization layer between stacked Bi-RNNs and SGCRF;
5: while t < max iteration do
6: Update Ω, Θ and Λ according to gradient descent

rule: θt+1 = θt − α∇θL(θ), where L(θ) is defined
by Equation 6.12;

7: Project Λt+1 according to Equation 6.15;
8: t = t+ 1;
9: end while

In Algorithm 6, Line 1 is the initial training of stacked Bi-RNNs. Line 2 inputs
X to stacked Bi-RNNs to obtain Z. Line 3 is the initial training of SGCRF. Line
4 adds a batch-normalization layer for Z. Lines 5-9 show the process of end-to-
end training. Line 5 trains stacked Bi-RNNs with the final loss. Line 6 updates
parameters using gradient descent. Line 7 project Λt+1 according to Equation 6.15
to ensure that Λt+1 is positive-definite. Line 8 updates the number of steps. Lines
6-8 repeat until convergence.

Several tricks are applied to the end-to-end training. It is essential to use a
smaller learning rate for the SGCRF part than the stacked Bi-RNNs part, or CoR
trends to diverge. For the stacked Bi-RNNs part, it is a non-convex optimization.
Therefore, learning rate decay is not used. On the contrary, the SGCRF part forms
a convex optimization problem and learning rate decay should be applied.

6.3 Prediction of CoR
The prediction of CoR comprises two steps.

• Step 1. For a test sample, the observed feature X is fed to the stacked Bi-RNNs.
Through a feed-forward with recurrent process, an intermediate prediction z is
obtained.

• Step 2. This study predicts y given z through the prediction process of SGCRF,
which seeks to maximize p(y|z). The underlying model of SGCRF is a Gaussian
distribution: y|z = N (−zΘΛ−1,Λ−1), so the maximum of p(y|z) is the mean of
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the Gaussian. Thus, the final prediction y is formulated as

y = −zΘΛ−1. (6.16)

It can be seen that the prediction of CoR is quite efficient. Due to the Gaussian
distribution, the 95% confidence interval can be derived as follows,

ỹ = y± 1.96diag(Λ−1), (6.17)

where diag(Λ−1) is the diagonal elements of Λ−1. This equation may assist the
decision making in uncertain environments.

6.4 CoR with an Attention Mechanism
An attention mechanism is further introduced to CoR. The attention mechanism in
[BCB14] was applied to an encoder-decoder framework. The principle of attention is
that it associates the current prediction to the weighted input sequence, where each
weight is determined by the relatedness of each step input to the current prediction.
This study adapts the attention for a sole RNN network, and then extends attention
to stacked Bi-RNNs, which is the bottom part of CoR.

Recall that a standard RNN is defined by Equations 6.1 and 6.2. Equation 6.1
is modified as follows.

ht = f(st,ht−1), (6.18)

where st represent the current attention unit. st is a combination of input step
features, written as

st =
L∑
j=1

αijxj, (6.19)

where L is the size of attention window, and αij is the normalized weight of step
feature xj,

αij = exp (eij)∑L
k=1 exp (eik)

, (6.20)

where eij is learned by a feed-forward neural network a.

eij = a(hi−1,xj). (6.21)

For the current prediction, the standard RNN only considers the current step feature,
while the RNN with attention associates the current prediction with L weighted
input step features. Therefore, RNN with attention can achieve better performance
than vanilla RNN.
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The attention mechanism can be easily extended to stacked Bi-RNNs. For the
first RNN layer, attention is employed as the above procedure. For the second RNN
layer, the output of the first RNN layer is regarded as the represented features, and
thus attention can be introduced similarly. Similar processes repeat for more RNN
layers.

When stacked Bi-RNNs with an attention mechanism are built up, SGCRF
can also be put on top, and can result in CoRa. As RNN with attention can be
trained by SGD similarly as RNN, stacked Bi-RNNs with attention can be trained
end-to-end via SGD. As a consequence, the proposed alternative training and end-
to-end training can also be applied to CoRa. For prediction, RNN with attention
is similar as the standard RNN, which is accomplished via a feed-forward with
recurrent process. Therefore, CoRa can also reuse the two-step prediction process
of CoR.

The improvement of CoRa over CoR is that CoRa utilizes RNN with attention
instead of standard RNN. RNN with attention considers wieghted input step features
for the current prediction, so as to outperform the standard RNN. As a result,
CoRa can achieve better prediction accuracy than CoR, with the price of more
computational cost.

6.5 Model Comparisons
This section compares SGCRF, stacked Bi-RNNs, CoR and CoRa for multi-step
time-series prediction. This comparison still uses the multi-step time-series predic-
tion defined by Equation 5.1, where the total number of time steps is T , and the
dimension of features in each step is D. The four models are compared in two
aspects: model sizes and computational costs.

6.5.1 Model sizes

The four models, SGCRF, stacked Bi-RNNs, CoR and CoRa model the multi-step
time-series prediction problem from different perspectives. As a consequence, the
sizes of the four models vary significantly.

SGCRF models multi-step time-series prediction via two parameter matrices Θ
and Λ. The Θ matrix linearly maps D × T input features to a output vector with
length T . Thus, the size of Θ matrix is (D × T ) × T . The Λ matrix models the
dependencies in the T -dimension output vector, with a size of T × T . In summary,
the model size of SGCRF is approximated as DT 2.

Stacked Bi-RNNs is a stack of several Bi-RNNs. Firstly, the model size of
RNN is analyzed. Recall that RNN is defined by Equations 6.1 and 6.2. There are
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three parameter matrices Wxh, Whh and Whz. Wxh is an input projection matrix
that maps D-dimension features to hidden neurons. Usually, the number of hidden
neurons is close to D. Thus, the size of Wxh is in proportion to D × D. Whh is
a recurrent matrix that models the transitions in hidden states. As the number of
hidden neurons can be approximated by D, its size is also in proportion to D ×D.
Whz is an output projection matrix that maps hidden states to output, whose size
is also in proportion to D×D. The three matrices are shared through all time steps.
Therefore, the model size of RNN can be approximated as 3D2. Assuming there are
k Bi-RNNs in the stack, The final model size of stacked Bi-RNNs is approximated
as 6kD2.

CoR has two parts. The size of stacked Bi-RNNs has been approximated as
6k ×D ×D. Stacked Bi-RNNs produces the intermediate T -dimension prediction,
which greatly reduces the input size of SGCRF. As a consequence, the sizes of Θ
and Λ matrices are both T ×T . In the end, the model size of CoR is approximately
6kD2 + 2T 2.

Compared to CoR, CoRa further introduces attention units. For one RNN, the
size of attention unit is T × L, where L is the size of the attention window. For
stacked Bi-RNNs with stack size k, the total size of attention units is 2kTL. In
summary, the size of CoRa is an approximation of 6kD2 + 2kTL+ 2T 2.

Table 6.1: Model size of SGCRF, stacked Bi-RNNs, CoR and CoRa

Model SGCRF stacked Bi-RNNs CoR CoRa

Size DT 2 6kD2 6kD2 + 2T 2 6kD2 + 2kTL+ 2T 2

Table 6.1 summaries the sizes of the four models. For general multi-step time-
series prediction problems, SGCRF model has the largest size. CoR and CoRa can
significantly improve the performance of stacked Bi-RNNs, while the model sizes of
CoR and CoRa do not increase much.

6.5.2 Computational costs

SGCRF, stacked Bi-RNNs, CoR and CoRa are trained with different methods. This
study analyzes the training algorithms of the four models to show their computa-
tional cost.

SGCRF is trained using second-order Newton CD with active set. In training
process, the main computation of SGCRF is the calculation of Hessian matrix with
a size (T × D + T ) × (T × D + T ). This is a large matrix whose size increases
quadratically with respect to T or D. Moreover, the second-order optimization
consumes much more time than the first-order method in one iteration. For large
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time-series prediction problems, the computation cost of SGCRF can be very large.
Stacked Bi-RNNs are trained via first-order SGD. For efficiency, RNN is unrolled

during training, which may take up space in proportion to T × D × D. However,
this is much less than the Hessian matrix in SGCRF learning. Besides, stacked Bi-
RNNs uses first-order SGD in optimization, which usually consumes less time than
second-order Newton methods.

For CoR, the more efficient end-to-end training is focused on. The first step
is the initial training of stacked Bi-RNNs, which has been analyzed in the above
paragraph. As stacked Bi-RNNs output an intermediate prediction, the input size
of SGCRF has been greatly reduced. The size of Hessian matrix in SGCRF layer is
now reduced to (2T )× (2T ). In the end, the training time of CoR can be much less
than that of SGCRF model.

CoRa shares a similar training process as CoR. As CoRa further introduces an
attention mechanism, the computational cost increases. Compared to CoR, CoRa
has extra 2k attention matrices to learn, where k is the number of Bi-RNNs in the
stack. In experiment, CoRa consumes more training time than CoR.

In the experimental section, a large synthetic time-series prediction problem is
used to test the computational cost of SGCRF, stacked Bi-RNNs, CoR and CoRa.
Results are shown in Table 6.2.

6.6 Experiments
CoR and CoRa are evaluated by three experiments using both synthetic data and
real-world data.

Experiment 1 evaluates CoR and CoRa by synthetic data. This experiment
demonstrates the advantages of CoR and CoRa over RNN and SGCRF with syn-
thetic data.

Experiment 2 evaluates CoR and CoRa using a real-world forecasting of sea
surface temperature.

Experiment 3 evaluates CoR and CoRa using a real-world electricity demand
prediction competition.

In the evaluations by real-world data, CoR and CoRa show significantly better
performance than state-of-the-art methods in time-series prediction.

In implementations, Theano [The16] is used for deep neural network. For the
Newton CD in training SGCRF, it is referred to [WK13].
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6.6.1 Experiment 1: evaluations using synthetic data

Through the evaluations using synthetic data, this experiment demonstrates the ad-
vantages of CoR and CoRa over SGCRF and stacked Bi-RNNs. As the number of
time steps and training samples of synthetic time-series data can be changed, some
interesting properties of evaluated models are discovered. This experiment further-
more conducts an evaluation using large-scale data to compare the computational
cost of SGCRF, stacked Bi-RNNs, CoR and CoRa.

6.6.1.1 Evaluations using controlled data

The models to be evaluated include SGCRF, stacked Bi-RNNs, RNN+SGCRF (a
combination of stacked Bi-RNNs and SGCRF without joint training, which can be
defined by Lines 1-3 in Algorithm 5), CoR trained by alternative training (CoR v1),
CoR trained by end-to-end training (CoR v2) and CoRa trained by end-to-end train-
ing. This evaluation changes the time steps and sample quantities of synthetic data
to evaluate different models, and find some interesting properties of these models.

The synthetic data are generated as follows. The dimension of feature D is fixed
as 10, while the time step T can be varied in {10, 20, 40}, and number of samples N
can be varied in {1000, 2000, 4000, 8000}. The data generation includes three steps:

1) Generating temporally correlated features X. 10 random real values are
sampled from a standard Gaussian N (0, 1), denoted as x. The feature xi for each
time step is generated by xi = (1−0.2x)∗sin(iπ/T ), where the sine function models
temporal correlations.

2) Introducing nonlinear transformations to features. Each xi is transformed
by a dense network parameterized by W , which is a D × D matrix with diagonal
Wi,i = 0.8, sub-diagonal Wi−1,i = −0.2, super-diagonal Wi,i+1 = −0.3, and the other
elements are assigned as zeros. The following transformation is a dense network
parameterized by v and b = 0.3, where v is a D-dimension vector vi = 0.2. This
neural network reduces the dimension of each step output to 1. For both networks,
the non-linear activation is leaky ReLU [XWCL15] with leakiness = 0.2.

3) Introducing structured information on output. The output of neural network
is then put into a SGCRF parameterized by Θ and Λ. Θ is a T ×T diagonal matrix
with Θi,i = 0.2, and Λ is a T × T matrix with diagonal Λi,i = 0.8, sub-diagonal
Λi−1,i = −0.5 and super-diagonal Λi,i+1 = 0.2. The output of SGCRF is the final
sequence y to be predicted.

The simulated multi-step time-series prediction problem has temporal feature
correlations, nonlinear feature transformations and structured information. It is ad-
equate to evaluate the performances of different models on time-series prediction.
Neural networks and SGCRF are used to encode feature nonlinearities and struc-
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tured information for convenience, while they are actually equivalent to nonlinear
functions. Figure 6.2 illustrates time-series samples generated by the three steps.

Figure 6.2: An illustration of generated time-series data. The number of time
step is 20. 20 random samples are drawn in this figure.

This experiment evaluates models on different time steps with different numbers
of samples. In each evaluation, random 80% samples are used for training, while
the rest are for testing. Mean Absolute Percentage Error (MAPE) is used as the
metric, which is defined as |g − ĝ|/g × 100%, where g is ground-truth and ĝ is
prediction. SGCRF does not have any hyper-parameters. The stacked Bi-RNNs has
two Bi-RNNs layers, each with a hidden size of 16. CoR inherits the configurations
of stacked Bi-RNNs. For CoR, the size of attention window is 16. For different
models, hyper-parameters are tuned by random search [BB12].

For clarity, the evaluation results are shown in two figures, Figure 6.3 and Figure
6.4. This study analyzes the results in individual figures, and then summarize across
figures.

In Figure 6.3(a), the time step of time-series data is 10. With different numbers
of training samples, the MAPE of SGCRF is relatively stable, about 3.2%. Stacked
Bi-RNNs achieve a lower MAPE than SGCRF. When the number of training sam-
ples increases, the MAPE of stacked Bi-RNNs decreases significantly. This is an
indication that the performance of deep neural networks relies heavily on the quan-
tity of training data. RNN+SGCRF obtains a little improvement against stacked
Bi-RNNs. CoR v1 and CoR v2 significantly outperform the previous three models,
and CoR v2 consistently achieves the lowest MAPE. It is stressed that when train-
ing samples are few, CoR improves stacked Bi-RNNs greatly. This suggests that
CoR is more robust than deep neural networks to the number of training samples.
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Figure 6.3: Evaluations of five models on synthetic data. Note that X axes are
uneven and the scales of Y axes are different.

In Figure 6.3(b), the time step of time-series data is 20. For the five models,
similar trends are observed in performance variations as those in Figure 6.3(a).
When the time step increases to 40 in Figure 6.3(c), the observed rules of MAPEs
of different models stay the same.
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This study then summarizes evaluation results across Figure 6.3(a)-(c). From
Figure 6.3(a) to Figure 6.3(c), the time step of time-series data is increasing, which
indicates that the difficulty of prediction increases. It can be seen that the MAPEs
of different models increase when the number of time step increases. SGCRF does
not perform well because it misses the nonlinearities in features. Stacked Bi-RNNs
outperform SGCRF as they have powerful nonlinearities to fit the data. It is noted
that the relative gap of stacked Bi-RNNs and SGCRF decreases when the number
of training sample is small (i.e. N = 1000). SGCRF is a sparse model that can
generalize well with limited training samples, while the performance of stacked Bi-
RNNs strongly depends on the number of training samples. A simple combination
of stacked Bi-RNNs and SGCRF (i.e. RNN+SGCRF) can improve performance,
but not always (see N = 8000 in Figure 6.3 (a) and (b)). CoR can reliably improve
MAPE over stacked Bi-RNNs and SGCRF. The end-to-end trained CoR (CoR v2)
consistently achieves the best performance. Especially, when the training samples
are limited, CoR shows significant advantage over other models. CoR’s robustness to
number of training samples may ascribe to SGCRF, a sparse model that generalizes
well to limited training samples.

Figure 6.4 shows the results of stacked Bi-RNNs, stacked Bi-RNNs with atten-
tion, CoR and CoRa. Both CoR and CoRa are trained by end-to-end method. In
Figure 6.4(a), it can be seen that the attention mechanism significantly improves the
performance of stacked Bi-RNNs in terms of prediction accuracy. MAPE achieved
by stacked Bi-RNNs with attention is close, but not so good as CoR. CoRa can
produce even better prediction than CoR. In the case of small quantity of training
data (the number of sample is 1000), CoR and CoRa show a significant advantage
over stacked Bi-RNNs and stacked Bi-RNNs with attention. This may attribute
to SGCRF, which is not sensitive to the number of training samples. In Figure
6.4(b) and 6.4(c), the similar rule of the performances of the four models can be
observed. Through Figure 6.4(a)-(c), it can be seen that with the increase of time
steps, prediction accuracies of different models decrease more or less.

6.6.1.2 Evaluations using large-scale data

SGCRF, stacked Bi-RNNs, CoR and CoRa are further evaluated on large problems
to compare their precision and computation cost. 100K time-series samples are gen-
erated with time step T = 200 and step feature D = 100. The synthetic data are
generated in the previous way, while the sizes of parameters are increased accord-
ingly. In this large problem evaluation, LSTM replaces standard RNN in stacked
Bi-RNNs, CoR and CoRa, because standard RNN has difficulties in modeling long
sequences. CoR and CoRa are trained by the end-to-end training method, which
is more efficient than alternative training. Evaluations are conducted on a server
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Figure 6.4: Evaluations of four models on synthetic data. Note that X axes are
uneven and the scales of Y axes are different.

with 8 CPUs and 64 GB Memory. MAPE is used to measure prediction precisions
of different models. Table 6.2 summarizes the precisions and computation costs of
the three models.
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Table 6.2: Comparison of SGCRF, stacked Bi-LSTMs, CoR(LSTM) and Co-
Ra(LSTM) on a large time-series prediction problem.

Model MAPE Memory usage Time usage

SGCRF 6.5 17.21G 50.33h

stacked Bi-LSTMs 3.2 3.53G 5.43h

CoR(LSTM) 2.6 3.55G 9.41h

CoRa(LSTM) 2.3 4.02G 16.21h

In Table 6.2, the prediction precisions of the four models accord with previous
rules. Both CoR and CoRa achieved significant improvement over SGCRF and
stacked Bi-RNNs. CoRa obtained the lowest MAPE among the four models. The
four models were compared in theory in Section 6.5. SGCRF consumed the largest
memory space for two reasons: 1. Its model size was the largest. 2. Its training
process used second-order optimization method, in which the size of Hessian matrix
was very large. The training time of SGCRF was also the largest because the second-
order Newton method was slower than the first-order SGD. Stacked Bi-RNNs was
the most efficient in terms of memory space and training time. In comparison, CoR
did not increase much space cost, while the training time increased a lot. CoRa
also did not increase much in space cost, but its training time was much more than
stacked Bi-RNNs and CoR.

6.6.2 Experiment 2: evaluations on forecasting of sea sur-
face temperature

In this experiment, CoR and CoRa are evaluated on a real-world Sea Surface Tem-
perature (SST dataset) forecasting dataset [SLW+85] from Climate Prediction Cen-
ter a. Sea surface temperature is closely related to the climate across the globe.
Forecasting of sea surface temperature facilitates resource planning and has been
widely studied [TTMH98, THMT00]. Therefore, the proposed CoR and CoRa are
tested on this significant multi-step time-series prediction problem.

SST dataset contains monthly temperature (average of temperatures in one
month) data from Jan, 1970 to Mar, 2003. The sampled spots range from 124◦E
to 70◦W by two-degree intervals, 29◦S to 29◦N by by two-degree intervals. This
experiment predicts one-year-ahead temperatures in this dataset. The data from
Jan, 1970 to Dec, 1990 are used as training set, and data from Jan, 1991 to Dec,
2002 are used as testing set. The features include year, month, latitude, longitude
and an El Nino indicator.

ahttps://iridl.ldeo.columbia.edu/SOURCES/.CAC/.sst/?Set-Language=en
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For this multi-step time-series prediction problem, the length of time step is
12. RNN is capable of handling sequences with such length. Stacked Bi-RNNs
are built with two layers, and each RNN has a hidden size of 8. CoR and CoRa
are built upon the aforementioned stacked Bi-RNNs. Two training methods are
applied to CoR and CoRa, respectively. In the end, four models are obtained,
CoR by alternative training (CoR v1), CoR by end-to-end training (CoR v2), CoRa
by alternative training (CoRa v1) and CoRa by end-to-end training (CoRa v2).
Other methods that are widely used in time-series prediction are also evaluated for
reference. The traditional ARIMA model is evaluated as the baseline. SGCRF,
RNN and stacked Bi-RNNs are also tested for comparison.

The results of different models are shown in Table 6.3. MAPE is used to measure
the prediction accuracy of tested models.

Table 6.3: Evaluation results of sea surface temperature forecasting.

Model MAPE

ARIMA 4.75%

SGCRF 4.13%

RNN (3.90± 0.12)%

stacked Bi-RNNs (3.68± 0.11)%

CoR v1 (3.25± 0.04)%

CoR v2 (3.18± 0.02)%

CoRa v1 (3.14± 0.03)%

CoRa v2 (3.08± 0.03)%

In Table 6.3, the baseline ARIMA model achieved an average MAPE (over all
the sampled spots) of 4.75%. SGCRF obtained lower MAPE than the baseline, and
neural network models, RNN and stacked Bi-RNNs, achieved even better prediction
accuracies. The disadvantage of neural network models is the fluctuations in test
results, arising from the unstable results of non-convex optimization using stochastic
gradient descent.

CoR and CoRa models achieved significant better prediction accuracy than pre-
vious methods. It was notable that CoR and CoRa were built upon the stacked
Bi-RNNs that produce a median prediction result among all the tests. Compared
among the four models, it can be seen that end-to-end training shows slightly lower
MAPE than alternative training and CoRa shows better results than CoR. Besides,
the fluctuations caused by neural networks are alleviated because CoR and CoRa
conduct fine-tuning upon the pre-trained neural network models.

Figure 6.5 shows a sample from the SST dataset, which is a monthly temperature
time-series in 2002 at (120◦W, 29◦N).
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Figure 6.5: An illustration of ground-truth and prediction in sea surface tem-
perature forecasting. The 95% confidence intervals are also shown in this figure.

In Figure 6.5, blue line is the ground-truth and the red line is the result of
prediction, produced by CoRa v2. The 95% confidence intervals can be calculated
by Equation 6.17, which are shown in red dashed lines. The 95% confidence intervals
can measure the uncertainty of the prediction model in theory, and assist decision-
makings in uncertain environments in practice.

6.6.3 Experiment 3: evaluations on energy demand predic-
tion

In this experiment, CoR and CoRa are applied to an electricity demand prediction
problem, which is a competition called NPower Forecasting Challenge 2016 b. De-
mand prediction plays a fundamental role in power systems, and it has been studied
for decades [HBA+14, MZR12, WZR16]. The improvement in demand prediction
in power systems will greatly enhance the utilities of power companies and increase
the energy efficiency of the whole power system. This competition adopted a rolling
forecasting mode to simulate the real-world scenario. This experiment follows this
mode to evaluate CoR and other comparison models in Round one and Round two.
The ground-truth of Round three is not available.

The task of this competition is to predict the future power demand in every
half hour according to weather data. In Round one, the training data range from
2012-01-01 to 2014-09-31, and the task is to predict power demand from 2014-10-01
to 2015-03-01. In Round two, the rolling forecasting releases the ground-truth from
2014-10-01 to 2015-03-31, and accordingly the task becomes predicting the power
demand from 2015-04-01 to 2015-09-30.

bhttps://www.npowerjobs.com/graduates/forecasting-challenge. Data are publicly available.
Competition results are also published on this webpage.
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In this time-series prediction problem, the features extracted include the follow-
ing three categories: 1) Temporal feature, including the year, the month and the
number of time step; 2) Calendar feature, including the day of a week and the public
holiday; 3) Weather feature, including temperature, cloudiness, altogether nine mea-
surements. Features and ground-truths are normalized by Gaussian (subtracting the
mean and dividing by variance), and then input to different models.

ARIMA is used as the baseline model. SGCRF and RNN are also evaluated.
SGCRF is evaluated in two modes: SGCRF without feature engineering (SGCR-
F w/o) and SGCRF with feature engineering (SGCRF w). A standard RNN is very
hard to train (note: the number of time steps is 48, which is a long sequence), and
thus LSTM is evaluated instead.

A two-layer stacked Bi-RNNs can converge steadily, which is evaluated for ref-
erence. Stacked Bi-LSTMs are also evaluated as comparison.

CoR can have two variants, which are based on stacked Bi-RNNs (CoR(RNN))
and stacked Bi-LSTMs (CoR(LSTM)). The two variants are trained by alter-
native training and end-to-end training. Overall, there are four CoR variants
(CoR(RNN) v1, CoR(RNN) v2, CoR(LSTM) v1, CoR(LSTM) v2) to evaluate. It
is similar for CoRa. This experiment evaluates CoRa(RNN) v1, CoRa(RNN) v2,
CoRa(LSTM) v1, CoRa(LSTM) v2.

Moreover, other two state-of-the-art methods are evaluated, namely, Gradient
boosting [CG16] with feature engineering (adding previous time step features to the
current), and attentional stacked Bi-LSTMs [BCB14].

The hyper-parameters of CoR and CoRa are tuned by grid search. All the
hyper-parameters come from the stacked Bi-RNNs/LSTMs part. For the stacked
Bi-RNNs, there are two Bi-RNN layers, where each RNN has 16 hidden neurons.
For the stacked Bi-LSTMs, there are also two Bi-LSTM layers, and the size of
hidden unit in LSTM is 16. Though more stacked layers in deep neural networks
may increase representational capacities, it is verified that two stacked layers could
produce the best results. This might be related to the number of training samples.
If the training samples are limited, deep neural networks are not sufficiently trained.

Unless clearly noted with feature engineering, all models are evaluated on the
raw features. This competition uses MAPE as the evaluation metric. Table 6.4
summarizes the evaluation results of different models.
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Table 6.4: Evaluation results of the two rounds in NPower Forecasting Challenge
2016.

Model MAPE in round 1 MAPE in round 2

1st Place 3.14% 7.13%

2nd Place 6.43% 4.89%

3rd Place 7.84% 7.48%

ARIMA 8.95% 8.77%

SGCRF w/o 5.83% 6.64%

SGCRF w 4.91% 5.60%

LSTM (4.92± 0.15)% (4.73± 0.17)%

stacked Bi-RNNs (4.88± 0.21)% (4.56± 0.20)%

stacked Bi-LSTMs (4.43± 0.16)% (4.31± 0.14)%

Gradient boosting 4.90% 4.61%

Attentional LSTM (4.21± 0.15)% (4.12± 0.16)%

CoR(RNN) v1 (4.25± 0.04)% (4.10± 0.05)%

CoR(RNN) v2 (4.19± 0.06)% (4.03± 0.05)%

CoR(LSTM) v1 (4.11± 0.04)% (3.94± 0.03)%

CoR(LSTM) v2 (4.05± 0.05)% (3.87± 0.03)%

CoRa(RNN) v1 (4.11± 0.05)% (4.01± 0.05)%

CoRa(RNN) v2 (4.04± 0.06)% (3.91± 0.04)%

CoRa(LSTM) v1 (3.95± 0.03)% (3.78± 0.04)%

CoRa(LSTM) v2 (3.89± 0.05)% (3.70± 0.04)%

In Table 6.4, the top three results in this competition are listed for reference.
These winning methods did not employ sophisticated models, but were concerned
with detailed features and feature engineering c. The basic ARIMA model achieved
MAPE of 8.95% and 8.77%, which were not as good as the top three results in the
competition.

SGCRF w/o was almost as competitive as the 2nd Place, while SGCRF w
showed significantly improvement compared to SGCRF w/o. Models based on deep
neural networks outperformed SGCRF. The overall performance of LSTM was com-
parable to the 1st Place. Stacked Bi-RNNs were slightly better than a single LSTM.
In contrast, stacked Bi-LSTMs achieved lower MAPE than stacked Bi-RNNs. It
suggests that LSTM is more effective than standard RNN when the number of time
step gets larger. Even though feature engineering was applied to gradient boost-
ing, it did not show any advantage over deep RNN models. The state-of-the-art

chttp://blog.drhongtao.com/2016/12/winning-methods-from-npower-forecasting-challenge-
2016.html
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attentional LSTM (also in a stacked bi-directional structure) slightly outperformed
stacked Bi-LSTMs.

The four variants of CoR showed better results compared to previous models. In
building different CoR variants, this study used deep RNN models which achieved
median performances (note the fluctuations in results). CoR(RNN) v2 achieved an
average MAPE of 4.11%, which was a relative 10.8% improvement on stacked Bi-
RNNs. Similarly, CoR(LSTM) v2 achieved a relative 9.8% improvement on stacked
Bi-LSTMs. Moreover, CoR models were more stable than deep RNNs. The best
model, CoR(LSTM) v2 achieved an average MAPE of 3.96%, which was much better
than 5.14%, the average MAPE of 1st Place. The four variants of CoRa achieved
lower MAPE than the corresponding CoR variants. The relative improvement was
around 3%. The disadvantage of CoR, CoRa and deep RNN models was that the
result suffers fluctuations, but this could be compensated by model ensemble.

Figure 6.6 shows three random samples predicted by CoR(RNN) v2.

Figure 6.6: Three random samples in demand prediction. The blue solid line is
the ground-truth and the red dashed line is the prediction.

This experiment did not visualize the best results by CoRa(LSTM) v2, because
the predicted values were very close to the true values, which were hard to dis-
tinguish. Through this visualization, the benefit of structured information can be
further understood. In a geometric view, the cure shape can represent structured
information. In CoR model, it not only tries to make each predicted value close to
the truth, but also tries to match the shapes of prediction curve and ground-truth
curve. That is how CoR achieves excellent performance in multi-step time-series
prediction.
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6.7 Discussions
This section further analyzes SGCRF, stacked Bi-RNNs, CoR and CoRa models
according to evaluation results. The properties of the four models are discussed.
Then how the attention mechanism and structured information can improve RNN
are analyzed and compared.

6.7.1 Model properties

Summary across the evaluation results shown in Figure 6.3 and Figure 6.4 in the
Experiment 1, the following rules are discovered in terms of prediction accuracy.

• SGCRF showed robust performances under the varying number of training sam-
ples.

• Stacked Bi-RNNs performed better and better with the increasing number of
training samples.

• CoR showed significant improvements upon stacked Bi-RNNs. In the case of
insufficient training samples, CoR outperformed stacked Bi-RNNs by a large gap.

• CoRa inherited the property of CoR, but produced more accurate predictions.

SGCRF is a sparse model that can generalize well to a small number of training
samples. In accord with empirical rules of deep neural networks, prediction accuracy
of stacked Bi-RNNs significantly increases with the increasing number of training
samples. CoR can significantly outperform stacked Bi-RNNs because it introduces
structured information. When the number of training samples is small, CoR can
achieve much better performance than stacked Bi-RNNs, which may attribute to S-
GCRF, a sparse model that is robust to number of training samples. CoRa performs
better than CoR because it further introduces an attention mechanism.

Section 6.5 compared the four models in theory, while Subsection 6.6.1 exper-
imentally showed the space and time cost of the four models. SGCRF took the
largest space and time costs because of its large model size and second-order train-
ing method. Stacked Bi-RNNs had the least space and time cost. Though CoR was
more complex than stacked Bi-RNN, it did not increase much on space and time
cost. These results approve that CoRa can further improve CoR, but its time cost
significantly increases.

In the real-world experiment Subsections 6.6.2 and 6.6.3, it could be seen that
the four models greatly outperformed the baseline model ARIMA. CoR and CoRa
consistently showed significant improvements over SGCRF and stacked Bi-RNNs.
This approves that CoRa can achieve better prediction accuracy than CoR, but it
indeed consumes more training time than CoR.
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6.7.2 Structured information and attention

This subsection further analyzes how structured information and the attention mech-
anism improve RNN. In multi-step time-series prediction, the output variables pre-
dicted by RNN are independent. Actually, there are strong dependencies between
output variables, termed as structured information in this study. CoR incorporates
the structured information into RNN by adding an SGCRF layer, and consequently
achieves more accurate predictions than RNN.

The Λ matrix in SGCRF encodes the structured information, i.e. dependencies
in the output variables. The Λ matrix can be visualized to show these dependencies.
Figure 6.7 shows the Λ matrix in CoR before joint training (defined by Lines 1-3 in
Algorithm 5) in the demand prediction experiment. the local dependencies can be
clearly seen in the visualization.

Figure 6.7: Visualization of Λ matrix in CoR before joint training.

Figure 6.8 shows the Λ matrix after end-to-end training. It can be seen that local
dependencies disappear, while global dependencies come into effect. These two vi-
sualizations show how Λ matrix gradually utilizes the global structured information
to improve RNN in multi-step time-series prediction.

CoR takes advantage of structured information to improve RNN, while CoRa
can further improve CoR using the attention mechanism. Structured information
means the dependencies in the output variables, while the attention mechanism
focuses on more effective input features. Compared standard RNN defined by E-
quation 6.1 and RNN with an attention mechanism defined by Equation 6.18, it is
found that standard RNN only considers the current step feature for the current
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Figure 6.8: Visualization of Λ matrix in CoR after end-to-end training.

prediction, while RNN with an attention mechanism can associate the current pre-
diction to a number of related weighted step features. This study concludes that
the attention mechanism and structured information improve RNN from two dif-
ferent ways. The attention mechanism improves RNN from the input side, while
structured information improves RNN from the output side. CoRa model utilizes
both the attention mechanism and structured information, so as to achieve the best
prediction accuracy among different models.

6.8 Summary
This chapter proposed CoR, which integrated the advantages of RNN and SGCRF,
for multi-step time-series prediction. Two training methods were proposed for CoR.
Experimental results showed that the end-to-end training was more efficient than
the alternative training. This chapter also proposed CoRa, which improved CoR by
introducing an attention mechanisms for RNN. The evaluations with both synthetic
data and real-world data demonstrated that CoR and CoRa could significantly im-
prove prediction precision over stacked Bi-RNNs and SGCRF. CoR and CoRa also
outperformed other state-of-the-art methods in the real-world multi-step time-series
prediction. Discussions were also provided to analyze the advantages of CoR and
CoRa.



Chapter 7

Conclusions and Future Work
This chapter summarizes the contributions of this thesis and discusses the potential
directions of future work.

7.1 Contributions of This Thesis
This research focuses on developing innovative machine learning methods to solve
several challenging issues in demand management of Smart Grid market. The con-
tributions of this thesis include:

1. An intelligent broker model was developed for effective management of S-
mart Grid market. In proposed broker design, the challenges that brokers face
in Smart Grid markets were comprehensively considered, and an adaptive and
systematic model was constructed to surmount the challenges. The proposed
broker model was tested and evaluated on the platform of Power TAC. The e-
valuation results showed the advantages of the proposed broker against other
excellent available brokers on both profit making and supply-demand balance.
Through the experiments, two empirical laws have been discovered i.e. Law
1: profit margin shrinks in a competitive market environment and Law 2: the
imbalance rate of supply-demand increases when a market environment is more
competitive.

2. A new energy demand prediction method in Smart Grid market, called
LF-LCB, was developed for accurate load forecasting of Smart Grid. LF-LCB
utilized the proposed sCCRF to analyze customer behavior by using the learned
weights which can reflect different energy consumption patterns of various cus-
tomers. The results of experiments conducted from several perspectives verified
the following two contributions: 1) Learning customer behavior to aggregate
customers can improve the prediction precision and lead to a reasonable com-
putation cost. 2) The proposed sCCRF is an efficient learning tool with feature
selection capacity.

3. DeepRSD was proposed for renewable energy production prediction (a re-
gression on sequential data). DeepRSD used stacked bi-directional RNNs to
represent the sequential data. Four conditions were explored to ensure a plau-
sible training. An alternative dropout was also proposed to effectively improve
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the generalization of DeepRSD. DeepRSD was applied to two real-world solar
energy prediction problems and achieved state-of-the-art performances. Accord-
ing to the experimental results, DeepRSD showed two major advantages over
other methods. 1) DeepRSD can simultaneously represent step features and
temporal information. 2) DeepRSD has strong nonlinear presentation capacity
to achieve a good performance without feature engineering. Therefore, this s-
tudy concludes that DeepRSD can be an effective solution for renewable energy
prediction and can be applied to regression problems on sequential data.

4. A new model for energy demand prediction was developed. Integrating the
advantages of RNN and SGCRF, CoR was proposed for demand prediction. Two
training methods were proposed for CoR. Experimental results showed that the
end-to-end training was more efficient than the alternative training. CoRa was
also proposed to improve CoR by introducing an attention mechanisms for RNN.
The evaluations with both synthetic data and real-world data demonstrated that
CoR and CoRa could significantly improve prediction precision over stacked
Bi-RNNs and SGCRF. CoR and CoRa also outperformed other state-of-the-
art methods in the real-world multi-step time-series prediction. With sufficient
experiments and analysis, This study concludes that CoR and CoRa can be
new effective models for demand prediction, and can also be applied to other
multi-step time-series prediction problems

7.2 Future Work
Though the proposed methods in this thesis have achieved convincing results on
solving several challenging issues in demand management of Smart Grid market,
there is still room to improve these proposed methods.

1. Balancing supply and demand in Smart Grid market
Broker agent is an effective solution to supply-demand balance in Smart Grid
market. There are two possible directions to improve the proposed broker mod-
el, which are: improvement on demand side and improvement on management
of retail market.

For the improvement on demand side, prediction methods that make use of
learned customer behavior can be introduced to improve demand prediction
accuracy. However, the introduced method should be efficient enough for real-
time decision-making.

For the improvement on management of retail market, deep reinforcement
learning can be introduced. Deep reinforcement learning [MKS+15] is under
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fast development in recent years. It is possible to introduce deep represen-
tations to replace human-designed function approximations. With improved
representations, reinforcement learning can make efficient decisions in the re-
tail market.

2. Demand prediction for Smart Grid
For demand prediction utilizing customer behaviors, it will be interesting to
further consider customer migrations. However, customer migrations cause
dynamic changes of customer groups, which will affect the demand prediction
accuracy. To solve the challenge of customer migration, it is necessary to
quickly assign the customer into groups. Similarity-based clustering methods
may be helpful in customer assignments.

Learning customer behavior to aggregate customers can potentially facilitate
research in related domains. It can offer a general methodology to assist better
decision making towards various customers in a complex market environment.
This is worth further explorations in other market domains. Evaluation results
in this thesis also indicate that the proposed sCCRF is effective in feature
selection and prediction. Thus, sCCRF can also be explored in other related
research fields.

3. Prediction of renewable energy
As renewable energy fluctuates much more than power demand, it is challeng-
ing for time-series models to effectively capture correlations of greatly varied
time steps. it will be interesting to study the dependencies of output in future
work, so as to find the optimal number of time steps to model correlations.

Because of the strong fluctuations in the output, it is harmful to model the
global dependencies and thus CoR may lose its advantage in renewable energy
prediction. However, it worths to try tensor-to-tensor network [VSP+17] with
a proper size of attention window for renewable energy prediction.
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