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Abstract

Over the past few years, cloud computing has been more and more attractive as a new

computing paradigm due to high flexibility for provisioning on-demand computing

resources that are used as services through the Internet. The issues around cloud ser-

vice discovery have considered by many researchers in the recent years. However,

in cloud computing, with the highly dynamic, distributed, the lack of standardized

description languages, diverse services offered at different levels and non-transparent

nature of cloud services, this research area has gained a significant attention. Robust

cloud service discovery approaches will assist the promotion and growth of cloud

service customers and providers, but will also provide a meaningful contribution to

the acceptance and development of cloud computing. In this dissertation, we have

proposed an automated cloud service discovery approach of cloud services. We have

also conducted extensive experiments to validate our proposed approach. The results

demonstrate the applicability of our approach and its capability of effectively iden-

tifying and categorizing cloud services on the Internet. Firstly, we develop a novel

approach to build cloud service ontology. Cloud service ontology initially is built

based on the National Institute of Standards and Technology (NIST) cloud comput-

ing standard. Then, we add new concepts to ontology by automatically analyzing real

cloud services based on cloud service ontology Algorithm. We also propose cloud

service categorization that use Term Frequency to weigh cloud service ontology con-

cepts and calculate cosine similarity to measure the similarity between cloud services.

The cloud service categorization algorithm is able to categorize cloud services to



x

clusters for effective categorization of cloud services. In addition, we use Machine

Learning techniques to identify cloud service in real environment. Our cloud service

identifier is built by utilizing cloud service features extracted from the real cloud ser-

vice providers. We determine several features such as similarity function, semantic

ontology, cloud service description and cloud services components, to be used ef-

fectively in identifying cloud service on the Web. Also, we build a unified model to

expose the cloud service’s features to a cloud service search user to ease the process of

searching and comparison among a large amount of cloud services by building cloud

service’s profile. Furthermore, we particularly develop a cloud service discovery En-

gine that has capability to crawl the Web automatically and collect cloud services.

The collected datasets include meta-data of nearly 7,500 real-world cloud services

providers and nearly 15,000 services (2.45GB). The experimental results show that

our approach i) is able to effectively build automatic cloud service ontology, ii) is

robust in identifying cloud service in real environment and iii) is more scalable in

providing more details about cloud services.
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Chapter 1

Introduction

1.1 Introduction

Over the past few years, cloud computing has become more attractive as a computing

paradigm due to its high flexibility in provisioning on-demand infrastructures, plat-

forms and software as services through the Internet. Historically, cloud computing has

combined concepts, such as grid computing [26], service-oriented computing [115]

and virtualization techniques [17] to both exploit and deliver computer resources (data

centres). Regarding grid computing, a computer’s resources are collected from sev-

eral locations to obtain a goal, such as high CPU performance. As to service-oriented

computing, computer resources are both managed and delivered as services. However,

cloud computing uses virtualisation techniques to manage, deliver and share com-

puter resources as services via highly dynamic resource provisions. This adoption

has created numerous benefits, including high performance, reduced costs, automa-

tion and self-provisioning, scalability, accessibility and availability. For instance, the

New York Times paid $240 to archive 11 million articles (1851–1980) in 24 hours by

using Amazon Web Services [78].

In cloud computing, many research efforts have focused on data processing and

migration [40, 65, 110] , security [98, 104], privacy [125, 113], and trust management
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[80, 79]; however, cloud service discovery is still encountering challenges regarding

finding appropriate services for cloud users on the World Wide Web (WWW). Indeed,

according to researchers [103, 34, 49, 15], the tasks of discovering and selecting a

suitable cloud service represent only a few obstacles among many in adopting cloud

computing. In addition, the unique characteristics of cloud services, such as that they

are highly dynamic, distributed and non-transparent as well as that diverse services

are offered at different levels and that they lack a standardized description, make

cloud service discovery and selection even more challenging.

An effective service discovery system will help cloud service consumers and

providers gain the benefits that are available via cloud computing technologies. How-

ever, to discover a cloud service on the WWW, potential customers normally rely on

a search engine, which is a tedious task because the search results provide a large

quantity of irrelevant results, including news, blogs, journal papers, wikis, articles

etc. This is because the term “Cloud” is a general and widely-used term.

This chapter is organized as follows. In Section 1.1, we illustrate a motivating

scenario, which will be used as an example throughout this dissertation. In Section

1.2, we outline the research issues tackled in this dissertation. In Section 1.3, we

summarize our contributions in addressing the research issues and in Section 1.4, we

enumerate the publications by the author that are related to this work. Finally, in

Section 1.5, we describe the structure of this dissertation.

1.2 Motivating Scenario

In this dissertation, we explore many research issues regarding both discovering and

selecting a cloud service, with our focus on detecting cloud services on the WWW.

Despite the fact that the proposed approaches are generic enough to be applicable on

a wide range of applications, this motivating scenario can be used as a practical exam-

ple. Cloud service providers who offer either one or more cloud services, including
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either Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a

Service (SaaS) or a combination thereof, are publicly available on the Internet, and

they advertise their cloud services via search engines [82]. Cloud service consumers

often use popular search engines to find a suitable cloud service provider that meets

their requirements.

However, search engines can be tedious (as shown in Fig1.1). According to

Deursen et al. [111] 91% of internet searchers who use search engines do not go

past the first page of search results. Also, the study shows that more than 50% do not

get past the first three results on page 1. Furthermore, the term ‘cloud‘ is quite general

and therefore widely used. For example, “Cloud” is one of the most important and

popular terminologies used on websites that are related to meteorology. Moreover,

many websites that discuss cloud services are not providers of them. Finally, certain

businesses that have nothing to do with cloud computing use the term “Cloud” in their

names and/or service descriptions (e.g., cloud9carwash1).

This motivating scenario poses several major concerns including the following:

i) how to distinguish cloud services from other services available on the Internet, ii)

how to develop the most effective unified discovery approach of cloud services by

efficiently identifying and detecting cloud services and their attributes to enhance

cloud service selection and iii) development of an automatic cloud services crawler

to maintain an up-to-date cloud services repository that allows consumers to search

for new cloud services.

1http://www.cloud9carwash.com/
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Fig. 1.1 Using Search Engine



1.3 Research Issues 5

1.3 Research Issues

Based on observations of the aforementioned motivating scenario, the need for effi-

cient discovery of cloud services is based on the four key issues that follow.

Cloud Service Variety

Cloud services are offered at different levels, such as IaaS (e.g., storage, hosting, vps

and dedicated server), PaaS (e.g., libraries and api) and Saas (e.g., Virtual Desktop

and CRM). In addition, cloud services are delivered via different deployment mod-

els. The availability of various services and deployments increases the difficulty of

discovering an appropriate cloud service [62].

Lack of Standards

Cloud service is different than Web service because the lack of standards for describ-

ing and publishing cloud services [88]. Unlike Web services which use standard lan-

guages such as the Web Services Description Language (WSDL) or Unified Service

Description Language (USDL) to expose their interfaces and the Universal Descrip-

tion, Discovery and Integration (UDDI) to publish their services to services’ registries

for discovery, In real environment the majority of the publicly available cloud ser-

vices are not based on description standards which makes the cloud service discovery

a challenging problem. This lacking standards for describing and publishing cloud

services is made by the vendor lock-in problem [86], which limits the interoperability

between cloud services.
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Dynamic Nature of Cloud Services

In real environment, cloud services are essentially, dynamic which means that new

cloud services can be provided on the Web, while old cloud services could end up

disappearing from the online scene (e.g., Nirvanix is cloud service provider that was

shut down in 2013 due to bankruptcy [60]). Furthermore, cloud services have the

capability to change over time due to evolving business demands. Therefore, in order

to keep the cloud service discovery updated, it must have the capability to periodically

and proactively visit cloud services.

Limitation of Search Engines

Traditional search engines are not designed to find cloud service providers due to

the aforementioned motivation scenario. In addition, general search engines are not

appropriate for the provision of details about cloud service features (e.g. cloud service

type, process limitation, storage maximums, memory capacity etc.), which leads to

ambiguity in selecting a cloud service.

1.4 Contributions Overview

We focus on the design and implementation of a cloud service discovery engine, in-

cluding unified discovery, which helps distinguish between cloud services and other

services that are available on the Internet. Firstly, we propose a cloud service catego-

rization framework that includes cloud service ontology to categorize cloud services.

Secondly, we propose a cloud service identifier framework that can automatically

identify and determine cloud service attributes in a real environment. Finally, we pro-

pose an automatic cloud service discovery engine that could exploit both frameworks

to automatically identify and categorize cloud services. The contributions of our work

are detailed in the following sections.
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1.4.1 Cloud Service Ontology

We build a comprehensive ontology for reasoning during cloud service discovery,

which is semi-automatic based on mining new concepts, after analysing real-world

cloud services. Our approach involves two steps: creating a base ontology by follow-

ing the US National Institute of Standards and Technology’s (NIST) cloud computing

standards, which we also call a cloud service ontology roadmap because limited num-

ber of concepts in this ontology, and developing an algorithm to analyse these cloud

services and identify new cloud service concepts that could generate our cloud ser-

vice ontology. Our ontology automatically enhances crawling procedures and both

the identification and the categorization models [3].

1.4.2 Cloud Service Categorization Model

We build a cloud services categorization model that is based on cosine similarity ap-

proach. Our model contains a processor that automatically categorizes given cloud

service providers based on the service model (IaaS, PaaS and SaaS). This model relies

on the cluster method to build the categorization, which can be updated automatically

after categorizing a new cloud service provider to increase categorization knowledge.

Furthermore, the model uses term frequency to weigh cloud service ontology con-

cepts and calculate cosine similarity to measure the similarities between cloud ser-

vices. We then design and develop cloud service categorization algorithm that divide

cloud services into clusters [4].

1.4.3 Cloud Service Identifier Model

The cloud service identifier model identifies features to determine whether a given

source is a cloud service. This model relies on the classification method to build the

identifier, which can be updated automatically after identifying a new cloud service

provider to enhance the identifier knowledge. To identify cloud services in a real en-
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vironment, we focus on learning features that can be shared by large cloud service

providers on the web to predict whether the given web source provides cloud service.

We discover a wide range of features between cloud service providers inside their

sources, such as similarity of function, cloud service semantic concepts and cloud

service components, and use those as identification features to train on learning mod-

els. Learning models are fed into the classification algorithm to detect cloud service

providers. In addition, our identifier model can build a cloud service profile, which

includes details about the service and its attributes (e.g., price, memory, CPU, storage

and OS).

1.4.4 Dataset of Cloud Services Collection

From what we have seen, we consider that in order to gain invaluable knowledge of

the technologies used in the field of cloud services, there is an urgent need to identify

the present state of cloud services. Therefore, we collect, identify and analyze all

cloud services that are available on the Web. We have used the cloud service discovery

engine to undertake this task twice: in 2013 and 2017. Our automatic discovery

managed to fetch 619,474 possible links and collected 35,601 possible Web sources

for cloud services in 2013; by contrast, in 2017, the cloud service discovery engine

managed to fetch 844,696 possible links and collect 55,474 possible Web sources for

cloud services. From the data collected, the analysis was carried out, and the results

landscape provided a comprehensive overview of the status of cloud services. Also,

we prepared a large dataset of real-world cloud services that are available on the Web.

Also, we released the collected dataset to the research community. These dataset

includes 7,461 cloud services and nearly 15,000 services attributes (2.45 GB) [84].
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1.4.5 Implementation and Performs Study

We implemented our proposed frameworks for discovering cloud services via cloud

service crawling. We developed a unified platform for automatic cloud service discov-

ery to identify and categorize cloud services. We conducted extensive experiments

and performance studies of the proposed approaches using real-world cloud services

available on the Web in order to validate the feasibility and benefits of our approaches.

The results demonstrated the applicability of our approach and its ability to effectively

identify and categorize cloud services on the Web [5, 4, 3].

1.5 Dissertation Publications

In the following, we include the papers from my work related to this dissertation. The

list of papers, including all accepted, revised and submitted manuscripts is as follows:

Journals

• Automated Discovery of Cloud Service in Real Environment. Abdullah Alfazi,

Quan Z. Sheng, Ali Babar and Talal. H. Noor. submitted Knowledge-Based

Systems

• Generating Cloud Service Ontology to Automatically Identify Cloud Service

Categorization for Enhanced Cloud Service Discovery. Abdullah Alfazi, Quan

Z. Sheng, Ali Babar, Yongrui Qin and Talal. H. Noor. Under review by Grid

Computing.

Conferences

• Toward Unified Cloud Service Discovery for Enhanced Service Identification.

Abdullah Alfazi, Quan Z. Sheng, Ali Babar, Wenjie Ruan and Yongrui Qin. The
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Sixth Australasian Symposium on Service Research and Innovation (ASSRI 17)

. Sydney, October 19-20 2017.

• Identification as a Service: Large-Scale Cloud Service Discovery Over the

World Wide Web. Abdullah Alfazi, Quan Z. Sheng, Wei Emma Zhang, Lina

Yao, and Talal H. Noor. The 5th IEEE International Congress on Big Data. San

Francisco, USA, June 27-July 2, 2016. (Chapters 4,6)

• Ontology-based Automatic Cloud Service Categorization for Enhancing Cloud

Service Discovery. Abdullah Alfazi, Quan Z. Sheng, Yongrui Qin, and Talal

H. Noor. The 19th IEEE International EDOC Conference (EDOC 2015). Ade-

laide, Australia, September 21-25, 2015 (Chapters 3,6)

• Towards Ontology-Enhanced Cloud Services Discovery. Abdullah Alfazi, Ta-

lal. H. Noor and Quan Z. Sheng, and Yong Xu. the 10th International Con-

ference on Advanced Data Mining and Applications (ADMA 2014). Guilin,

China, December 19-21, 2014 (Best Paper) (Chapters 3,6)

• CSCE: A Crawler Engine for Cloud Services Discovery on the World Wide

Web. Talal. H. Noor, Quan Z. Sheng, Abdullah Alfazi, Anne H.H. Ngu, and

Jeriel Law. The IEEE 20th International Conference on Web Services (ICWS

2013). Santa Clara Marriott, CA, USA, June 27 to July 2, 2013. (chapters 5,6)

• Cloud Armor: A Platform for Credibility-based Trust Management of Cloud

Services. Talal. H. Noor, Quan Z. Sheng, Anne H.H. Ngu, Abdullah Alfazi,

and Jeriel Law. The 22nd ACM Conference on Information and Knowledge

Management (CIKM 2013). San Francisco, CA, USA, October 27-November

1, 2013.

• Detecting Occasional Reputation Attacks on Cloud Services. Talal. H. Noor,

Quan Z. Sheng, and Abdullah Alfazi. The 13th International Conference on

Web Engineering (ICWE 2013). Aalborg, Denmark, July 8-12, 2013.



1.6 Dissertation Organization 11

• Reputation Attacks Detection for Effective Trust Assessment of Cloud Services.

Talal. H. Noor, Quan Z. Sheng, and Abdullah Alfazi. The 12th IEEE Interna-

tional Conference on Trust, Security and Privacy in Computing and Communi-

cations (TrustCom 2013). Melbourne, Australia, July 16-18, 2013.

• Identifying Fake Feedback for Effective Trust Management in Cloud Environ-

ments. Talal H. Noor, Quan Z. Sheng, Abdullah Alfazi, Jeriel Law and Anne

H.H. Ngu. The 1st International Workshop on Analytics Services on the Cloud

(ASC 2012). Shanghai, China, November 12-16, 2012.

1.6 Dissertation Organization

The remainder of this dissertation is organized as follows. In Chapter 2, we present an

overview of the cloud service models and discovery techniques and survey the repre-

sentative research prototypes that efficiently support the discovery of cloud services.

In Chapter 3, we present the overall view of the proposed cloud service categoriza-

tion framework. We firstly provide details of a novel approach to build the cloud

service ontology. Secondly, We propose the use of term frequency to weigh cloud

service ontology concepts and calculate cosine similarity to measure the similarity

between cloud services. We then design and develop cloud service categorization

algorithms that categorise cloud services into clusters. In Chapter 4, we present the

overall view of the proposed cloud service identification framework. We firstly intro-

duce the cloud service identifier, which was built by utilizing cloud service features

that were extracted from real cloud service providers. Secondly, we propose a novel

Service Detection and Tracking (SDT) methodology for the detection of cloud ser-

vices. Finally, we build a unified model to expose the cloud service’s features to

ease the process of searching and comparing many cloud services. In Chapter 5, we

introduce the architectural design of the Cloud Service Discovery Engine (CSDE).
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We discuss the cloud service crawling procedures as well as the design challenges

of the crawler because the automatic discovery of cloud services is not a straight-

forward task. Finally, we report the results of a set of statistical analyses regarding

the collected datasets, which offer an overall view on the status of cloud services.

In Chapter 6, we describe the implementation of our approach for the cloud service

categorization and identification frameworks. We then report the results of several

experimental evaluations and performance studies on our model. Finally, in Chapter

7, we summarize the key points of each chapter of this dissertation then we discuss

directions for future research.



Chapter 2

Background

In this chapter, we present an introduction to research fields related to the service dis-

covery in cloud environments to help readers gain a better understanding of the work

described in this dissertation. In addition, we overview particular service discovery

and cloud service discovery and selection techniques, present a general comparison

study to recent research and recent research on cloud service discovery approaches.

This chapter is organized as follows. In Section 2.1 and Section 2.2, we present

an overview cloud services and their service and deployment models and service dis-

covery. In section 2.3, we present and compare the existing cloud service discovery

approaches that include different techniques such as ontologies, languages and mod-

eling. Finally, we summarize this chapter in Section 2.4.

2.1 Overview of Cloud Computing

Cloud computing is an approach to increasing capacity and capabilities of IT net-

works by centralizing how data is stored and processed. It allows consumers to access

applications without first installing them, as well as, increases access to personal in-

formation access over the Internet. Furthermore, cloud computing has led to reduced

costs of building IT infrastructure and acquiring new resources. Cloud computing
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service computers benefit from the multitenant architecture by maintaining one ap-

plication. Additionally, cloud services are defined by five essential characteristics

[62]:

• On-demand self-service: A user of cloud service is able to possess independent

computing capabilities such as server, network or storage, whenever necessary,

without depending on human interaction.

• Broad network access: Capabilities can be accessed on-line and through stan-

dard mechanisms which encourage the use of various client platforms such as

mobile phones, tablets, laptops and workstations.

• Resource pooling: The provider’s computing resources are shared among mul-

tiple consumers under a multi-tenant model, where dissimilar physical and vir-

tual resources are engaged or disengaged according to consumer preferences.

In normal circumstances, consumers do not have the knowledge of the precise

location apart from information of a higher level of abstraction (e.g., country,

state, or datacenter), that provided such resources. Resources include storage,

processing power, memory and network bandwidth.

• Rapid elasticity: Resources are supplied elastically or released automatically/manually,

depending on the demand. The capabilities seen by the consumers often appear

to be unlimited and can be utilized at any quantum and time.

• Measured Service: Cloud services provided may charge according to a pay-

per-use or charge-per-use basis. Resource usage of the service are monitored,

controlled and reported, allowing transparency between the provider and the

consumer.

Based on the definition provided by the National Institute of Standards and Technol-

ogy (NIST) [63], cloud computing can be defined as follows:
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Definition 1 (Cloud Computing). Cloud computing is a model for enabling ubiq-

uitous, convenient, on-demand network access to a shared pool of configurable com-

puting resources (e.g., networks, servers, storage, applications, and services) that

can be rapidly provisioned and released with minimal management effort or service

provider interaction. This cloud model is composed of five essential characteristics,

three service models, and four deployment models.

2.1.1 Cloud Service Models

Cloud services consist of three different service models, which include Infrastructure

as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).

This service model is based on different Service Level Agreements (SLAs) between

a cloud service provider and a consumer [13, 18, 81, 63]. Figure 2.1 depicts the

structured layers of cloud services:

• Software as a Service (SaaS): The term is referred to a service provided by a

cloud application supported on a cloud infrastructure. Consumers can interact

the application through a user interface like a Web browser installed on differ-

ent client devices. It is superfluous for the consumers to manage or manipulate

any underlying cloud infrastructure such as the servers or operating systems.

However, they may be given the control limited to particular application config-

uration settings.

• Platform as a Service (PaaS): PaaS is another type of service that is built upon

the cloud infrastructure and involves consumer developed or acquired appli-

cations with the help of programming languages, tools, libraries and services

powered by the provider. The consumer is not required to manage or config-

ure the cloud infrastructure (i.e., network, server, storage) except possessing

the power to control the deployed applications and configuration settings of the

hosting environment for which the applications are in.



16 Background

Software as a Service 
(SaaS)

Platform as a service (PaaS)

Infrastructure  as a service (IaaS)

Fig. 2.1 Cloud Service Model

• Infrastructure as a Service (IaaS): It is defined as the ability to supply the con-

sumer with resources from the ground up - processing, storage, network and

other basic resource, in order to allow consumer to develop and run software

as well as operating systems and applications. The consumer need not to man-

age or configure the cloud infrastructure but has authority over controlling the

operating systems, storage and other mounted applications with the possibility

of limited control over selected networking components like the host firewalls

settings.

2.1.2 Deployment Models

All cloud service model (SaaS,PaaS,IaaS) can provide through four different cloud

service deployment models, namely Private, Community, Public, and Hybrid [13, 18,

81, 63]. relying on the cloud service customer’s requirements.



2.1 Overview of Cloud Computing 17

• Private cloud: Refers to the cloud infrastructure that is owned, managed and

run by a single organization, a third party or a combination of the two. This

cloud is for exclusive use and may be located on or off sites.

• Community cloud: Is defined as a cloud infrastructure shared among one or

more organizations in the community, a third party or a combination of them.

This cloud is also for exclusive use and may be located on or off sites.

• Public cloud: Public clouds can be used by the general public. They are either

owned, managed and operated by a business, academic or government organi-

zation or a combination of them. This cloud is located in the sites of the cloud

provider.

• Hybrid cloud: A hybrid cloud is a combination of two or more unique cloud

infrastructures from private, community or public clouds and adhere to the stan-

dards or patented technology which allows portability of data and applications.

We argue that there is no single service discovery approach that can solve all

the challenges facing cloud services - merely by looking at service and deployment

models within cloud environments. A service discovery may be independent of cloud

services, but the approach must be in congruence with cloud service models. We

believe that it is important to define the possible service discovery approaches that

identify the types of cloud services ideally suited to address a particular concern and

decipher which of these techniques can impart a better understanding on the most

appropriate service discovery in the context of cloud service. In the following section,

we present the overview of service discovery, give examples of service discovery and

its approaches and present several examples for cloud service discovery system.
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2.2 Overview of Service Discovery

Service discovery has been very active research field attracting many researchers

around the world as a fundamental problem in many research areas, such as ubiq-

uitous computing [24, 27], mobile ad-hoc networks [68, 19], peer-to-peer (P2P) [66,

41], service oriented computing [115, 91] and Web service [36, 118]. The Web ser-

vice discovery has been conducted many pieces of research in the last decade. In

addition, The Web service can be defined as set of standards that aim to share data

between different software applications and distribute services on the Internet [37].

Web services use standard languages such as the Web Services Description Language

(WSDL) or Unified Service Description Language (USDL) to expose their interfaces

and the Universal Description, Discovery and Integration (UDDI) to publish their

services to services’ registries for discovery[84]. However, there is a limitation to

find a web service during service discovery process. This is because WSDL has data

constraint and weakness of semantic support.

Several appraches have been proposed to discover Web service such as Semantic

matching, decentralized distributed and information retiver. Firstly, semantic match-

ing [112, 73] approach has been used to overcome the problems in traditional dis-

covery process, which included a Web service customer who only used keywords

to search in UDDI, which in turn defined a registry for service providers to pub-

lish their services; these keywords are often not able to find all the related services

[76, 126, 87, 117]. Furthermore, decentralized distributed approaches are mainly

based on Peer-to-peer (P2P) that are propsed in Web service discovery using a Chord

P2P protocol as overlay network [41, 123, 53, 100] to. Finally, Information Retiver

and Ontology have also applied a role in Web service discovery [87, 51]. Segev and

Sheng [101] develop a bootstrapping approach for building Web services ontology.

Their approach exploits Term Frequency/Inverse Document Frequency (TF/IDF) and
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Web context generation to automatically build the ontology for describing the Web

services functionality.

Service discovery can be defined as the ability to identify hardware or software

service automatically in networks such as a scanner, printer, Web server or shared file.

Service discovery systems can use registry system to register services in a centralize

repository (e.g., UDDI and Web services). It can also provide a technique to query

about every service in a network (e.g., UPnP and Zeroconf) [59].

2.3 Cloud Service Discovery

At the beginning of cloud computing, many researchers focused on study the clas-

sification of this new technology. They offer some solutions on the discovery and

selection of cloud services. However, each cloud service provider uses a different ap-

proach to publish his service and offers a distinct interface in reality. Therefore, there

is not any discovery approach that can be fully automated and effective enough to dis-

cover cloud service in real environment. In addition, the unified discovery approach

should be able to discover all cloud service models (IaaS, PaaS, and SaaS). However,

different approaches have been proposed to discover cloud services such as ontolo-

gies [122, 116, 46, 39, 124, 39, 50], languages [32, 56, 105] and models [90, 7, 54].

In this section, we discuss these approaches in details.

2.3.1 Cloud Service Ontology

Ontology-based approach has been used by many researchers for service discovery

[67, 116, 22, 39, 124]. An ontology can be defined as “a formal and explicit specifica-

tion of a shared conceptualization" [34]. Therefore,we provide the current status of

research on cloud service ontology. In the cloud service domain, there have been sev-

eral attempts to build an ontology for cloud services for both discovery and selection
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purpose. Moreover, many of these studies aim to select the best cloud service based

on cloud service user requirements. Furthermore, several of these studies have con-

ducted their experiments on simulated cloud service data. Table 4.1 compares several

recent studies of using cloud service ontology to discover, select or recommend cloud

services. Also, it shows the domain coverage, the ability to be hierarchy taxonomy,

how the ontology is built, which language is used, the evaluation and ability to work

on a large scale of cloud services.

Youseff et al. [122] build an ontology that relies on classifying cloud computing

based on its components, which consists of five layers: the applications, the soft-

ware environment, the software infrastructure, the software kernel, and the software

hardware. Each layer can contain one or more services depending on the level of

abstraction. Also, each layer relies on computing concepts to measure limitations and

strengths.

Weinhardt et al. [116] propose to build an ontology based on a cloud business

ontology model. This ontology model consists of three layers: the platform, the

infrastructure and the application, as well as a content pricing model to help clarify

the relationship between cloud service providers and customers.

Kang and Sim [46] propose a cloud service discovery system that uses an ontology-

based approach to discover cloud services close to users’ requirements. However,

cloud service providers still need to register in the discovery system in order to pub-

lish their cloud services. Furthermore, their work relies on software agents to per-

form reasoning tasks (e.g., similarity reasoning, equivalent reasoning and numerical

reasoning).
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Ontology Aim Domain Taxonomy Automation Language Evaluation Large-Scale

[122] C Cloud Service X Manual x No evaluation x

[116] C Cloud Service X Manual x No evaluation x

[46] D Cloud service X Manual x Simulation x

[125] R IaaS X Manual Ontology (OWL) Only some IaaS x

[20] D IaaS X Manual WSMO Case study x

[58] S Cloud Service X Manual Ontology (OWL) Simulation x

[28] D ICT X X Ontology (OWL) Limited data x

[43] D Cloud Service X Manual Tree structure Only some CS x

[1] D SaaS X Manual Ontology (OWL) Simulation x

[21] S Cloud Service x Manual Ontology (OWL) Case study x

[25] R Cloud Service X Manual Ontology (OWL2) Case study x

[22] D PaaS x Manual Ontology (OWL-S) Windows Azure x

[107] S Cloud Service X Manual Ontology (OWL) Simulation x

[93] S Cloud Service x Manual Ontology (OWL) Case study x

[67] S IaaS x Manual Ontology (OWL2) Simulation x

[74] D Cloud Service X Manual Ontology (OWL) Case study x

D:Discovery S:Selection R:Recommendation
Table 2.1 Cloud Service Ontology
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Han and Sam [39] design A CSDS (Cloud Service Discovery System) to locate

cloud services across the Internet. Further, they build a framework for cloud ontology

which would enhance CSDS performance. The planned ontology consists of 424

models. In principle, this attempt at producing an agent-based cloud discovery system,

one which accesses ontology in collecting information relating to cloud services.

Kang and Sim[50, 47, 48] propose Cloudle which is a search engine that uses a

Cloud ontology for reasoning about the relations among Cloud services. they develop

three types of reasoning methods, (1) concept similarity reasoning, (2) object property

similarity reasoning, and (3) datatype property similarity reasoning. The Cloudle uses

agent-based to search about the service in the search engine.

Yoo et al. [120] propose an approach to select cloud services that best meet a

user’s requirements by using a cloud ontology based on resource services. The au-

thors use the similarity computing degree of virtual cloud service physical resources

to determine the best cloud services for users.

Ma et al. [58] propose an ontology-based resource management approach for

cloud providers. This cloud computing ontology defines the concepts for describing

their relations. However, the ontology developed to meet cloud service requirements

is conducted in a simulated environment.

Rodríguez-García et al. [96, 95] propose an automatic general ICT domain that

can be used to discover the cloud services that best match user needs. The authors

use semantic annotation in order to improve the cloud service discovery results. From

cloud service descriptions, semantic content can be extracted by using the annotation

platform. Then, the semantic content can be used by the semantic search engine to

assist users in finding those services that meet with their requirements and expecta-

tions.

Deng et al. [21] create an ontological framework approach to demonstrate the

structure and illustration of general cloud services and their methods of operation.



2.3 Cloud Service Discovery 23

The concept of secure systems with the framework to deliver cloud service business

support was introduced.

Fang et al. [25] propose the Agility-oriented & Fuzziness-embedded (AoFeCSO).

It is a semantic cloud service model, and its design is agility-centered with Semantic

Web Ontology Language (OWL2) fuzzy extensions. Each time there is user interac-

tion, the fuzzy-ontology receives a rating update. Consequently, it enables the spec-

ified cloud services to be collectively sustained. Users can not only collaboratively

contribute to it with their knowledge, but they can also examine the model. Thus,

improving the overall operation of the cloud service data. This process permits cloud-

oriented information and interactions to be gathered, which enables wide-ranging

service provisions.

Rekik et al. [93] propose a description ontology that included Iaas, Paas, and Saas.

The operational and non-operational properties of the ontology, the characteristics and

infrastructure associations, the software services and platform are used to locate the

appropriate cloud services.

Modica et al. [23] propose a group of ontologies focused from a business point of

view as opposed to a technical one. This group assisted providers in better describing

and advertising their services about business plans. Furthermore, consumers are only

able to define the resources they need by the activities they undertake. With that in

mind, the following ontology, Applications, Support, SLA, Market, Offer, and Re-

quest have been created in line with customer demand, and organizational viewpoints

of the services providers offer.

Nagireddi et al. [74] propose an ontology epitomizing cloud services and its asso-

ciated attributes. It is used to assist cloud service discovery apropos user requirements.

AHP (Analytical Hierarchy Process) is utilized for ranking cloud services, by way of

cloud service attribute categorization.

Joshi et al. [44] propose ontologies outlining the models and relationships in

the lifespan of IT services. Further, the lifecycle of IT services was divided into



24 Background

five stages: requisites, discovery, negotiation, configuration, and use. Each stage

was described and defined as compliant with the relevant ontologies and utilized to

epitomize services and requirements.

Moscato et al. [72] propose an ontology which could be utilized to expedite the

operation ability across cloud service platforms and cloud service discovery. This

mOSAIC ontology has been created through analysis of cloud principles and applica-

tions.

Tahamtan et al. [107] propose a cloud ontology framework. This framework lo-

cates and stores cloud services in accordance with functionality and non-functionality

of user needs. It is capable of describing Saas, Paas and Iaas, cloud service models.

Furthermore, the combined ontology is developed for both cloud service providers

and business purposes.

Cloud Service Ontology based IaaS Model

Zhang et al. [125] proposed a Cloud Recommender system to select cloud infrastruc-

ture based on their cloud computing ontology called CoCoO. This ontology defines

functional and non-functional concepts of infrastructure services with their attributes

and relations. However, the ontology does not provide any details about PaaS and

SaaS. In addition, the validation of ontology concepts is only limited to some cloud

infrastructure providers, such as Amazon, Microsoft Azure, and GoGrid.

Dastjerdi et al. [20] propose an approach that uses ontology-based discovery for

QoS-aware deployment of appliances on IaaS providers. This approach supports end

users to meet their needs from a range of IaaS providers based on QoS preferences.

However, the ontology is designed only to find suitable IaaS providers for end users.

Furthermore, the ontology does not support PaaS and SaaS providers.

Metwally et al. [67] propose a unified IaaS ontology system that is able to de-

scribe, and discover several of computer resources relying on IaaS requests. The
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ontology model is used an efficient reasoning capability to prevent any repetition or

conflict in the unified ontology model.

Cloud Service Ontology based SaaS

Afify et al. [1] propose a semantic system focus on Software as a Service (SaaS). This

system eases publishing, discovering and selecting SaaS by using cloud ontology that

concentrates on SaaS aspects. The unified ontology is developed to integrate service

domain knowledge, QoS metrics, SaaS characteristics, and real SaaS offers.

Cloud Service categorization

In cloud service categorization, Hofer and Karagiannis [43] build a tree structure

taxonomy that is used to classify cloud services. This hierarchical taxonomy has been

built on top of cloud service characteristics. However, the classification is limited in

enhancing cloud service discovery and categorization because it only considers a few

cloud services such as Google apps.

Zeng et al. [124] propose an approach to determine the interoperability between

two given Cloud services by building a service matching algorithm and a service

composition algorithm.

2.3.2 Cloud Service Language

Firstly, cloud services have been thoroughly considered in many research studies as

Web services. Therefore, the WSDL language has been used to describe cloud ser-

vices. Moreover, cloud services utilize the same Web service parameters, such as

inputs, outputs, service name, service location, protocols. WSDL is a commonly

applied representation that gives XML-based standard interface description for soft-

ware components implemented in various languages. WSDL has the capability of

describing Web services from fucnctional standpoints such as interaction interface,
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Study Aim Domain languages Automation Evaluation
[127] D SaaS WSDL-S Manual Simulation
[33] D SaaS WSDL Manual Case study
[56] M IaaS Cloud# Manual x

[32] M IaaS XML Manual Case study
[119] D Cloud Service XML and OWL Manual Simulation
[85] M Cloud Service USDL Manual Case study
[42] S Cloud Service USDL Manual x

[45] M Cloud Service USDL Manual Case study
[105] M Cloud Service USDL Manual Case study
[102] D IaaS XML Manual Case study

D:Discovery S:Selection M:Modeling
Table 2.2 Cloud Service Language

protocols, exchanged messages and location. However, non-functional attributes are

not descibed inside WSDL document[31].

In the cloud service domain, some attempts have been made to build a cloud ser-

vice language that provides the description of several cloud aspects, such as compu-

tational and network resources, services profiles, and the developers’ requests to en-

hance both cloud service discovery and selection. Table 2.2 compares several recent

studies that leveraged cloud service language to describe, discover or select cloud ser-

vices. It also highlights the domain, the purpose of using the language, the language

as well as its evaluation.

Zhou et al. [127] propose a P2P-based technique to discover Software as a Service.

WSDL-S is used to describe services that will be discovered. They employ seman-

tic protocols and topology reconstruction techniques in order to develop a localized

search scheme for service query.

Goscinski and Brock [33] design a framework to exemplify cloud resources and

services established on Web services and attributes. This framework assists in fa-

cilitating service discovery, publication and choice. A Web Services Description

Language (WSDL) file extension is proposed by Goscinski et al. One which takes

into account the characteristics of cloud resources. Similarly, they presented CaaS
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(Cluster as a Service) as a way to reorganize services and resources, to assist in their

selection and publication.

The first language attempt which doesn’t rely on Web service language is by Liu

and Zic [56]. They propose a unique language Cloud# that works on Infrastructure As

a Service. This language model design to model the internal organization of cloud. In

addition, the proposed language model aims to cloud service customer to understand

how cloud services are delivered and increase the confidence to migrate their business

applications to the cloud. In this language model, cloud service customer can check

whether their applications are allocated resources fairly and their data are isolated

correctly from the data of other customers.

Goncalvs et al. [32] propose CloudML (Cloud Modeling Language) by way of an

Extensive Markup Language (XML). The XML allows for service profile models and

developer needs, ensuring the represented simulation and tangible resource statuses

in D-Clouds (Distributed Clouds). Cloud Modeling Language (CloudML) is capable

of characterizing the varying levels of extraction, for example, services, computing,

system networking resources and developer needs. Nonetheless, the cloud modeling

language specification is lacking in its description of scaling rules.

Ye et al. [119] propose CloudUDDI, an extension model for cloud services. It

assists in the storing and selection of services. The model enables the description of

data from low-level cloud service resources to be stored. The structure of CloudUDDI

comprises physical devices, a simulated layer of resources and a middleware layer,

which contains various agents, for example, search and registering middleware. Fur-

ther, Quality of Service (QoS) and Resource of Service (RoS) models were defined,

along with mapping which linked the QoS limitations and low-level resource metric.

Included in the QoS model are accessibility, response and processing times, repu-

tation, and cost. The Ros model encompasses network, computing, and storage re-

sources, and so on. The mapping rubrics linking the parameters of QoS and low-level

resource metrics are collated and stored in an OWL or XML document.
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USDL within cloud computing is used as a language to define the service model,

and the properties of functionality and non-functionality [85]. USDL was divided up

into nine modules: i) Service, ii) Functionality, iii) Methodology, iv) Participation, v)

Interface, vi) Level of Service, vii) Price, viii) Legal, ix) Basis.

Hoberg et al. [42] USDL language was used to: i) provide a service definition

which covered all the information needed for service selection, ii) make it compliant

with the cloud computing field. USDL is also a metric description language for cloud

services. The nine modules were redefined, by way of consumer-required features

which were incorporated into cloud services. They intended to support consumers in

structuring their service selection, thereby helping cloud service providers to generate

descriptions consistent with consumer requirements.

Junker et al. [45] use USDL for defining commercial services cost models within

the marketplace. An accumulation method was introduced and used in several cost

models into a single model to try and resolve the costing issues of the combined

services within the cloud computing industry. The complication of time and price

were analyzed through the accumulation method.

Defined attributes in cloud services were extended through the fundamental struc-

ture of USDL. This was done in order to attain the definition of the cloud services

model referred to as the Cloud Service Description Model (CSDM) [105]. This model

illustrates the following aspects with regard to cloud services: i) Methodology, ii) Op-

eration, iii) Commercial, iv) Semantic. It divides the service data into ten modules

(Basis, Service, Purpose, Methodology, Level of Service, Cost, Legal, Contributor,

Communication, and Operation. The modules provide various aspect specifics. An

upscale module was also added to the original USDL, known as the transaction mod-

ule. It encapsulates hypotheses which measure and assess the pertinent factors of the

service transaction. Those factors comprise the rating system (assignable risk assess-

ment, reliance analysis and status evaluation).
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Shetty et al. [102] propose an illustration model of storing organization service de-

scriptions through XML. The data illustration model assists users by means of mean-

ingful descriptive language. It can also be used by service providers to market their

services. It comprises the name of the service, properties for functionality and non-

functionality and locations of servers. The properties can be qualitative or quantitative

(OS - operating system, safety mechanisms).

2.3.3 Cloud Service Model

In the cloud service domain, there have been some attempts to build a cloud service

model that is able to provide the description of several cloud services in order to cap-

ture the knowledge of cloud service offers. Cloud service models have the capability

to enhance both cloud service discovery and selection by describing the cloud service

resources. Table 2.3 compares several recent studies of using cloud service models to

model, discover or select cloud services. Also, it shows the domain, an approach and

language is used and evaluation.

Lee et al. [54] propose a standard extraction model to define IaaS services of sev-

eral providers. A typical interface, Amazon Web Service (AWS), and GoGrid were

supplied to IaaS providers aimed at dealing with IaaS situations relating to private

and public clouds. The combined IaaS services are offered to users through a gate-

way (portal) where they can sign up, monitor/observe and control the IaaS services

lifecycle from several providers. Web2Exchange is the working environment for this

portal, one that is an integrated model in order to make distribution, discovery, and

incorporation possible. Those service models utilized by Web2Exchange are consid-

ered as Managed Object Format (MOF).

Sun et al. [106] propose a constraint-centered programme model able to determine

cloud resources and install applications. The programming model allows for map

requirement application toward constraints of cloud resources. Such resources are
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utilized when executing applications. Constraints can include, software, hardware,

statistics, storage, safety, functionality, and conformity.

Quinton et al. [90], propose a method for choosing cloud environments, estab-

lishing the environment configuration and installing applications. The method was

centered around a group of Software Product Lines (SPL) and a domain model, one

that allows developers to be able to: i) routinely choose a cloud environment which

suits the relevant set of requirements, ii) Routinely gathers file descriptions and script

executions to align with the cloud-related environment. The authors made a propo-

sition for an extension of the Feature Models (FMs) through the cardinalities and

characteristics as inconsistency models to define the cloud environment.

Hamdaqa et al. [38] propose a meta-model which allows cloud consumers to cre-

ate flexible applications by way of a service, free from any other platform, preventing

seller lock-in issues. The model is capable of describing cloud application syntax

(abilities and methodology interfaces). However, it is only equipped to encapsulate a

few semantics.

Gudenkauf et al. [35] propose a referencing architecture by way of a feature

model for describing service offers in an even manner. The feature model comprises

nine modules (type, distribution, cost, function, integration, sourcing choices, SLA,

business specificity, and cloud service appearance). The authors also created CSNs

(Cloud Service Navigators) as a technique for visual descriptions and comparisons to

cloud service needs and offers. The key feature of this method is to distinguish the

service description quickly.



2.3
C

loud
Service

D
iscovery

3
1

Study Aim Domain Model Language Automation Evaluation
[54] D IaaS Abstraction models UML Manual Simulation
[106] D IaaS Programming model x Manual Case study
[90] S SaaS Knowledge Model x X Case study
[38] M SaaS Meta-model UML Manual x

[61] M Cloud Service Model-driven x Manual Case study
[7] M Cloud Service multi-agent UML Manual Case study
[14] S Cloud Service Customer-Centric UML Manual Case study

D:Discovery S:Selection M:Modeling
Table 2.3 Cloud Service Model
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Mastelic et al. [61] propose a model-focused method to verify and govern random

cloud services. A meta-model referred to as CoPS was defined. It depicts cloud ser-

vices as a fundamental configuration of hardware and software, through use of three

modules (component, product, and service). The meta-model leans toward gaining

a constant representation of cloud services. A Cloud Management System (CMS)

design was also proposed by the authors, one which was capable of managing cloud

services autonomously, converting service models with an intangible representation

into actual deployment. The components of this service are represented by prototypes

called ‘black boxes’. The conversion into an application model and ultimate deploy-

ment is attained through plugins. The CoPS modular enables reuse of prototypes

and plugins in other cloud services through the CMS architecture. These interface

modules are referred to as UMLs.

The MeraMORP(h)OSY approach is described by Amato and Moscato [7] as

appertaining to multiple agent models that enable, depiction, configuration, and au-

thenticity of cloud service needs. The method employs a modeling profile known as

MDE, which is capable of describing services as agents within a multiple agent set-

ting. This approach comprises an authenticity procedure for needs which manipulate

recognized methods in the course of the lifecycle of the service.

Cai et al. [14] propose a customer-oriented cloud services model which examined

service providers and consumers relationships. The approach focuses on the commer-

cial sector of cloud computing, more specifically, commercial consumer needs, but

not the procedural characteristics.

2.4 Summary

In this chapter, we have introduced some basic concepts related to cloud service dis-

covery in cloud environments and presented the state-of-the-art. In particular, we dis-

cussed cloud service essential characteristics and their models. We then presented the
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service discovery in particular focus on Web service discovery. We present a generic

study of cloud service discovery that includes three different approaches which are

cloud service ontologies, languages, and models. In contrast, 33 alternative cloud

service studies were compared for cloud computing as well as the related study ar-

eas. In the next chapter, we describe our cloud categorization framework and how

this framework exploit a comprehensive ontology to discover and categorize cloud

services.





Chapter 3

Cloud Service Ontology and

Categorization

Discovering and categorizing cloud services is challenging due to a number of rea-

sons. Firstly, cloud services are provisioned at various levels, including both the

level of data and business logic, and the level of infrastructure capabilities. Secondly,

cloud service providers may not follow a standard to describe their services and re-

sources [29]. Interestingly, the majority of the publicly available cloud services are

actually not based on service description standards [83]. In contrast, Web services

use standard languages such as the Web Service Description Language (WSDL) or

Unified Service Description Language (USDL) to expose their interfaces for effec-

tive discovery. Thirdly, the variety of Service Level Agreements (SLAs) between

cloud service users and cloud service providers makes it challenging to identify cloud

services [88]. Furthermore, to discover an appropriate service that suits a particular

user’s need from the vast number of services available in real environments is another

challenge. This is because many irrelevant search results (e.g., blogs, news and re-

search papers) will be returned if the current search engines are used to search cloud

services. For instance, some businesses that have nothing to do with cloud computing
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(e.g., cloud9carwash11) may use “cloud" in their names or service descriptions. On

the other hand, some real cloud services (e.g., Dropbox2) may not be returned by the

current search engines because they do not mention “cloud” at all.

In this chapter, we design and implement a cloud categorization framework. This

framework employs a comprehensive ontology to discover and categorize cloud ser-

vices in real environments. The main idea behind our framework is categorizing

cloud services using an ontology-based technique for identifying and categorizing

cloud services in the process of service discovery. This cloud service ontology is

built semi-automatically by mining new concepts from real-world cloud services. In

a nutshell, the main contributions of our work are summarized in the following:

• We design and develop a cloud service categorization framework that achieves

more accurate categorizing results by consulting a comprehensive cloud service

ontology that reasons on the relations of cloud services.

• We develop a novel approach to build the cloud service ontology. We first

develop an initial cloud service ontology (i.e., as a roadmap for the ontology

builder) based on the NIST (US National Institute of Standards and Technol-

ogy) cloud computing standard. New cloud service related concepts are then

discovered and added to the cloud service ontology by automatically analyzing

real cloud services.

• We propose using Term Frequency to weigh cloud service ontology concepts

and calculate on cosine similarity to measure the similarity between cloud ser-

vices. We then design and develop cloud service categorization algorithms that

categorize cloud services to clusters for effective identification of new cloud

services.

1http://www.cloud9carwash.com/
2http://www.dropbox.com/
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This chapter is organized as follows. Section 3.1 briefly presents the architecture

of our cloud service categorization framework. In the Section3.2 we present the de-

tails of the cloud service ontology including the ontology roadmap, cloud service con-

cept discovery, the concepts’ position determination and cloud service categorization.

In Section 3.3 we describe the cloud service categorization procedures to categorize

cloud service. Section 4.4 overviews the related work. Finally, Section 3.5 provides

our summary.

3.1 Cloud Service Categorization Framework

In this section, we first briefly introduce our Cloud Service Categorization Frame-

work (CSCF), then we focus on describing our approach to cloud service ontology

generation.

3.1.1 CSCF Architecture

Figure 3.1 depicts the architecture of CSSE, which consists of five major layers,

namely the Cloud Services Collection Layer, , the Cloud Services Extracting Data

Layer, the Cloud Service Ontology Layer, and the Cloud Services Categorization

Layer.

Cloud Services Collection Layer

This layer is responsible for collecting possible cloud service seeds (or Web sources,

i.e., the cloud services’ URLs) in real environments. We initially collect cloud service

seeds using two approaches. Firstly, we develop the cloud service source collector

module that is able to collect cloud services automatically by crawling Web portals

and indexes on search engines, such as Google, Yahoo, and Baidu. Secondly, we de-

velop the cloud service seed inquiry based module that has the capability to inquire a
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Fig. 3.1 Architecture of the Cloud Service categorization framework

cloud service and determine whether this cloud service has been cached in cloud ser-

vice seeds repository. This inquiry can be done by both cloud service customers and

cloud service providers. Furthermore, if the cloud service users inquire about a seed

registered in the system, the system can return the inquiry result directly. Otherwise,

the seed will be sent to the Cloud Services Extracting Data Layer for obtaining the

essential details that can determine if the seed provides the cloud service.
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Cloud Services Extracting Data Layer

This layer is responsible for extracting essential content in the Web source (or seed),

such as description, keywords, and text content. If the Web source is a cloud service,

the cloud service content can be obtained automatically by filtering the Web source

content (i.e., from cloud service source HTML page to text). The cloud service con-

tent provides support to the building of automation cloud service categorization. Then

the cloud service source will be sent to Cloud Services Categorization Layer.

Cloud Service Ontology Layer

The cloud services ontology layer is responsible for maintaining the cloud services

ontology, which consists of two main parts: the cloud service ontology repository and

the ontology builder. The cloud service ontology repository contains concepts that

are generated by the ontology builder. The ontology builder generates concepts semi-

automatically using an ontology roadmap and the cloud services’ metadata. More

information on the cloud service ontology generation approach can be found in Sec-

tion 3.2.

Cloud Services Categorization Layer

This layer is responsible for identifying and categorizing cloud services. The Cloud

Services Categorization Layer contains the categorization processor to determine

whether a given seed (or a Web source) is a cloud service provider based on the

acquired concepts in the cloud service ontology. This layer also relies on clustering

methods to build the categorization. The categorization can be updated automatically

after categorizing a new cloud service provider to increase the categorization knowl-

edge. Furthermore, the categorization only focuses on cloud computing which does

not include cloud mobile computing. However, our framework can avoid the lack of

success in categorizing a cloud service source by allowing the cloud service provider
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to register its service in our system and this cloud service source can be added to the

categorization knowledge base as a new cloud service provider.

3.2 Cloud Service Ontology Generation

Our approach on cloud service ontology generation involves two main steps. Firstly,

we create a base ontology by following the US National Institute of Standards and

Technology (NIST) cloud computing standards. Since there are very limited concepts

in this ontology, we also call it a cloud service ontology roadmap. Then, our ontology

builder grows the cloud service ontology with new concepts by automatically analyz-

ing the metadata of real-world cloud services. Furthermore, cloud service ontology

concepts have two properties, which are the abbreviation and weight of cloud service

ontology concepts. The cloud service ontology concepts abbreviation gathers for par-

ticular concepts in cloud services ontology roadmap such as SaaS for Software as a

Service and PaaS for Platform as a Service, while the weight is computed from the

Ontology Builder Algorithm. We will describe our approach in details in the follow-

ing.

Cloud Service Ontology roadmap(CSOr)

Our Cloud Service Ontology roadmap (CSOr) has been built by following the inter-

pretation of the NIST standards for cloud computing [63] and other published ontolo-

gies for cloud computing, to obtain a set of concepts that can be used as a roadmap

for our cloud services’ ontology. These concepts have relationships that can be de-

fined as is_a and is_not_a cloud service ontology, to enhance the generation of a new

concept of the ontology. According to NIST, the cloud model comprises of five essen-

tial characteristics, and three service models. The five essential characteristics are as

follows:
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• On-demand self-service: A consumer possesses independent provision of com-

puting capabilities like server time and network storage, whenever necessary

without seeking the attention of each service provider.

• Broad network access: Capabilities can be accessed on-line and through stan-

dard mechanisms which encourage the use of various client platforms such as

mobile phones, tablets, laptops and workstations.

• Resource pooling: The provider’s computing resources are shared among mul-

tiple consumers under a multi-tenant model, where dissimilar physical and vir-

tual resources are engaged or disengaged according to consumer preferences.

In normal circumstances, consumers do not have the knowledge of the precise

locations apart from information of a higher level of abstraction (e.g., coun-

try, state, or data center) that provide such resources (e.g., storage, processing

power, memory and network bandwidth).

• Rapid elasticity: Resources are elastically supplied or released automatically or

manually on demand. Capabilities as seen by the consumers are often unlimited

and are utilized at any amount of time.

• Measured service: Cloud services may charge according to a pay-per-use or

charge-per-use basis. Resource usage of the service is monitored, controlled

and reported, allowing transparency between the provider and the consumers.

The three service models specified by the NIST cloud computing standard are as

follows:

• Software as a Service (SaaS): The term is referred to a service provided by a

cloud application supported on a cloud infrastructure. Consumers can interact

with the application through a user interface like a Web browser installed on

different client devices. It is in general straightforward for the consumers to
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Fig. 3.2 Cloud Service Main Concepts

manage or manipulate any underlying cloud infrastructure such as the servers

or operating systems. However, they may be given the control limited to some

particular application configuration settings.

Is_a Is_a Is_a

Is_a

Is_aIs_aIs_a

Is_a

Fig. 3.3 Software as a Service (SaaS)
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Fig. 3.4 Platform as a Service (PaaS)

• Platform as a Service (PaaS): PaaS is another type of service on which is built

upon the cloud infrastructure and involves consumer developed or acquired ap-

plications with the help of programming languages, tools, libraries and services

powered by the . The consumer is not required to manage or configure the

cloud infrastructure. But provider possess the power to control the deployed

applications and configuration settings of the hosting environment where the

applications are deployed.

• Infrastructure as a Service (IaaS): It is defined as the ability to supply the con-

sumer with resources from the ground up - processing, storage, network and

other basic resources, in order to allow consumer to develop and run software

as well as operating systems and applications. The consumer does not need to

manage or configure the cloud infrastructure. But they may have the authority

over controlling the operating systems, storage and other mounted applications

with the possibility of limited control over selected networking components

like the host firewalls settings. For simplicity, we only depict part of the IaaS

concepts (see Figure 3.5).

While developing our CSOr based on the interpretation of NIST’s cloud comput-

ing standards, we determine that cloud computing is the root node to the relationship
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Fig. 3.5 Infrastructure as a Service (IaaS)

between is_a and is_not_a. In addition, in CSOr, we consider cloud_service a

child of the root node cloud_computing and the parent node for other cloud ser-

vice concepts. We also define the concepts for Essential Characteristics and

Service Models. For example, we treat Software as a Service (SaaS), Platform as

a Service (PaaS) and Infrastructure as a Service (IaaS) as three main child nodes of

cloud service and parent nodes for other cloud service concept levels. The Service

Models builds the three main branches in CSOr and additional cloud service con-

cepts are added into the appropriate branches depending on the type of services. For

instance, we could add storage as a child node of Infrastructure as a Service (IaaS).

In our cloud service ontology roadmap, we consider NIST-interpreted concepts hav-

ing a higher priority than the available ontology concepts, because the NIST concepts

are more valuable in describing cloud services. As a result, those NIST-interpreted

concepts are added at a high level in CSOr.

We also consider is_not_a in our cloud service ontology roadmap, which repre-

sents a set of concepts unrelated to cloud services. One example is the concepts such

as weather forecast, which may show word “cloud” but does nothing related to cloud

services. Another example is the concepts related to research such as reports, articles,

and publications. Clearly, social network items can also be considered as is_not_a re-
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lations since the word “cloud” may appear in news items, blogs, Twitter or Facebook

posts, but they are not actually a cloud service. Given the large-scale of the Internet,

having is_not_a relations in the ontology is very useful for the cloud service crawler

to validate and filter out non-cloud services.

Generating Cloud Services Ontology

Since the cloud services ontology roadmap provides very limited number of concepts,

it is necessary to generate a more comprehensive ontology with new concepts related

to cloud services. One possible approach is to analyze known cloud services and mine

new concepts from their metadata such as service descriptions. Based on our previ-

ous effort where 5,883 cloud services were identified [84], we develop an algorithm

(see Algorithm 1) to analyze these cloud services and identify new cloud service con-

cepts for our cloud service ontology. There are five steps in the algorithm, which are

detailed in the following:

• Detection: In this very first step, we detect whether a term should be a candi-

date concept to be considered in our cloud service ontology. We use the term

frequency, a well-known information retrieval technique [97], for this purpose.

Term frequency represents the number of times that a term appears in the cloud

services sources S. Only those terms with term frequencies that pass a threshold

can be considered as candidate concepts, which are then passed to the next step

for validation.

• Validation: The validation step compares the candidate concept with the exist-

ing concepts in the cloud services ontology. This eliminates possible repetition

and ensures that this candidate concept is not a node or part of a node in the

ontology. If the candidate concept has not appeared in CSO, it is considered

to be a new cloud service concept, and will be passed to next step for further

processing.
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• Balancing: The purpose of the balancing step is to provide a weight for each

new concept by using the popular TF*IDF model:

TF(nc,C) =
f (nc,s j)

f{t,s j : t ∈ s j}
(3.1)

where nc is the new concept, C represents the set of all concepts in CSO, and

f (nc,s j) returns the frequency of nc in s j.

TF*IDF(nc,C) = tf(nc,C)∗ log(
∑S(s j,S)

∑S{s j,s : nc ∈ s)} (3.2)

The TF*IDF equation provides weights for cloud service ontology concepts.

• Addition: This step adds a new concept to CSO by using the inverted index

and TF*IDF. More specifically, we first link the new concept to the concepts

in CSOr using the inverted index, which allows us to determine where the new

concept appears in the cloud services source. We then select the new concept

and the documents where the new concept appears. We count the existing CSO

concepts that appear in the same cloud services source. After that, we store

the existing CSO concepts and pick up the CSO concept with the maximum

appearance and create the link between them.

CFS = 〈c1,c2...cx〉|S|×|C|. (3.3)

Furthermore, to determine the new concept’s position in the cloud services on-

tology, we need to check the weight of the existing CSO concept that has the

most appearances. If the weight of the new concept is more than one of the

existing concept, the new concept is inserted to the ontology as the child of this

concept. Otherwise, the new concept is added as a sibling.



3.3 Cloud Service Categorization 47

• Updating: The updating step is responsible for upgrading the cloud service

ontology after adding the new concept.

3.3 Cloud Service Categorization

In this section we introduce the process of cloud service categorization. The process

identifies and categorizes cloud services. The process consists of three phases, includ-

ing Cloud Service Concepts Investigator, Cloud Service Concepts Weight and Cloud

Service Concepts Similarity.

3.3.1 Cloud Service Concepts Investigator

Cloud Service Concepts Investigator is responsible for investigating cloud service

ontology concepts in a given cloud service source. This investigator can detect and

assure that the cloud service ontology concepts also appear in the cloud service source.

Suppose S j denotes the set of concepts in the j-th cloud service. For simplicity, we use

S j to represent the cloud service when the context is clear. Note that, we also have

a set of concepts in CSO. The investigator procedure examines each cloud service

ontology concept ci ∈CSO to check whether the concept ci appears in S j, i.e., to check

whether we have ci ∈ S j ∩CSO. Furthermore, the investigator counts the frequencies

of cloud service ontology concepts that appear in S j and records them in f (ci,S j) for

each concept ci ∈CSO.

3.3.2 Cloud Service Concepts Weight

This process is responsible for weighing all concepts in ci ∈ CSO by using a well-

known information retrieval method called Term Frequency [97]. We apply Term Fre-

quency instead of Term Frequency-Inverse Document Frequency (TF-IDF) because

we focus on cloud service ontology concepts only. Meanwhile, we assume that each
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Algorithm 1: Ontlogy Builder Algorithm
Step 1. Detection:

/* Determine candidate concepts from cloud services’ sources S.*/
for each term ∈ S do

count its frequency f

if f < Threshold then

term is not a candidate concept cc

else

term is a candidate concept cc and pass cc to validation
end if

end for

Step 2. Validation:

/*Check if the candidate concept cc ∈ CSO.*/
if cc ∈ CSO then

cc is already at CSO

Back to Step 1.
else

cc becomes a new concept nc of CSO

Pass nc to balancing
end if

Step 3. Balancing:

/*Provide a weight for new concept nc */
The balancing step uses TF*IDF technique to give each new concept nc a weight.

Step 4. Addition:

/* Link the new concept with old concepts and determine the new concept position in CSO */
Select new concept nc
for each s ∈ S do

if nc ∈ s then

for each CSOc ∈ CSO do

/* CSOc: cloud service concepts */
if CSOc in s then

store CSOc in nc Set
/* The new concept set (nc Set) contains all cloud service ontology concepts that appear with the new concept
*/

end if

end for

end if

end for

call maximum frequency concept max nc-CSOc in nc Set
/* this method provide the maximum repeating concept that appear with the new concept nc in nc Set */
call maximum frequency concept max nc-CSOc weight
call nc weight

if nc weight > max nc-CSOc weight then

nc add to max nc-CSOc in CSO as child
else

nc add to max nc-CSOc in CSO as siblibng
end if

Step 5. Updating:

The CSO ontology updates weights and relations for each concept.
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cloud service is an isolated source from other cloud service sources when applying

similarity measure.

TF(ci,S j) =
f (ci,S j)

T NTS j

(3.4)

where ci denotes the concept in CSO, f (ci,S j) denotes the frequency of concept ci in

the given cloud service source S j, and T NTS j
denotes the total number of terms in S j.

We construct a concept Term Frequency T F matrix M, built from the results of

Equation (3.4) for all cloud services, i.e., each element mi j in M can be calculated by

mi j = T F(ci,S j).

3.3.3 Cloud Service Concepts Similarity

This process is responsible for determining the similarity between the cloud service

sources. We apply a popular similarity model, cosine similarity, to measure the simi-

larity of two cloud service sources in a vector space.

Based on the definition of T F matrix M and assuming that we have n concepts in

total in CSO, for each cloud service S j, we have a T F vector s j =<m1 j,m2 j,m3 j, . . . ,mn j >.

Then we can define the similarity between two cloud service sources Si and S j as fol-

lows:

cosine(Si,S j) =
si · s j

‖si‖×
∥

∥s j

∥

∥

(3.5)

Cloud Service Categorization Procedures

Cloud service categorization procedures are responsible for generating cloud ser-

vice categorizations. The procedures aim to achieve a smaller number of clusters.

These clusters will have the capability to identify and categorize new cloud sources.

Figure 3.6 depicts the main steps of generating cloud service categorization. These

steps (see Algorithm 3) can be described as follows:
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Fig. 3.6 Illustration on the Cloud Service Categorization Procedure

• Because it is hard to determine the minimum diversity for each cloud cluster,

we randomly select a cloud service source as the core source of the first cluster.

Then we calculate the similarities between this randomly selected cloud service

source and other cloud service sources. All cloud service sources that have a

larger similarity score than a predefined threshold will be added to the first

cluster. After being added to the cluster, these sources will be removed from

the candidate set of cloud service sources.
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Algorithm 2: Cloud Service Categorization Algorithm

Require: A set of cloud service sources S= {S1,S2, . . .}, T F vectors s1,s2, . . . ,s|S|
for each cloud service source in S, similarity threshold θ .

Ensure: Categorization result C
C← /0
count← 1
while S is not empty do

Select a new cloud service source core ∈ S randomly
Ccount ← /0
Add core to cluster Ccount

Remove core from S

for each Si ∈ S do

Compute cosine(core,Si) based on T F vectors score and s j for cloud service
sources core and S j

if cosine(core,Si)≥ θ then

Add Si to cluster Ccount

Remove Si from S

end if

C← C∪{Ccount}
count← count +1;

end for

end while

• We continue to randomly select another core source from the remaining cloud

service sources to generate a second cloud cluster. Again, we employ a sim-

ilar selection process in the previous step based on Cloud Service Concepts

Similarity to add similar cloud service sources to this cluster.

• We repeat the above procedure until all cloud service sources are categorized

into a certain cluster. We count the number of clusters that have been generated.

• Because we select cloud service sources randomly and we target to obtain less

number of clusters, we run our procedures for several times and choose the

result with the minimum number of clusters as our final result.
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3.4 Related Work

Cloud service discovery faces several new challenges that need to be addressed by

exploiting previous research outcome in the areas like Web services, which has been

an active area in the past decade [52, 92, 128].

However, the major difference between cloud services and Web services is the

use of standard language for the description of services. Cloud services use limited

standard languages to describe service details [43, 83, 30, 89] and the variety of ser-

vice levels offered by service providers is also limited. Furthermore, categorizing

cloud services in real environments has introduced new challenges in cloud service

discovery due to its integration with other services available on the Web.

However, most of cloud service studies have been focused on ontology-based ap-

proach to discover of categorize cloud services. For example, Youseff et al. [122]

build an ontology that relies on classifying cloud computing based on its components,

which consists of five layers: the applications, the software environment, the software

infrastructure, the software kernel, and the software hardware. Each layer can contain

one or more services depending on the level of abstraction. Also, each layer relies on

computing concepts to measure limitations and strengths. Weinhardt et al. [116] pro-

pose to build the ontology based on a cloud business ontology model. This ontology

model consists of three layers: the platform, the infrastructure and the application, as

well as a content pricing model to help clarify the relationship between cloud service

providers and customers. Kang and Sim [46] propose a cloud service discovery sys-

tem that uses an ontology-based approach to discover cloud services close to users’

requirements. However, cloud service providers still need to register in the discov-

ery system in order to publish their cloud services. Furthermore, their work relies

on software agents to perform reasoning tasks (e.g., similarity reasoning, equivalent

reasoning and numerical reasoning).



3.5 Summary 53

Zeng et al. [124] propose an approach to determine the interoperability between

two given Cloud services by building a service matching algorithm and a service

composition algorithm. Yoo et al. [120] propose an approach to select cloud services

that best meet the user’s requirements by using a cloud ontology based on resource

services. The authors use the similarity computing degree of virtual cloud service

physical resources to determine the best cloud services for users.

Rodríguez-García et al. [28] propose an automatic general ICT domain that can

be used to discover the cloud services that best match user needs. The authors use se-

mantic annotation in order to improve the cloud service discovery results. From cloud

service descriptions, semantic content can be extracted by using the annotation plat-

form. Then, the semantic content can be used by the semantic search engine to assist

users in finding those services that meet with their requirements and expectations.

In cloud service categorization, Hofer and Karagiannis [43] build a tree struc-

ture taxonomy that is used to classify the cloud services. This hierarchical taxonomy

has been built on top of cloud service characteristics. However, the classification is

limited in enhancing cloud service discovery and categorization because it only con-

siders a few cloud services such as Google apps. Unlike previous works which have

failed to develop specific cloud service ontology automatically and perform cloud

service discovery using real cloud service information and categorize cloud services

automatically in large-scale, our ontology-based cloud service categorization frame-

work distinguishes cloud services from other services available over the Internet using

an automatically-built cloud service ontology and categorize cloud service providers

based on cloud service model.

3.5 Summary

In this chapter, we design and develop a cloud service categorization framework that

achieves more accurate categorizing results by consulting a comprehensive cloud ser-
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vice ontology that reasons on the relations of cloud services. In addition, we develop

a novel approach to build cloud service ontology. We first develop an initial cloud ser-

vice ontology (i.e., as a roadmap for the ontology builder) based on the NIST cloud

computing standard. New cloud service related concepts are then discovered and

added to the cloud service ontology by automatically analyzing real cloud services.

Finally, we propose using Term Frequency to weigh cloud service ontology concepts

and calculating cosine similarity to measure the similarity between cloud services.

We then design and develop cloud service categorization algorithms that categorize

cloud services to clusters for effective identification of new cloud services.

Cloud service Identification Framework for identifying and detecting cloud ser-

vice automatically is described in Chapter 4. Moreover, the framework provides a

Cloud Service Discovery Engine to discover cloud service automatically, explained

in Chapter 5. In Chapter 6, we conduct extensive experiments to validate our pro-

posed approach. The results demonstrate the applicability of our approach and its

capability of effectively identifying and categorizing cloud services from the Web.



Chapter 4

A Robust and Adaptive Identifier

Model for Cloud Service in Real

Environment

In reality, identifying and detecting cloud service is a difficult problem due to the

unique characteristics of cloud services such as highly dynamic nature and diverse

services offered at different levels, together with the lack of standardized description

languages pose significant challenges for effective cloud service identifier. Moreover,

since the term “Cloud” is a general terminology, it increases the difficulty of discov-

ering cloud services in real environments such as the World Wide Web. For example,

we can find cloud one of the most important terminologies in any websites about

meteorology. Moreover, Fig 4.1 shows the first 100 search results from a current

general-purpose search engine (Google or Bing) using different keywords, such as

cloud service, cloud storage, cloud service provider, cloud hosting, cloud software,

cloud platform or cloud infrastructure to search for cloud services. Furthermore, gen-

eral search engines are very weak in providing details about cloud service features

(e.g., cloud service type, process limitation, storage maximums and memory capac-
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Fig. 4.1 The first 100 searching results from two most popular search engines (Google
and Bing) using different keywords, such as cloud service, cloud storage, cloud ser-
vice provider, cloud hosting, cloud software, cloud platform and/or cloud infrastruc-
ture to search cloud services

ity). Considering all these limitations of general-purpose search engines, in this work,

we aim to design a cloud service identifier to address the aforementioned issues.

Several research questions centered around an effective cloud service identifier

are as follows:

Q1: Is it possible to determine whether a given website on the Web is a cloud ser-

vice?

Q2: How to identify whether a given website on the Web is a cloud service?

Q3: What kind of features can be used to identify cloud services on the Web?

With these questions, we believe that there is a need to build effective identification

model for cloud services that are currently available on the Web. The identification

model will enhance the cloud service identifier framework by providing highly accu-

rate results in discovering cloud service. In this chapter, we describe our design of a

cloud services identifier framework . This framework helps distinguish between cloud

services from other services available on the Internet. Furthermore, the framework

provides more details of a service and its features which can support cloud service

search users on how to identify an appropriate cloud service towards their needs. The
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two main components of the framework include i) a cloud service identifier and ii) a

cloud service feature extractor. This identifier helps identify cloud services during the

process of cloud service discovery and the process of determining a cloud service fea-

tures. Moreover, the cloud service identifier can automatically identify cloud service

by utilizing a classification method. Then, the feature extractor determines/extracts a

cloud service’s features using a cluster method and a novel approach, called Service

Tracking and Detection (SDT), to detect and track other services. Finally, we can

extract cloud service’s features that can be used to facilitate the discovering process

method.

This chapter is organized as follows: Section 4.1 presents Overview of Cloud

Service Identifier Framework. Section 4.2 presents the details of cloud service iden-

tification and cloud service features. Section 4.3 provides details of cloud service

profile and its algorithm. Section 4.4 presents related work. Finally Section 4.5 we

present our summary.

4.1 Overview of Cloud Service Identifier Framework

In this section, we first introduce our Cloud Service Identifier Framework (CSIF),

then spotlight on describing our approach on cloud service identification and building

cloud service profile.

4.1.1 CSIF Architecture

Fig 4.2 depicts the main components of the cloud service identifier framework (CSIF),

which consists of five major layers: namely (1) Cloud Services Seeds Collection

Layer, (2) Cloud Services Extracting Data Layer, (3) Cloud Services Identification

Layer Ontology Based, (4) Cloud Services Cluster Layer, and (5) Cloud Services pro-

file Layer.
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Fig. 4.2 Cloud Service Identifier Framework

Cloud Services Collector Layer:

This layer is responsible for collecting possible cloud service seeds (i.e., the cloud

services’ URLs) in real environments. We initially collect cloud service seeds using

two approaches. Firstly, we develop the cloud service source collector module that is

able to collect cloud services automatically by crawling Web portals and indexes on

search engines, such as Google, Bing, and Baidu. Secondly, we develop the cloud ser-

vice seed inquiry based module that has the capability to inquire a cloud service and

determine whether this cloud service has been cached in cloud service seeds repos-

itory. This inquiry can be done by both cloud service customers and cloud service

providers. Furthermore, if the cloud service users inquire about a seed registered in

the system, the system can return the inquiry result directly. Otherwise, the seed will
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be sent to the Cloud Services Extracting Data Layer for obtaining the essential details

that can determine if the seed provides the cloud service.

Cloud Services Extracting Data Layer:

This layer is responsible for extracting essential content in the cloud service source

such as description, keywords, text content and hyper links. The cloud services’ con-

tent lead to support of building automation cloud service identifier. The cloud ser-

vices’ content can be achieved automatically by filtering the cloud service source (i.e,

cloud service source html homepage to text). Then the cloud services’ content is sent

to Cloud Services Identification Layer while cloud service hyper links sources can be

sent to Cloud Service Cluster Layer if the source pass the Cloud Services Identifica-

tion Layer.

Cloud Services Identification Layer:

This layer is responsible for identifying cloud service provider. The Cloud Services

identifier contains the process of identifying features to determine whether a given

source is cloud service or not. This processing relies on classification method to

realize the identification. The identification can be updated automatically after iden-

tifying a new cloud service provider to enhance identifying knowledge. Furthermore,

the identifier only focuses on cloud computing which does not include cloud mobile

computing. However, our cloud service directory can avoid the lack of success in

identifying a cloud service source. Because it allows cloud service provider to regis-

ter their services in our system, these cloud service sources can be added and can be

recognized by the identification as a new cloud service provider.
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Cloud Services Clustering Layer:

This layer is responsible for clustering cloud service providers. The cloud service

clustering is able to collect to the most similar cloud service into clusters based on

clustering method. The clusters are built depend on two features which are cloud

services’ text and cloud services’ hyper-links. Firstly, using cloud services’ text can

lead to finding the most similar cloud services into one cluster. Secondly, cloud ser-

vice hyper-links can lead to detecting the exact services the cluster provide. This

clustering approach is able to decrease the distance during detecting the service and

tracking.

Cloud Services Cloud Profile Layer:

This layer is responsible for generating cloud service profile based on the following

processes:

1. Modelling: this process is responsible for building cloud service model. the

model is built based on the service features. In addition, we observe several

cloud services to identify the service features such as type, price, capacity.

Moreover, this model is used to find the service in a cluster by investigating

about the features. The process begins by selecting a cloud service provider

and determine the service features that provide. Then, we build JSON model

for this service. The JSON model includes many details about the cloud service

which are the cloud service features. More details can be shown in Section 4.3.

2. Detecting and Tracking: this process is responsible for detecting and tracking

other cloud services based on service feature model. This processing can search

for the service inside the cluster by taking the JSON model which is built for

the service and track this model. The process of detecting and tracking can

investigate the whole cloud service websites to find the service. After we find

the service we directly build the cloud service model for the cloud service.
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3. Extracting and Storing: this process is responsible for extracting and storing

the cloud service JSON model. The details of cloud services can be received

from Detecting and Tracking process. Then, we can store this details in JSON

model to support in building a cloud service search engine. We update this

process weakly to discover any difference in the cloud service features.

4.2 Cloud Service Identifier

In this section we demonstrate our approach to identify real cloud service providers.

The proposed approach is a task that uses both information retrieval and machine

learning techniques to identify cloud services. In addition, we propose two identi-

fication techniques to identify cloud services. The first technique relies on feature

engineering which is the process of learning the features that can be shared by large

cloud service providers. Second technique is considering cloud services as text docu-

ments to identify cloud services without human interaction. Those techniques can be

integrated to provide more accurate result in identifying cloud services.

4.2.1 Cloud Service Identification Learning Features

To identify cloud services in real environment, we focus on learning features that can

be shared by large cloud service providers in the Web to predict whether the given

Web source provides cloud service or not. We discover a wide range of features be-

tween cloud service providers inside their sources such as similarity function, cloud

service semantic concepts and cloud service components. We use them as identifica-

tion features to train learning models. Learning models are fed into the classification

algorithm in order to detect cloud service source (i.e., cloud providers). Following

the methodology proposed in the content analysis which has been widely applied in

detecting email spam [10, 121], and has also been used for identifying blog spam
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[70], we model the cloud service identifier as a binary classification task that is able

to both identify cloud service source (CS) and non-cloud service source (NCS). The

cloud service identifier has to determine whether a given source is cloud service or

not. Each source is represented as a set of features (terms similarity, cloud service se-

mantic concepts, source description, Service Level Agreement, support, accessibility

and availability) which are used to feed a classification model that learns an identify-

ing process. Once we have learned to classify sources (S), we are able to determine

if a given source belongs to a cloud service. More details about labeling the sources

can be found in Chapter 6.

Our first goal is to find features that have the capability to distinguish between

cloud service source and non-cloud service source. Once the classification model

of cloud service identifier is built, it is confident to use cloud services identifier to

determine if a given source belongs to a cloud service. Formally, let s be a source in

a set S. We want to identify G(s) by using our identifying process that represents if a

given source belongs to the cloud service or not in (Equation 4.1).

G(s) : CS×NCS→{CloudService,NonCloudService} (4.1)

We define a list of features F(s) = ( f 1(s), f 2(s)... f n(s)) where each of the fea-

tures represents a score to indicate CS or NCS according to different features. Then,

we predict if G(s) is a cloud service or a non-cloud service. The CS represents cloud

service sources data and NCS denotes non-cloud service sources data. We will dis-

cuss these features in the following.

Cloud Service Term Features

The highest obvious feature can be taken into account is term similarity. Cloud ser-

vice providers sharing a high percentage of terms are likely to provide the same ser-

vice type. Therefore, we consider the term features because the number of services



4.2 Cloud Service Identifier 63

are still limited. We experiment with Jaccard similarity [77] that provides similarity

weight between two cloud services. We use Jaccard similarity because we think that

the cloud service providers share many terms when they publish cloud services in the

Web. However, to avoid Web sources such as Blog and News that can be intersected

with cloud service source, we consider only the highest similarity weight that can be

achieved by intersecting each Web source with other cloud service sources.

Terms_jaccard computes the Jaccard similarity between the set of terms in the

cloud service

∆ = max(terms jaccard(S(s),CS(i,k)) =
|TS(s)

⋂

TCS(i,k)|
|TS(s)

⋃

TCS(i,k))|
) (4.2)

where ∆ denotes the highest similarity weight obtained for Web source S(s). TS(s)

represents the terms that find on web source and TCS(i,k) denotes the terms that appear

in specific cloud service source.

Cloud Service Semantic Feature

Perceptively, representing a cloud services provider with semantics extracted from a

cloud service ontology can be useful to identify cloud service providers. Because in

this way, we can ensure high accuracy that the source is a real cloud service. For ex-

ample, Creative Cloud from Adobe1 does not share high similarity terms with other

cloud service providers because it provides a unique service. But it can achieve many

cloud service ontology concepts. Therefore, we use Cloud Service Ontology CSO

which is built relying on the interpretation of the National Institute of Standards and

Technology (NIST) [63] definition and other publishing ontology that has been pub-

lished in cloud computing field. Then we can achieve a set of concepts that have the

ability to be used as the features for cloud services identification. These concepts

have relationships which can be defined as is_a cloud services ontology [3].

1http://www.adobe.com/creativecloud.html
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Here is Equation 4.3 can be used to represent the cloud service semantic feature

Onology(c,cso) =
(∑ci,s j : c ∈ cso)

(∑ ti,s j : t ∈ s j)
(4.3)

Where the numerator represents the total of cloud service ontology concepts that oc-

cur in source while the denominator represents all terms that appear in the source.

Cloud Service Component Features

Cloud Service Component Features are extracted from HTML source for cloud ser-

vice source. We use these features because we find many of cloud service providers

share similar design and description to build their Webpages. Figure 4.3 shows real

example of three components which are Accessibility, Support and Service Level

Agreement features. We discuss the features as follows:

• Cloud Service Description: the cloud service description is the tag of Meta-data

in <header> element of web pages. This description can be applied to validate

cloud service sources by measuring concepts that are not related to the cloud

services. For example, if the cloud service description contains concepts that

are irrelevant for cloud service such as news, articles, paper, weather, etc., this

means that the collected source could be any website that publishes articles or

provides news.

• Service Level Agreement: the service level agreement can be occurred in HTML

home page of web source as many forms such as terms and condition, privacy

and condition, terms of service, service level agreement and SLA. Therefore, if

we find Service Level Agreement, we will be represented as true for the Web

source. Otherwise, it will be represented as false for the Web source.



4.2 Cloud Service Identifier 65

• Cloud Service Support: most of cloud service providers offer support for the

services. However, the support may be in many ways such as 24*7 services,

help desk, support etc.

• Cloud Service Accessibility: most of the cloud service providers allow cus-

tomers to access the services by using user name and password. Therefore,

we consider accessibility provided by cloud service providers as one feature to

identify cloud services.
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Fig. 4.3 Accessibility, Support and Service Level Agreement features2

2https://www.bluehost.com/
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• Cloud Service Availability: cloud service availability is represented using true

and false. If a cloud service provider is available then it is true because we

can extract the feature. If the cloud service is unavailable then it is false and is

regarded as a non-cloud service source.

4.2.2 Cloud Service Identification Text Features

Instead of learning cloud services’ features, we consider cloud services as documents

then we implement Latent Semantic Analysis [87] to provide the features to classi-

fication method. The proposed uses both information retrieval and machine learn-

ing techniques to identify cloud services. The techniques of identifying task using

text features consists of number of steps. Firstly, we aim to build documents corpus

which is cloud service sources. Therefore we assemble a large collection of cloud

services providers’ homepages and other homepage are highly related to cloud ser-

vice but they are not real cloud services. This documents corpus is generated from

the cloud services’ homepage S = {s1, .....,sn}. Moreover, it exploits 5882 real cloud

service and 5000 non cloud services. Then, a document matrix is built to include the

documents and is vectorized each document using the following weighting function

t = t f/(t f − td) where t f denotes the term frequency, t f − td the other total terms ap-

pear in the documents s = {t1, ....., tn}. Since we achieve highly dimension of terms,

we try to reduce the dimensionality of the terms by using Latent Semantic Analysis

(LSA) which is implemented using randomized Singular Value Decomposition (SVD)

to build our document matrix. After we have built the document matrix we consider

each term that uses weighted function as features. Finally, we utilize the cloud service

text features to apply the classification method. We use k-Nearest Neighbor Classifi-

cation [114] which uses a Given data matrix of cloud services’ terms T = {t1, ....., tn}

with K classifier and t vector s ∈ S. This classifier can find the nearst class to cloud
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service vector s. The classification method can be helpful in distinguishs between

cloud service and non cloud services.

4.2.3 Cloud Service Clustering

Since using cloud service text features can be used to support identifying cloud ser-

vice, identifying a portulaca service with its features is a totally different task and

need to extract new features and using different techniques. Therefore, we use clus-

tering approach to find the service features by adding the cloud services’ web page

hyper-links as features. Fig 4.3 shows the cloud service hyper-links features which

can be used to support in building cloud service profile features. In addition, we con-

sider each hyper-link occurring in cloud serviced home page as features to build the

clusters. This clustering can assign each cloud service provider as nearest as possible

to ease discovering the service type and its features. The process of clustering con-

sists of two stepd. In the beginning, the clusters are built based on the term vectors

that are weighted by term frequency. After we cluster the cloud services’ terms. wWe

use the cloud service hyper-link s = {h1, .....,hn} as features weighted by Term Fre-

quency that shows in cloud services home page. Then, we apply K-Means [69] which

gives a number of clusters K that desirables and improved iteratively the Euclidean

distance between each data point and the centroid nearest to it in our experiments.

This processing is able to decrease the distance during applying Service Detection

and Tracking process because it shows that the similar type of cloud service more

frequently appear in the same cluster.
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4.3 Cloud Service Profile

In this section we demonstrate the process of generating cloud service profile. The

process detects a service then tracking this service over cloud services. The process

consists of three phases, including Cloud Service Modelling, Service Detection and

Tracking and Cloud Service Extracting and Storing. Algorithm 3 describes the cloud

service profile process.

Algorithm 3: Cloud Service Profile Algorithm

Require: A set of cloud service sources belong to a cluster C= {S1,S2, . . .} , HF

vectors s1,s2, . . . ,s|C| for each cloud service source in C, the number of nearest
cloud service is K, the target cloud service source St

Ensure: NS: a subset which contains K neerest cloud service sources of St from C

NS← /0;
while C is not empty do

NS← /0;
Add St to sub set cluster NS;
Remove St from C;
for each Si ∈ C do

Compute cosine(St ,Si) based on HF vectors sSt
and s j for cloud service

sources St and S j;
Add Si to subset NS;
Sort NS based on similarity score
Pick up top K cloud service sources in NS

end for

end while

Table 4.1 Cloud Service features

Constant Features Variable Features

Cloud Providers Cloud Service CPU Name
Cloud Service Name Cloud Service CPU Capacity
Cloud Service URL Cloud Service Memory Capacity
Cloud Service HTML Tag Cloud Service Storage Capacity
Cloud Service HTML ID Tag Cloud Service Storage type
Cloud Service HTML Class Tag Cloud Service Price
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(a) Cloud Service VPS Godaddy

(b) Cloud Service Storage Dropbox

Fig. 4.4 Cloud Service Modelling

Cloud Service Modelling:

Cloud service modelling is embedded in cloud service features. These cloud service

features’ have been achieved by observing several of cloud services in real environ-

ment. In addition, the cloud services features are different from service to service.

For example, VPS features are totally different from storage features but they might

share some common features see Fig 4.4. However, we provide some of constant fea-

tures for all cloud service types that are provided by cloud service providers. Table

4.1 shows constant features and variable features.

Service Detection and Tracking:

In the Topic Detection and Tracking (TDT) a topic is defined as a seminal event or

activity, along with all directly related events and activities [6]. In order to replace

the cloud service instead of topic, a cloud services is defined as a set of utilities can

provide several services. These utilities can be shared several of providers. Therefore,

the Service Detection and Tracking is a novel approach that has been built to discover

a service then track the same type of service over bunch of cloud service providers.

The service detection and tracking is able to compare the features of different services.

For example, if we pick up a service from a cluster and we detect this service is VPS
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then we will track this service inside the cluster based on cosine similarity score of

hyper-links features because we assume this is VPS cluster. However, the service

tracking is not easy task because each cloud service providers describe its service

under different hyper-links. However, we observe many cloud services describe their

service features under hyper-links such as plan, price, features or the name of service.

Therefore, when we track a service we target to investigate those four hyper-links if

they are available on cloud services’ homepage, otherwise we can manually discover

the cloud service.

Cloud Service Extracting and Storing:

The aim of this processing is to extract cloud service features from cloud services

inside the cluster. Therefore, we search for this cloud service features s= { f1, ....., fn}

inside the cluster then we start collect the cloud services’ features. Our searching

method uses initial point to search inside cloud service page which can be the plan,

price, features or the name of service. This initial can be determined depend on

the features that we already made. For example, if we search about VPS, we can

investigate about VPS features such as memory capacity, storage capacity, CPU type,

price and operating system. In addition, if we find these features we can add it to

JSON model otherwise it becomes null.

4.4 Related Work

Identifying and detecting the service is widely considered as an essential problem in

several research areas such as ubiquitous computing, mobile networks, Peer-to-Peer

(P2P) services, and service oriented computing [66, 75, 8, 115].

In cloud services, most studies have attempted to build cloud service ontology to

identify cloud services. Deng et al. [21] create an ontological framework approach to

demonstrate the structure and illustration of general cloud services and their methods
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of operation . The concept of secure systems with the framework to deliver cloud

service business support was introduced.

Fang et al. [25] propose the Agility-oriented & Fuzziness-embedded (AoFeCSO).

It is a semantic cloud service model, and its design is agility-centered with Semantic

Web Ontology Language (OWL2) fuzzy extensions. Each time there is user interac-

tion, the fuzzy-ontology receives a rating update. Consequently, it enables the spec-

ified cloud services to be collectively sustained. Users can not only collaboratively

contribute to it with their knowledge, but they can also examine the model. Thus,

improving the overall operation of the cloud service data. This process permits cloud-

oriented information and interactions to be gathered, which enables wide-ranging

service provisions.

Rekik et al. [93] propose a description ontology that included Iaas, Paas, and Saas.

The operational and non-operational properties of the ontology, the characteristics and

infrastructure associations, the software services and platform are used to locate the

appropriate cloud services.

Modica et al. [23] propose a group of ontologies focused from a business point of

view as opposed to a technical one. This group assisted providers in better describing

and advertising their services about business plans. Furthermore, consumers are only

able to define the resources they need by the activities they undertake. With that in

mind, the following ontology, Applications, Support, SLA, Market, Offer, and Re-

quest have been created in line with customer demand, and organizational viewpoints

of the services providers offer.

Dastjerdi et al. [20] proposed an approach that uses ontology-based discovery for

QoS-aware deployment of appliances on IaaS providers. This approach supported

end user to meet their needs from range of IaaS providers based on QoS preferences.

However, the ontology design only found the suited IaaS providers for end users. Fur-

thermore, the ontology does not support PaaS and SaaS providers. Ma et al. [58]

propose ontology-based resource management of cloud providers. This cloud com-
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puting ontology defined the concepts that described their relations. However, the

ontology has to meet cloud service requirement and has been conducted in simulated

environment. Rodríguez-García et al. [96] exploit an automatic general ICT domain

that can be used to discover the cloud services best matching user needs. The au-

thors use semantic annotation in order to improve the cloud service discovery results.

From cloud service descriptions, semantic content can be extracted by using the an-

notation platform. Then, the semantic content can be used by the semantic search

engine to assist users in finding those services that meet with their requirements and

expectations.

Unlike these works which do not consider the problem of how to use the cloud ser-

vice web content to automatically identify cloud services on the Internet, we propose

a cloud service identifier framework that helps distinguish between cloud services and

other services available on the Internet by automatically generating the cloud service

features based on identifying new cloud service with similar features.

4.5 Summary

In this chapter, we design and develop a Cloud Service Identifier Framework to pro-

vide highly accurate cloud service search results and provide useful details about

cloud services’ features, which can facilitate cloud service selection from search users.

Moreover, cloud service identifier is built by utilizing cloud service features extracted

from real cloud service providers. In addition, we propose a novel Service Detection

and Tracking (SDT) approach for the detection of cloud services that inspired by the

Topic Detection and Tracking model. Finally, we build a unified model to expose the

cloud service’s features to a cloud service search user to ease the process of discover-

ing and comparison among a large amount of cloud services.

The framework provides a Cloud Service Discovery Engine for automatically de-

tect and discover cloud services, explained in Chapter 5. We conduct extensive exper-
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iments to validate our proposed approach. The results demonstrate the applicability

of our approach and its capability of effectively identifying and categorizing cloud

services from the World Wide Web in Chapter 6.



Chapter 5

Automated Discovery of Cloud Service

Using Crawling and Data Collector

Nowadays cloud services are being increasingly used by professionals. A wide vari-

ety of cloud services are being introduced every day, and each of which is designed

to serve a set of specific purposes. Currently, there is no cloud service specific search

engine or a comprehensive directory that is available online which include all cloud

services. Therefore, cloud service users might use the current search engine to find

a cloud service that fit with their requirements. However, according to [111] it show

that 91% of searchers do not go past page 1 of the search results and over 50% do

not go past the first 3 results on page 1. Furthermore, cloud services are provisioned

at various levels, not only data and business logic, but also infrastructure capabili-

ties. Moreover, cloud service providers may not follow a standard to describe their

services and resources when publishing them. By taking into account this issues, we

assure discovering cloud service automticllay is complex task. In this study, we ad-

dress some research questions centered around cloud services discovery are as the

following:

• Does cloud service already available on the Web?
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• Is it possible to automatically discover cloud service?

• How many cloud services are available on the Internet?

• What kind of cloud service providers are there on the Web?

• What technologies are used to publish their services?

Therefor, in this chapter we demonstrate our proposed Cloud Service Discovery

Engine (CSDE) that has capability to automatically discover cloud service discov-

ery. CSDE discovery search engines allows cloud service consumers to search for

the cloud service that suits their need, as well as is able to collect cloud service in-

formation available on the Web, as well as provide details about cloud service. The

collected data will exploit our cloud service identifier framework to automatically

identify cloud service (Chapter 4). Also, it will employ cloud service categoriza-

tion framework to categorize cloud service based on cloud service model Chapter 3).

Therefore, our discovery engine has the capabilities to collect, identify, categorize

and build cloud services profile automatically. This chapter is organized as follows.

In Section 5.1, we give an overview of the proposed cloud service discovery engine.

In Section 5.2 and Section 5.3, we present cloud service crawling procedures and

describe the dataset collection, respectively. In Section 5.4, we discuss some main

challenges for crawling cloud services. Finally, we discuss some related work in

Section 5.5 and conclude this chapter in Section 5.6.

5.1 Cloud Service Discovery Engine

Figure 5.1 depicts the architecture of CSDE, which consists of seven major layers,

namely the Cloud Services providers Layer, the Cloud Services Crawler Layer, the

Cloud Services Extracting Data Layer, the Cloud Service Ontology Layer,the Cloud

Service Identification Layer, Cloud Services Categorization Layer and the Cloud Ser-

vices Consumers Layer.
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Fig. 5.1 Architecture of the Cloud Service Discovery Engine

Cloud Service Providers Layer. This layer consists of various cloud service providers.

Those providers are publicly provision and advertise their cloud services on the Web

(e.g., IaaS, PaaS, and SaaS). Our cloud service crawler can access these cloud services

through Web-portals and indexed on search engines such as Google and Bing.

Cloud Services Crawler Layer. This layer is responsible for automatically crawl-

ing the Web and collecting cloud service seeds (e.g., cloud service URL). In addition,

we develop the cloud service seed caching inquiry based module that has the capabil-

ity to inquire about the seed to determine whether this seed has been cached in cloud

service seeds repository. More information on the Cloud Services Crawler can be

found in Section 5.2.

Cloud Services Extracting Data Layer. This layer is responsible for extracting

essential content in the Web source ,which is a seed after fetch it from the Web directly,

such as description, keywords, text content and hyperlinks. Firstly, we automatically



78 Automated Discovery of Cloud Service Using Crawling and Data Collector

by extract the Web source content and features (i.e., from cloud service source HTML

page to text). Secondly, this sources will be sent to identification layer to determine

whether this source is cloud service or not. In addition, this Web sources will be

cached to be used for automation categorization and build cloud service profile.

Cloud Services Ontology Layer. This layer is responsible for maintaining the

cloud service discovery. The cloud service ontology is used to provide a set of key-

word to allow the crawler to automatically discover the Web. In addition, it is used to

enhance our cloud service identification and categorization. More information on the

cloud services ontology can be found in Chapter 3,4.

Cloud Service Identification Layer. This layer is responsible for identifying cloud

service provider. The Cloud Services identifier contains the process of identifying

features to determine whether a given source is a cloud service or not. This processing

relies on classification method to realize the identification. The identification can

be updated automatically after identifying a new cloud service provider to enhance

identifying knowledge. In addition, we allow cloud service provider to register their

services in our system, these cloud service that registered can be added and can be

recognized by the identification as a new cloud service provider. More information

on the cloud services Identification can be found in Chapter 4.

Cloud Service Categorization layer. This layer is responsible for categorizing

cloud services and contains the categorization processor to assign a given cloud ser-

vice source to one type of cloud service model based on the acquired concepts in

the cloud service ontology. This layer also relies on clustering methods to build the

categorization. The categorization can be updated automatically after categorizing a

new cloud service provider to increase categorization knowledge. More information

on the cloud services Identification can be found in Chapter 3.

Cloud Service Search Layer. This layer provides a Web interface for users to

search cloud services. A user can simply specify a searching keyword for finding

cloud services. She can also specify other constraints (e.g., categories like IaaS) to
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narrow down the searching scope. Our system will contact the cloud service service

repository. If it is found in the repository, the detailed information (e.g., access link,

features, description) of satisfied cloud services will be returned to the user.

5.2 Cloud Service Crawling Procedures

In this section, we describe our cloud service crawling procedures in details:

• Determine the Search Engine to crawl The critical element for collecting meta-

data for cloud services is through the use of search engines. The reason behind

this is, we are unaware of the related business registries, for example, UDDI for

Web services. For such Web services, it is recognized that UDDI registries are

unsuccessful, and Web service discovery is leaning towards the use of search

engines. In 2013 our cloud services crawler explores the Web for cloud ser-

vices using existing search engines’ APIs (e.g., Google, Yahoo, and Baidu) to

understand the current state of cloud services. However, in 2017 our cloud ser-

vices crawler explores only Google and Bing because yahoo uses google search

engine and Baidu provides too many non English results which are so difficult

to identify because our identifier model works well on English language.

• Keywords cloud service crawling choose automatically the first few levels of

the Cloud Services Ontology based on defined threshold as keywords to collect

seeds which are the URL. Keywords can be used such as Cloud Services, IaaS,

PaaS, SaaS, Communication, Storage, Infrastructure, Online Backup, Web Host-

ing, Virtual Desktop, Virtual Machine, Software, API, etc.

• Verifier The verifier is working on Cloud Services Extracting Data Layer. It

is responsible to determines whether a given Web source is an active or inac-

tive one. Inactive Web source are kept in the Inactive Cloud Services database
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Table 5.1 Cloud service Collection Dataset

Cloud Service Collection
2013 2017

Discovered 2013 5,883 3,681
Discovered 2017 3,681 7,461
Unavailable 2017 2,202 0

for another check (i.e., some inactive Web source may be temporarily unavail-

able) and the error codes are also captured. An active seed will download the

startpage and extract the content to pass to the cloud service identifier

• Identifying This process is to determine whether a given Web source is cloud

service or not. If the Web source provides cloud service it will pass to cate-

gorization process to categorize based on cloud service model. Otherwise, we

cache the seed at cloud service seed caching repository as not cloud service

provider. (chapter 4)

• Cloud service repository After we identify and categorize the cloud service will

be cached at cloud service repository in order to fast the access to cloud service

consumers.

5.3 Statistical Analysis and Crawling Results

In this section, we comprehensively demonstrate a number of different aspects about

discovering results and dataset collection while presenting a statistical analysis of

cloud services. In addition, We compare two periods of cloud service crawling: firstly,

it has been conducted in 2013 while the second conducted in 2017. Moreover, from

table 5.1 we can see only 49.3% of cloud service still available on the Web to provide

the services while 3,780 new cloud services we could discover in 2017 and we could

not discover or were not started up in 2013. This indicate to dynamic nature of cloud

service. More detials about cloud service dataset can be shown below:
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5.3.1 Cloud Services Identification

The crawler layer collects the possible cloud services’ seeds by constantly fetching

search results from the search engines indexes. In 2013, the cloud service discovery

engine managed to fetch 619,474 possible links and collect 35,601 Web sources for

cloud services. In 2017, the cloud service discovery engine managed to fetch 844.696

possible links and collect 55,474 Web sources for cloud services. It is important to

use our cloud service identifier to identify the cloud service Web sources collection

because this collection is fully of noisy data such (blog, news, wiki, articles, etc..).

After the using cloud service identifier, the cloud service discovery engine identified

5,883 unique cloud services in 2013 and 7,461 unique cloud services in 2017. We

set several datasets of cloud services in the real environment based on this collected

information. These datasets have already been released for research community. It

must be mentioned that the datasets collection is tantamount to 2.46 GB of cloud

services information, which is available for the research community.

WSDL Based Cloud Services have been investigated in our cloud service discov-

ery to discover the connection between Service-Oriented Computing (SOC) such as

WSDL, and cloud computing. This investigation primarily focuses on the number

of cloud services that have been implemented using WSDL in order to publish its

services. Our cloud service discovery engine is configured to collect the WSDL by

searching files with extensions such as WSDL. In 2013, our cloud service discovery

engine managed to fetch 1,552 possible links and collected 616 WSDL sources for

cloud services in WSDL. However, In 2017 we fetch 652 possible links and only

and collected 421 WSDL sources for cloud services in WSDL. After the identifica-

tion process, our cloud service discovery engine identified 106 valid cloud services

implemented using WSDL in 2013 and 87 in 2017.

We observe during the crawling of cloud services, that certain cloud service providers

advertise their c services in search engines, which usually appear on the top part
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Fig. 5.2 Cloud Service Advertisement

and/or the bottom part of the returned index pages (see Figure 5.2). We collected the

contours of advertisement by using the cloud service discovery engine that collected

the possible cloud services’ Sources by constantly fetching advertisements appearing

on the top or bottom side of the search results (i.e., these advertisements are called

Ads or sponsored results), and eventually identified 637 unique cloud services in 2013

and 708 in 2017.

5.3.2 Cloud Service Extracting Data Error

By looking at table (5.3), we make a comparison of the error that occurred in 2013 and

2017, we can see that the error code 1005 accounts for the highest error percentage

(66.95%) (i.e., URL does not exist), which means that the most of the inactive cloud

services were discontinued in 2013. In addition, gateway timeout is increased and
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Table 5.2 Breakdown of Cloud Services Crawling Results

Start Page WSDL/WADL Ads Total
2013 2017 2013 2017 2013 2017 2013 2017

Links Fetched 617,285 843,312 1,552 652 637 732 619,474 844.696
Possible Web sources 34,348 54,321 616 421 637 732 35,601 55,474
Inactive 366 739 57 106 0 0 423 845
Active 34,619 53,582 559 315 637 732 35,815 54,629
Not cloud service 28,736 46,121 453 228 0 24 29,189 46,373
Is cloud service 5,883 7,461 106 87 637 708 5,883 7,461

Table 5.3 Error Codes for Inactive Cloud Services

Error Code Description Percentage
2013 2017

101 The connection was reset. 13.66% 9.57%
105 Unable to resolve the server’s DNS address. 1.64% 1.89%
107 SSL protocol error. 0.27% 1.48%
118 The operation timed out. 0.27% 0.34%
324 The server closed the connection without sending any data. 0.27% 0.27%
330 Content decoding failed. 0.27% 0.0%
400 Bad request. 0.82% 1.49%
403 Access denied. 3.83% 8.17%
404 The requested URL / was not found on this server. 10.11% 6.27%
408 Request Timeout. 0.0% 9.37%
500 Server Error. 1.37% 12.48%
503 The service is unavailable. 0.27% 3.18%
504 Gateway timeout. 0.27% 48.67%

1005 URL does not exist. 66.95% 0.0%
Total 100% 100%
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achieved the highest percentage (48.67%) in 2017 which means the most inactive

cloud services are unable to connect during the discovery procedure. However, the

comparison made between 2013 and 2017 suggests that the total number of inactive

cloud services is a significantly low 423, or about 1.1% in 2013, while it rose slightly

by 1.4% in 2007 from the total Web sources.

5.3.3 Cloud Service Locations

We conducted studies about the geographical status of cloud services to discover

which part of the world the cloud services are provisioned from. In order to visualize

the cloud service data in accordance to countries, we extracted the country’s domain

of each URL. In case a country domain is not present, we used whois- capable online

tools such as http://ipduh.com/ipv6/whois/ and http://www.sixxs.net/ tools/whois/ to

determine the location of the URL, tracing back to the geographical location of the

hosting data center. The tools only accepted ip addresses as the input. Finally, the per-

centage of each country is grouped into different regions in order to present a holistic

view of computing trends on a world map, as shown in Figures 5.3. and 5.4. The in-

formation outlines the details of a specific nation; we paint it in a special color based

on the proportional range of the cloud services provisioned by that country. From

table 3, we can observe that North America region has the highest rate with regard to

the number of cloud service providers, a percentage of 60.45% in 2013 and in 2017.

This is followed by Europe 23.27% in 2013 and in 2017. The cloud services are pro-

visioned from Asia 8.7% and 5.27% from Australia while in 2017 The cloud services

are provisioned from Asia 8.7% and 5.27% from Australia. The most of cloud service

are come from USA and Australia because in our 2017 cloud service discovery we

focus on those two region.
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continents Percentage
2013 2017

North America 60.45% 60.24%
Europe 23.27% 18.25%
Asia 8.7% 3.44%
Australia 5.27% 17.01%
South America 1.04% 0.0%
Africa 1.27% 1.06%
Table 5.4 Cloud Service Location
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5.3.4 Cloud Service Provider Categorization

Cloud services are typically classified by different service providers into IaaS, PaaS,

and SaaS. It would be interesting to find out the percentages of different kinds of

cloud service providers. As described in cloud service crawling procedures, after our

cloud services identification finish identifying of cloud service Web source, our cloud

service categorization can categorize these cloud services into IaaS, PaaS or SaaS by

using our cloud service categorization that has been in described in chapter 3. Figure

5.5 depicts the categorization results wherein cloud service providers are categorized

into three different categories, namely, IaaS, PaaS and SaaS. More over, most cloud

service providers usually provide more than one services but they focus on service

model to provide. Figure 5.5 show that the Infrastructure as a Service dominate the

interest of cloud service providers.

5.3.5 Cloud Computing and Service-Oriented Computing (SOC)

Service-Oriented Computing (SOC) and Web services play a key role in adopting the

desired technologies for cloud computing. Therefore, it is important to understand

how to investigate the impact of Service-Oriented Computing (SOC) and Web ser-

vices in cloud computing. This is about the preliminary studies conducted on the
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information that we collected in 2013 and 2017. Firstly, we investigated how many

description languages from Service-Oriented Computing such as Web Services De-

scription Language (WSDL) are used to publish cloud services in a real environment.

Figure 5.6 shows the results of comparing the number of cloud services that used

WSDL such as Simple Object Access Protocol (SOAP) based Web services. More-

over, WSDL does not play a significant role in cloud computing due to their lowest

percentage which stands at less than 1% in the context of implementing Web service

interface languages. Due to not all WSDL documents are publicly accessible on the

Internet we can not assure that we detect all WSDL documents by our cloud service

discovry enging. In addition, the majority of RESTful Web services provides no for-

mal descriptions and are predicated on informal documentation [94] Nevertheless, the

extremely low percentage l indicates the poor adoption of SOC in cloud computing.

5.3.6 Cloud Service Advertisement

Cloud service providers make use of search engines advertisement as a way to market

their services so they can gain new clients. With this in mind, our cloud service

engine can recognize and hone in on this type of cloud service adverts. Customers

may have noticed that most adverts are located either at the top or bottom side of

search page results. Figure 5.7 shows roughly 10.8% of all cloud service providers

paid for their adverts during 2013, with the aim of gaining new customers. However,
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this percentage dropped to 9.4% in 2017. Nonetheless, adverts for cloud services tend

to be limited, typically setting out very brief details or purpose. The reason for this

being there is only a limited text description below the advert in search engines.

5.3.7 Cloud Service IP

We investigated an important aspect of cloud services(i.e., what type of IPs do cloud

services use). The process of obtaining ipv4 and ip6 addresses is ascertained through

running the nslookup command that is found in the command prompt of the Windows

operating system. By this technique, a simple Java program is written to enable the

automatic retrieval of such IP addresses from the URLs of the dataset. As shown in

Figure 5.8, the majority of cloud services (97.42%) use IPv4 in 2013 while the usage

of IPv6 has increased in 2017. However, it is a fact that IPv4 remains the most widely

deployed Internet Layer protocol.

5.3.8 Discussion

Crucial analysis can be established based on present of our observations. Initially,

we have determined that in 2013, cloud services were 5,833, but they increased in

2017 to 7,461. This reveals that cloud services are incredibly dynamic. Further,

during 2013, 37.4% of cloud service analysis is unavailable owing to the extensive
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volume of cloud service providers. Furthermore, the use of IPv4 was seen to be one

of the leading cloud services, signifying that IPv4 remains one of the dominant In-

ternet Layer Protocol deployments used. Lastly, this highlights the requirement for

total standardization, more specifically, regarding description languages to incorpo-

rate cloud computing. There is also an urgent need for standardization especially in

description languages to fully embrace cloud computing [12]. Further analysis and

research should be undertaken to gain a new understanding of reasons behind this,

and to facilitate SOC in contributing to cloud computing. The purpose is to benefit

from previous R&D (research and development) efforts within the communities of

SOC. Likewise, with standardization currently lacking in cloud services, the discov-

ery of cloud services becomes problematic, causing inaccessibility to integrated cloud

services.

5.4 Challenges of Discovery Cloud Services

Despite detection, authentication, validation, compilation, and classification can be

an automated process for cloud services - it is nonetheless a complicated task. For
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a detailed dataset to be collected, a cloud service crawler which can overcome many

challenges must be designed. These problems include:

The Nature of Cloud Services.

The cloud services market is highly dynamic, and just as one emerges on the Web,

another cloud service is discontinued and disappears. This seems to happen on a 24-

hour basis! Further, cloud services alter over time, and consequently, the discovery

engines must be capable of periodically updating and reexamining cloud services, so

that the repository is kept updated. Differentiating which cloud services should be re-

visited is essential, for example, ones updated frequently and new cloud services and

those which can be omitted, such as, ones updated infrequently or discontinued. Ow-

ing to the potential numbers of cloud services available on the Web, having the ability

to divide them into varying groups or sections will significantly enhance crawling

performance.

Lack of Standardization.

Web services can be found by merely by searching the UDDI registries or gathering

WSDL documents. However, with cloud services, description languages are not stan-

dardized, making them more difficult to locate and in effect, one of the more unusual

problems within cloud service discovery. It can be seen that under 2% are describing

their services using WSDL. Noisy and redundant data are in abundance, some exam-

ples of this are blogs, reviews, news broadcasts and study papers relating to cloud

when it comes to cloud services crawling. To illustrate, our discovery search engine,

gathered initially from the Web, 47,360 potential Web sources. Out of which, 15.75

percent (7,461) of those were cloud services during 2017, whereas in 2013, it was

16.14
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Crawling Blockage.

It is clear that high-performance has been substituted for resource use. Resources

from other organizations can be consumed by our discovery search engine and cer-

tain other Websites, causing the crawler to become obstructed and unable to access

those services. Consequently, the performance of the cloud service crawler must be

enhanced but devoid of service provider/resource consumption, thereby reducing the

load burden on the network (i.e., utilizing the crawler from a number of locations/IP

addresses).

5.5 Related Work

Many researchers has been used crawling approach to solve the problem of service

discovery. For axample, ArnetMiner [108], a service used to index and search aca-

demic social networks. ArnetMiner has crawled the Web to find researchers and pub-

lications. In addition, ArnetMiner use a friend-of-a-friend (FOAF) ontology which

consists of two concepts which are researcher and publication, 24 properties of pub-

lication and two objects relation to link between the authors, their publication and

publication properties.

In addition, crawling the social medias has been used wildly to analyze the char-

acteristics of users in the social media or to detect the spammer. [9, 11].
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Web service discovery is a dynamic area of research and has achieved some excel-

lent results. Mahmoud and Al-Masri [2] crawl the UBR (UDDI Business Registries)

and gather WSDL documents. They also explore search engines, for example, Baidu,

Google, and Yahoo. They gather data which is then analyzed to produce an in-depth

statistical report about Web services, for instance, Active vs. Inactive. Li et al. [55]

similarly accumulated Web service statistics via Google’s Application Programming

Interface (API) and produced some thought-provoking results relating to Web ser-

vices process, scope, distribution and performance diversity.

For cloud services, there have been several attempts to build an ontology for cloud

services discovery. For example, Kang and Sim [46] propose a Cloud Service Discov-

ery System using ontology based approach to discover cloud services. This discovery

system provides users with cloud services depending on their requirements. However,

cloud service providers still need to register at the discovery system in order to publish

their cloud services to allow the users to discover them. Furthermore, this ontology

uses agent-based methods to find similarities in order to provide the services, includ-

ing similarity reasoning, equivalent reasoning and numerical reasoning. Zhang et

al. [125] propose the Cloud Recommender system to select cloud infrastructure based

on their cloud computing ontology called (CoCoO). This ontology defines functional

and non functional concepts of infrastructure services with their attributes and rela-

tions. However, the ontology has not provided any details about PaaS and SaaS. As

well, the validation of ontology concepts is only limited for some cloud infrastructure

providers such as Amazon, Microsoft Azure, GoGrid,etc. Other researchers propose

to use Distributed Hash Tables (DHTs) for better discovery and load-balancing of

cloud services. For example, [91] propose the concept of cloud peer that extends

DHT overlay to support indexing and matching of multidimensional range queries
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(i.e., the dimensions can include service type, processor speed, available memory,

etc.) for service discovery. The proposed approach is validated on a public cloud

computing platform (Amazon EC2). Their work focuses on a closed environment

[83]. In contrast, we focus on discovering cloud services on an open environment

(i.e., the World Wide Web) to allow users to search cloud services that suite their

needs. Unlike previous works which did not consider the problem of how to use

the cloud service crawling to automatically identify and categorize cloud services on

Internet. We propose an automated cloud service search discovery that helps discover

cloud services among other Web sources available on the Internet and automatically

identify and categorize cloud services.

5.6 Summary

In this chapter, we have used a crawler for automatic enhance cloud service discovery

engine. Our cloud service discovery engine is able to crawls search engines to collect

cloud service information available on the Web and has the capabilities to collect,

validate, and categorize cloud services. By continuously crawling resources on the

Web, it can continue to maintain an advanced cloud service source for useful and

proficient cloud service discovery. We used the cloud service discovery engine to do

this task twice in 2013 then 2017. Our automatic crawler managed to fetch 619,474

possible links and collected 35,601 possible Web source for cloud services in 2013

while in 2017 the cloud service discovery engine managed to fetch 844.696 possible

links and collect 55,474 possible Web source for cloud services.

In the next Chapter, we conduct extensive experiments to validate our proposed

approach. The results demonstrate the applicability of our approach and its capability

of effectively identifying and categorizing cloud services from the World Wide Web.





Chapter 6

Implementation and Performance

Study

This chapter describes the implementation and performance study of our proposed

Cloud Service Categorization Framework and Cloud Service Identifier Framework

[5, 4, 3]. To validate the feasibility and benefits of our approach, we conduct extensive

experimental and performance studies of the proposed techniques using a collection

of real-world on cloud services. First, we describe the cloud service dataset that used

to conduct the experiments. Secondly, we conduct a set of statistical analysis and

present based on the Cloud Service ontology. These statistical results offer an overall

view on the our cloud service ontology. Thirdly, we conduct extensive experiments

to validate our cloud service categorization approach. The results demonstrate the

applicability of our approach and its capability of effectively categorizing cloud ser-

vices on the Internet. Finally, we validate and study our identifier model from various

aspects including accuracy, precision, and recall.
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6.1 Cloud Service Dataset

To implement our proposed Cloud Service Categorization Framework and Cloud Ser-

vice Identifier Framework, we use real cloud service Webpages metadata of the 5,883

valid cloud service (see Chapter 5). This data has been chosen due to it was verified

and valid. However, these Webpages metadata still required to be filtered to achieve

the cloud services sources. More specifically, we cleaned the HTML tags and non-

English cloud services in the cloud services metadata. For removing HTML tags we

used HTML Parser 1. As well we used the language detection library2 to remove

non-English cloud services metadata. Finally, we achieved the cloud services sources

containing only English language cloud services. We eventually obtained a set of

5,083 cloud services’ sources containing only English language. The full data set

involves in our experiments.

6.2 Cloud Service Ontology

Based on the collected sources of cloud services, we ran the system to generate our

cloud services ontology by using the proposed CSO algorithm. The cloud service

sources contained 1,935,185 terms. When setting the threshold frequency as 500, we

obtained 654 candidate concepts after the first step. Some of the candidate concepts

were not considered as the CSO concepts or simply stop words (e.g., numbers and

dates). In the validation step, we obtained 105 new concepts for cloud services ontol-

ogy. For example, Web_application was found 510 times. Then, we found that the

host was the most common concept to appear together with Web_application in

cloud service sources. Therefore, we linked Web_application to host and further

determined Web_application to be the child for host because the TF*IDF weight

1http://htmlparser.sourceforge.net
2https://code.google.com/p/language
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of host is less than the weight of Web_application. The concepts with greater

frequency are at a higher level in the CSO tree.

Table 6.1 shows the top 10 high frequent concepts in CSO that appears in cloud

service source. From the table we can see that the most common concept is cloud

infrastructure services. Moreover, the number of cloud service providers that provide

infrastructure services is higher than those that offer platform or software services.

From our statistics, it is also interesting to note that some cloud service providers do

not use the concept of “cloud service" when advertising their services on the Internet.

Table 6.1 Top 10 High Frequency Concepts in CSO

CSOc # frequency # appear CSTD Percentage CSTD

host 23423 2910 57.7%
server 14151 2500 49.6%

application 6704 2160 42.8%
network 6746 2074 41.1%

Cloud computing 3341 1394 27.7%
backup 4562 1289 25.5%

Web hosting 5152 1103 21.8%
compute 2781 926 18.3%

cloud service 1598 836 16.5%
communication 1939 824 16.3%

6.2.1 Threshold Identification

To evaluate our cloud service ontology we measure its capability in identifying cloud

services in real environment. Therefore, it is important to estimate the threshold value

in order to identify cloud services. Thus, we propose using a confidence interval

calculator to estimate the threshold identification [98] in the cloud service source for

identifying cloud services. This is because it provides the identifier for cloud services,

which is the ratio between the number of cloud service concepts and the total number

of terms appearing in its corresponding document. To calculate the estimated value
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Fig. 6.1 Identifying E Threshold

for identifying cloud service, we use the following equation:

E±= µ± z.
σ√
N

(6.1)

where µ represents the mean of IC in the cloud services source; σ represents the

standard deviation of the cloud services source; and N represents the total number

of cloud services sources. In our experiment, we set the value of z to 95% since

this is a common setting and useful in conducting estimations as well as providing

close accuracy of a population set for the estimation equation. We ran the experiment

randomly using 2,750 cloud service sources to identify an optimal E threshold for

identification IC. In the first round, we randomly selected cloud services sources, then

dynamically increased the number of cloud services sources at each round. Fig. 6.1

shows the lower bound, the upper bound for IC in each set of cloud service sources.

We can see from the figure that the lower bound of cloud services ontology is between

7% to 8% of the cloud services source, whilst the upper bound can be between 11%

to 14%. This experiment indicates an interesting fact that most cloud services use 8%

to 14% of ontology concepts in their service descriptions.
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6.2.2 Identifying Cloud Services Using Ontology

We conducted an experiment to identify cloud services for proving the robustness

of the search engine. In this experiment (see Fig. 6.3), we collected randomly 550

Web sources which are fake cloud services. Additionally, we used 2,200 cloud ser-

vice sources to run two experiments for evaluation of precision, recall and f-measure.

The precision represents the percentage rate of distinguishing between real and fake

cloud services, whilst recall represents the percentage of cloud services identified and

f-measure shows the mean between recall and precision. At the beginning, the exper-

iment started with 40 real cloud service sources and 10 fake cloud services sources.

Then, the number was increased dynamically. The first experiment used the upper

bound of the threshold identification while the second used the lower bound of the

threshold identification to compare the results. In the experiments, it was concluded

that the upper bound threshold identification provides higher precision and average

recall, which indicates that the upper bound threshold can distinguish sources better.

However, it provides just average performance for identifying cloud services. The

lower bound threshold identification provides higher recall and high average preci-

sion, which indicates that the lower bound threshold can more effectively identify

cloud services. However, it provides more fake cloud services to the search engine.

We conducted another experiment that shows in Fig. 6.4 to study the impact of the

noisy data on our cloud service search engine. The noisy data means the fake cloud

service results of the cloud service crawler. In this experiment, we compared the cloud

service crawler repository which did not use the cloud service identifier and the one

which did use the cloud service identifier. Fig. 6.4 shows that the percentage of the

noisy data decreased to 10% which gives the cloud service identification repository

high robustness for cloud service search engine. However, from Fig. 6.4 we can see

that without using the identifier, with the increase of the number of crawled cloud
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Fig. 6.2 Upper Bound Threshold

Fig. 6.3 Lower Bound Threshold

services, the number of fake cloud services also increases. On the other hand, by

using our identifier, fake cloud services can be successfully identified.

6.2.3 Discussion

Current approaches usually focus on using ontologies in order to meet end users re-

quirements. Our approach exploits a cloud service ontology to find cloud service

through the Internet. Many of the existing approaches have validated their solutions
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Fig. 6.4 Noisy Data of Cloud Service Search Engine

by using a simulated environment or concentrating on only popular cloud service

providers (e.g., Amazon Web Services). In our work, we use a large number of real

cloud service sources collected from the Web. An essential technique that should be

considered is about automatic building of cloud service ontology. Most of the cloud

service ontology has been built manually [46] [125] [58] while Rodríguez-García et al.

[28] have used general ICT domain ontology to find the best match for users’ require-

ments. However, the large number of concepts in ICT domain can lead to mistakes

when identifying cloud service. Therefore, our approach has used Semi-Automatic

technique to enhance cloud service discovery. Furthermore, it concentrates on the

most common concepts that appear in cloud service sources to archive high accuracy

in identifying cloud service. In the experiments, we use Cloud Service Categorization

Similarity to identify cloud service but it shows less accurate results than the lower

and upper bound threshold identification. Furthermore, we used the ratio of cloud ser-

vice identifier instead of considering each concepts as individual feature to identify

cloud service, because we found many sparsity that produced high noise data. In ad-

dition, the upper bound threshold identification provides higher precision and average

recall, which indicates that the upper bound threshold can distinguish sources better.

However, it provides just average performance for identifying cloud services. The

lower bound threshold identification provides higher recall and high average preci-
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sion, which indicates that the lower bound threshold can identify cloud services more

effectively. However, it also provides more fake cloud services to the search engine.

6.3 Cloud Service Categorization

In this section, we ran the cloud Service Categorization experiment based on the

Cloud Service Categorization algorithm,

6.3.1 Cloud Service Categorization

We generated our cloud service categorization by using the proposed cloud services

categorization algorithm under different similarity thresholds (see Chapter 3). We ran

the experiments several times for each threshold to obtain the minimum number of

clusters for all the cloud service sources. Figure 6.5 shows the number of clusters

and the number of runs for each similarity threshold. It also shows the minimum

number of clusters that have been obtained using our cloud services categorization

algorithm. We can see that the minimum number of clusters increases as the similarity

threshold increases. Furthermore, while the similarity threshold is between 0.5 and

0.6, the minimum number of clusters increases slightly. However, when the similarity

threshold is greater than 0.6, the minimum number of clusters increases sharply due to

two reasons. Firstly, most cloud service providers publish cloud services using their

own descriptions, and they share only some basic cloud service concepts. Secondly,

the variety of available services does exist in the cloud computing field.

After we finished generating the clusters, we conducted an additional experiment

to examine the cluster types in more detail. The cluster types compose of three main

cloud services, including Software as a Service (SaaS), Platform as a Service (PaaS)

and Infrastructure as a Service (IaaS). In this experiment, we extracted cloud service

ontology concepts from cloud service sources to determine the cloud service cluster
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Fig. 6.5 Cloud Service Categorization

types. For example, “Host" is a concept of IaaS while a “Service" is a concept of SaaS.

Therefore, we used the type of the majority concepts in the cluster as the cluster type.

To be specific, for each cluster that has been generated, we used the variance to decide

the cluster type. The type that has the highest variance was considered the cluster type.

Figure 6.6 shows the majority cluster type is IaaS, which represents more than half of

all clusters. The second popular cloud type is SaaS, which represents 30% of cloud

service sources. The third cloud type is PaaS, which is rarely detected because PaaS

is middleware between SaaS and IaaS, which leads to having many related concepts

from them.

We conducted an experiment to test our cloud service categorization in identifying

cloud services for proving the robustness during categorization of cloud service. In

this experiment (see Fig. 3), we collected randomly 550 Webpage sources which are

fake cloud services. Additionally, we used our test data 1.271 cloud service sources

to run this experiment using precision, recall and f-measure with different similarity

threshold. The precision represents the percentage rate of distinguishing between

real and fake cloud services, whilst recall represents the percentage of cloud services

identified and f-measure shows the mean between recall and precision.
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Fig. 6.6 Cloud Service Categorization Type

At the beginning, the experiment started with the similarity threshold 0.5 to com-

pare these Webpages with the real cloud service Webpages under these categorization.

However, if any of this Webpages pass the similarity threshold after comparing with

the categorization it can be considered as cloud service Webpage and add it to cloud

service categorization repository. Then, the numbers of the similarity threshold and

clusters were increased dynamically. The experiment can be shown that the high sim-

ilarity threshold provide high precision and less than average recall due to the huge

number of clusters under this threshold. However, the minimum number of clusters

is provide high precision and less than average recall which indicate to as minimum

number of clusters can achieved as more accurate result can be obtained for cloud

service categorization framework.

6.3.2 Robustness Cloud Service Categorization

We conducted an experiment to identify cloud services for proving the robustness

of the search engine. In this experiment (see Fig. 6.8), we collected randomly 500

Webpages which are fake cloud services. Additionally, we used 1871 cloud service

Webpages to run experiment using precision, recall and f-measure with fixed simi-

larity threshold. At the beginning, the experiment started with 40 real cloud service
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Fig. 6.7 Identifying Cloud service

Webpages and 10 fake cloud services Webpages. Then, the numbers were increased

dynamically. The first experiment used the lower bound of the similarity threshold

categorization to compare the results, depending on the threshold. In the experiment,

it was concluded that the similarity threshold categorization provides high precision

and average recall, which indicates that the lower bound threshold can efficiency find

cloud services. However, it can provide less fake cloud services to the search engine.

Fig. 6.8 Robustness Cloud Service Categorization
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6.4 Cloud Service Identifier

In this section, we ran two experiments to identify cloud service based learning fea-

tures and text features.

6.4.1 Cloud Service Identifier Learning Features

Firstly analyzed the effectiveness of different features to learn an identifying func-

tion. Given the small size of a cloud service source, our hypothesis is that cloud

service features should help build better identifying functions. We started by testing

both Jaccard and ontology features using various thresholds. We randomly sampled

1,552 cloud service test data, We ran Jaccard and ontology features 5 different thresh-

olds (0.04, 0.08, 1.2, 1.6, 2.0). Figure 6.9 shows precision and recall under different

similarity thresholds to test our approach. A lower identifying threshold gives high

precision for both features, but it gives average recall. Furthermore, while we increase

the threshold, the recall increases but the precision decreases sharply.

Determining the best threshold value which can be used to identify cloud services

for Jaccard Similarity and Semantic features is difficult. Instead of that, we decide

to exploit Support Vector Machine SVM [109], which has the capability to identify

cloud service without using threshold, to increase the accuracy of identifying real

cloud services on the Web environment.

We started by building a cloud service classification model using linear kernel

SVM which provides high accuracy result for identifying cloud services. We ran-

domly sampled 3,521 cloud service sources and 4,000 non-cloud service sources from

the training dataset to build our cloud service identifier model. We ran a test data cross

validation on this sample. Table 1 reports the results in terms of averaged accuracy

which is a suitable measure for different feature combinations. From table 6.2, we

can see that the accuracy of SVM+Jaccard similarity is very close to the one obtained

from SVM+Semantic. Moreover, when we combine SVM+Jaccard similarity and
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Semantic together, it did not improve the accuracy result significantly. However, run-

ning all features with SVM increased the accuracy (both precision and recall) of the

cloud service identifier model.

Table 6.2 Learning cloud service identification: SVM Accuracy, Precision and Recall

Features Accuracy Precision Recall

SVM + Jaccard 82.40% 98.29% 82.41%
SVM + Semantic 81.59% 98.94% 81.35%
SVM + Jaccard + Semantic 82.17% 98.94% 81.86%
SVM + ALL 87.37% 99.29% 86.44%
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6.4.2 Identifying Cloud Services Based Text Features

We ran another experiment to generate our cloud services identification based text fea-

tures. We use the K-Nearest Neighbour algorithim to run this experiment. Firstly, we

built cloud service corpus that contain 3,297 real cloud services and another non-

cloud service corpus that includes 3,023 non-cloud services. Then, we achieved

987,457 terms from cloud service document matrix with high sparsity. However,

after we removed the term sparsity the cloud service document matrix is still high

dimension. Therefore, we used Latent Semantic Analysis (LSA) to reduce the dimen-

sion cloud document matrix and built our term features based on LSA concept. We

used different number of K concepts and we ran our classification method. In the

beginning, we ran the experiment with small number of K concepts and we gradually

increase the K concepts. Fig 6.10 show the accuracy of term features using various

k-nearest neighbor. In addition, it obtained high accuracy if we increase the k in

k-nearest neighbor which achieved 86% with 6-nearest neighbor and increase the K

concepts. In addition, we can see that the 500 concepts are obtained high accuracy

with 6-nearest neighbor. However, we can notice that increasing the K of concepts can

lead to decrease the identifying process because increasing of terms drives our identi-

fication to increase the noise data. We also conducted an experiment to identify cloud

services for proving the precision and recall of our proposed cloud service identifier.

In this experiment (see Fig 5 for the results), We used LSA terms that extracted from

cloud service corpus then we run k-nearest neighbor model to determine the precision

and recall. Moreover, the precision represents the percentage rate of distinguishing

between cloud service or non-cloud service, whilst recall represents the percentage of

cloud services identified. At the beginning, the experiment is started with 100 LSA

terms then we increase the number respectively. We can see high relation between

the number of LSA terms and precision and recall. we find that the increasing the

number of LSA terms can reduce out model precision but it lead to increase the recall
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Fig. 6.10 Term features classification accuracy (%) using k-nearest neighbor classifi-
cation, with LSA dimension reduction cloud service.

percent. Furthermore, we find that increasing the the K number can lead to increase

the recall sharply.

6.4.3 Identification Robustness of Cloud Service Features

To optimize the cloud service identifier performance, we used our cloud services

crawler. Our cloud services crawler explores the Web for cloud services using existing

search engines’ APIs (e.g., Google, Yahoo 3, and Bing). We basically chose “cloud

service” and “cloud service providers” as keywords to collect new data for each search

engines’ domain and search type. We used two domains which are Australia and USA

and two search engine types which are normal search and advanced search. In the

advanced search, we eliminated irrelevant search results such as Blogs, news, Wiki,

and articles. The crawler collected possible cloud services’ sources by continuously

parsing search results from the indices returned by the search engines. The cloud

3Current Yahoo search engine uses Google’s search engine for search results
https://en.wikipedia.org/wiki/Yahoo!_Search



112 Implementation and Performance Study

100 200 300 400 500 1000

0

20

40

60

80

LSA TERMS 2NN

P
er

ce
nt

ag
e

Precision
Recall

100 200 300 400 500 1000

0

20

40

60

80

LSA TERMS 4NN

P
er

ce
nt

ag
e

Precision
Recall

100 200 300 400 500 1000

0

20

40

60

80

LSA TERMS 6NN

P
er

ce
nt

ag
e

Precision
Recall

100 200 300 400 500 1000

0

20

40

60

80

LSA TERMS 8NN

P
er

ce
nt

ag
e

Precision
Recall

Fig. 6.11 Precision and recall using k-nearest neighbor classification, with LSA di-
mension reduction cloud service
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service crawler managed to parse all cloud service possible URL links. Then, we

removed all duplicated links to keep every link unique under its domain.

Table 6.3 shows the statistical analysis of the results that have been collected from

search engines. From the table, we can see that the normal search (i.e., N-Search) pro-

vides more results than the advanced search (i.e., A-Search). Moreover, 84% of the

difference of search results exists between Bing and Google under the USA domain,

whilst there are 14% of the similarity of search results between Bing and Google un-

der the Australia domain. In addition, we compared between the normal search and

the advanced search for each search engine. In Bing USA, we found 33% similarity

between the normal search and the advanced search results, while only 5% similarity

under Bing Australia. In Google USA, we found 65% deference between the normal

search and the advanced search results, while only 27% similarity under Google Aus-

tralia. This statistical analysis can be indicated that using different search engines

will return different results. Moreover, using several domains inside the same search

engine will give various results. Finally, using advanced search can obtain different

results from normal search engine interface.

After that, we manually labeled the search results to obtain the valid cloud ser-

vices. We compared the search engine results with the results from our cloud service

identifier model. From Table 6.4, we can see that in Bing USA, the accuracy is be-

tween 59% to 61% while our identifier can reach 90% accuracy in identifying cloud

services. Also, our identifier can achieve 90% accuracy under Bing Australia which

is better than Bing search engine results. As for Google normal search, the accuracy

of our model can obtain 87% which is better than Google normal search (about 56%

accuracy). Finally, under Google advanced search, we can achieve 57% accuracy by

using our cloud service identifier model. However, from Table 6.4, we can conduct

that searching about cloud search engine is tedious because there are many results

appear have nothing to do with cloud service. In spite of using advanced search can

help in filtering search results our cloud service identifier can optimal the advanced



114 Implementation and Performance Study

search more than 10%. Therefore, using cloud service identifier is more effectiveness

in cloud service discovery.

We also conducted an experiment to identify cloud services for proving the robust-

ness of our proposed cloud service identifier. In this experiment (see Fig. 6.12-6.15

for the results), we randomly collected 1,050 Web sources for each search engine type

(normal search and advanced search). Additionally, we labeled each Web source man-

ually as cloud service or non-cloud service. Moreover, the precision represents the

percentage rate of distinguishing between cloud service or non-cloud service, whilst

recall represents the percentage of cloud services identified. At the beginning, the

experiment started with 50 Web sources. During this the experiment, we increased

dynamically the Web sources. Fig 6.12 which is Bing Normal search shows high

precision (almost 99%) for each time we increase the Web sources in the experiment.

From Fig 6.12, we can see the high average recall is shown and it decreases slightly

as we increase the number of Web sources.

Similarly, Fig. 6.13 which is Bing Advanced shows high precision for each time

we increase the Web sources in the experiment. From the figure, we can see that the

average recall is achieved and it decreases as we increased the Web sources. This is

because that the search is an advanced search, which is more difficult to recall. Fig.

6.14 which is Google Normal Search shows high precision reaching to 99% for each

time we increase the Web sources in the experiment. From Fig. 6.14, we can see

that the high recalls are decreased sharply as we increased the Web sources with our

identifier. Again, for advanced search, Fig 6.15 which is Google Advanced Search

show high precision at almost 99% for each time we increase the Web sources in the

experiment. From the figure we can see that the average recall is still stable as we

increased the Web sources.
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Table 6.3 Comparison results between Google and Bing

Search Engine N-Search A-Search Similarity between Bing and Google Similarity between N-Search and A-Search

Bing + USA 727 539 15.23% 10.24%
Bing + Australia 700 296 14.54% 5.21%
Google + USA 352 351 15.23% 10.24%
Google + Australia 351 323 14.54% 5.21%

Table 6.4 Comparison results between search engine and our identifier

Search Engine Accuracy Accuracy with A-Search Our Accuracy Our Accuracy with A-Search

Bing + USA 61.14% 59.58% 90.11% 86.68%
Bing + Australia 58.96% 51.58% 90.62% 85.21%
Google + USA 57.11% 45.04% 87.86% 56.54%
Google + Australia 45.64% 43.04% 86.04% 58.63%
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We also conducted an experiment to identify cloud services for proving the robust-

ness of our proposed cloud service identifier. In this experiment (see Fig. 6.12-6.15

for the results), we randomly collected 1,050 Web sources for each search engine type

(normal search and advanced search). Additionally, we labeled each Web source man-

ually as cloud service or non-cloud service. Moreover, the precision represents the

percentage rate of distinguishing between cloud service or non-cloud service, whilst

recall represents the percentage of cloud services identified. At the beginning, the

experiment started with 50 Web sources. During this the experiment, we increased

dynamically the Web sources. Fig 6.12 which is Bing Normal search shows high

precision (almost 99%) for each time we increase the Web sources in the experiment.

From Fig 6.12, we can see the high average recall is shown and it decreases slightly

as we increase the number of Web sources.

Similarly, Fig. 6.13 which is Bing Advanced shows high precision for each time

we increase the Web sources in the experiment. From the figure, we can see that the

average recall is achieved and it decreases as we increased the Web sources. This is

because that the search is an advanced search, which is more difficult to recall. Fig.

6.14 which is Google Normal Search shows high precision reaching to 99% for each

time we increase the Web sources in the experiment. From Fig. 6.14, we can see

that the high recalls are decreased sharply as we increased the Web sources with our

identifier. Again, for advanced search, Fig 6.15 which is Google Advanced Search

show high precision at almost 99% for each time we increase the Web sources in the

experiment. From the figure we can see that the average recall is still stable as we

increased the Web sources.
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Fig. 6.16 Cloud Service Profile

6.4.4 Cloud Service Profile

In order to determine the service, we ran our cloud profile algorithm to detect and

track the service. This algorithm can search for a specific service over a bunch of

cloud service providers. To ensure the accuracy of the results, we have labeled the

cloud services sources manually before we ran our algorithm. Then, we compared

our algorithm with manual processing. Fig. 6.16 shows the precision result of cloud

profile algorithm. We can see that if we increase the number of cloud service sources

we increase the difficulty of detecting the service features because the precision is de-

crease. However, we find that service which are popular in real environments such as

cloud VPS and Web Hosting can be found precisely by our algorithm. Furthermore,

we observed that some cloud service providers show their service features under al-

ternative hyper-links such as plan, features and price.

Fig 6.17 shows that where mostly we can find that the cloud service features inside

the cloud services. From Fig 6.17 we found the 36% of cloud service describe their

services under the service name hyper-links while 21% describe under the features
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hyper-links. More over, 18% of cloud service providers described their services under

price hyper-link while only 9% of cloud services used plan hyper-links to describe

their services. However, 18% of cloud service providers describe their services under

specific name for the service which leads to difficulty in finding the service and its

features.

6.5 Summary

In this chapter, we conducted extensive experimental and performance studies of the

proposed techniques using a collection of real-world on cloud services. Firstly, we

describe the cloud service dataset that is used to conduct the experiments. Secondly,

we conduct a set of statistical analysis and present based on the Cloud Service ontol-

ogy. These statistical results offer an overall view on the our cloud service ontology.
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Thirdly, we conducted extensive experiments to validate our cloud service catego-

rization approach. The results demonstrate the applicability of our approach and its

capability of effectively categorizing cloud services on the Internet. Finally, we vali-

date and study our identifier model from various aspects including accuracy, precision,

and recall.



Chapter 7

Conclusion

In this chapter, we summarize the contributions of this dissertation and discuss some

future research directions for on cloud services discovery.

7.1 Summary

Over the past few years, cloud computing has been more and more attractive as a new

computing paradigm due to high flexibility for provisioning on-demand computing

resources that are used as services through the Internet. The issues around cloud ser-

vice discovery have considered by many researchers in in the recent years. However,

in cloud computing, with the highly dynamic, distributed, the lack of standardized

description languages, diverse services offered at different levels and non-transparent

nature of cloud services, this research area has gained a significant attention. Robust

cloud service discovery approaches will be essential in promoting and growing cloud

service consumers and providers and will significantly contribute to the adoption and

growth of cloud computing. In this dissertation, we have proposed an automated

cloud service discovery of cloud services. We also conduct extensive experiments to

validate our proposed approach. The results demonstrate the applicability of our ap-

proach and its capability of effectively identifying and categorizing cloud services on
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the Internet. Firstly, we develop a novel approach to build the cloud service ontology.

Cloud service ontology initially is built based on the National Institute of Standards

and Technology (NIST) cloud computing standard. Then, we add new concepts to

the cloud service ontology by automatically analyzing real cloud services based on

cloud service ontology algorithm. We also propose cloud service categorization that

use Term Frequency to weigh cloud service ontology concepts and calculate cosine

similarity to measure the similarity between cloud services. The cloud service cat-

egorization algorithms is able to categorize cloud services to clusters for effective

categorization of cloud services. In addition, we use Machine Learning techniques

to identify cloud service in real environment. Our cloud service identifier is built

by utilizing cloud service features extracted from real cloud service providers. We

determine several features such as similarity function, semantic ontology, cloud ser-

vice description and cloud services components, to be used effectively in identifying

cloud service in the Web. Also, we build a unified model to expose the cloud ser-

vice’s features to a cloud service search user to ease the process of searching and

comparison among a large amount of cloud services by building cloud service’s pro-

file. Furthermore, we particularly develop a cloud service discovery Engine that has

capability to crawl the Web automatically and collect cloud services. The collected

datasets include meta-data of nearly 7,500 real-world cloud services providers and

nearly 15,000 services (2.45GB). The experimental results show that our approach

i) is able to effectively build automatic cloud service ontology, ii) is more robust in

identifying cloud service in real environment and iii) is more scalable in provide more

details about cloud services. We can summarize our main research contributions in

the following:
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7.1.1 Cloud Service Ontology

We built a comprehensive ontology for reasoning during cloud service discovery,

which was semi-automatically based on mining new concepts, after analysing real-

world cloud services. Our approach involved two steps: creating a base ontology

by following the US National Institute of Standards and Technology’s (NIST) cloud

computing standards, which we also called a cloud service ontology roadmap because

there are limited concepts in this ontology, and developing an algorithm to analyse

these cloud services and identify new cloud service concepts that could generate our

cloud service ontology. Our ontology automatically enhances crawling procedures

and both the identification and categorisation models. [3].

7.1.2 Cloud Service Categorization Model

We built a cloud services categorization model that was based on the cosine similarity

approach. Our model contains a processor that automatically categorizes given cloud

service providers based on the service model (IaaS, PaaS and SaaS). This model relies

on the cluster method to build the categorization, which can be updated automatically

after categorizing a new cloud service provider to increase categorization knowledge.

Furthermore, the model uses term frequency to weigh cloud service ontology con-

cepts and calculate cosine similarity to measure the similarities between cloud ser-

vices. We then designed and developed cloud service categorization algorithms that

categorize cloud services into clusters [4].

7.1.3 Cloud Service Identifier Model

The cloud services identifier model identifies features to determine whether a given

source is a cloud service. This model relies on the classification method to build the

identifier, which can be updated automatically after identifying a new cloud service

provider to enhance identifier knowledge. To identify cloud services in a real envi-
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ronment, we focused on learning features that can be shared by large cloud service

providers on the web to predict whether the given web source provides cloud services

We discovered a wide range of features between cloud service providers inside their

sources, such as similarity of function, cloud service semantic concepts and cloud

service components, and used those as identification features to train learning mod-

els. Learning models are fed into the classification algorithm to detect cloud service

providers. In addition, our identifier model can build a cloud service profile, which

will include details about the service and its attributes (e.g. price, memory, CPU,

storage, OS etc).

7.1.4 Dataset of Cloud Service Collection

From what we have seen, we consider that in order to gain invaluable knowledge of

the technologies used in the field of cloud services, there is an urgent need to identify

the present state of cloud services. Therefore, we collect, identify and analyze all

cloud services that are available on the web. We have used the cloud service discovery

engine to undertake this task twice: in 2013 and 2017. Our automatic discovery

managed to fetch 619,474 possible links and collected 35,601 possible Web sources

for cloud services in 2013; by contrast, in 2017, the cloud service discovery engine

managed to fetch 844,696 possible links and collect 55,474 possible Web sources for

cloud services. From the data collected, the analysis was carried out, and the results

achieved provided a comprehensive overview of the status of cloud services. Also, we

prepared a large dataset of real-world cloud services that available on the Web. Also,

we released the collected dataset to the research community. These dataset includes

7,461 cloud services and nearly 15,000 services attributes(2.45 GB) [84].
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7.1.5 Implementation and Performance Study

We implemented our proposed frameworks for discovering cloud services via cloud

service crawling. We developed a unified platform for automatic cloud service discov-

ery to identify and categorize cloud services. We conducted extensive experiments

and performance studies of the proposed approaches using real-world cloud services

available on the World Wide Web in order to validate the feasibility and benefits of

our approaches. The results demonstrated the applicability of our approach and its

ability to effectively identify and categorize cloud services on the Internet[5, 4, 3].

7.2 Future Work

Although cloud services discovery issues attracted many researchers, several research

issues still need to be addressed. In particular, we identify the following directions

for future research in cloud service discovery.

7.2.1 Cloud Service Standards

Based on a comparative study that we conduct in chapter 2, we conclude that building

a unified standards is the most appropriate solution which will support cloud service

discovery [31, 71]. Cloud service standards need to be able to considers two aspects

of cloud service (functional, non functional). In addition, the standard needs to be

generic which should be able to describe all cloud services (SaaS, PaaS, and IaaS)

and cover technical, operational, business, and semantic aspects.

7.2.2 Cloud Service Recommendation

Quality-of-Service (QoS) is widely employed to represent the non-functional charac-

teristics of cloud service and has been considered as the key factor in service selection

[16]. We argue that there is a need to recommend cloud services currently available on
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the Web, which will support customer to select appropriate cloud services to based

on his demands. The recommendation system should be able to support in finding

nearest cloud service with high quality attributes to cloud service customers. Collab-

orative filtering [99] and content based recommendation [57] techniques can be used

to build reliable cloud service recommendation system [64].

7.2.3 Cloud Service Personalization

Cloud services can offer many solutions on different aspects of security. The decision

is which one to choose: VPN (Virtual Private Network), SSL (Secure Socket Layer)

for Iaas (Infrastructure as a Service) or Paas (Platform as a Service) and SaaS (Soft-

ware as a Service), for example, like in IBM, SSH (Secure Shell, i.e. in Amazon)

password-related protection.

It is irrelevant whether it is a service provider or requester that is the consumer

of cloud services (note: the technology is not always suitable for every consumer

of cloud services). Hence, we believe that techniques should be adaptable, to assist

cloud service customers in customizing the relevant technologies to their specific re-

quirements.

Likewise, although the volume of technologies offered by cloud services is vast,

meaning consumers using cloud services may be confronted with issues regarding

configuration (i.e., the quantity and type of virtual machines, contract length and poli-

cies on control access). Accordingly, there is a greater need for smart-technologies

which will enable the cloud platform to study and learn cloud service consumer pat-

terns.
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