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Abstract:

Cluster analysis, as an exploratory technique, lyhgring together those
credit institutions sharing similar features in mes of financial intermediation
activity, proves to be a complementary tool forpker group analysis, accomplished
at the off-site supervision level. The aim of dudg was to include a representative
sample of Romanian credit institutions into smallemogenous clusters, in order to
assess which credit institutions have similar patteaccording to their risk profile
and profitability. We found thagver the period 2004-2006, the clusters remained
relatively stable in terms of similarity of exposuo risks and profitability.
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cluster analysis.
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1. Introduction

The implementation of Basel Il provisions has gatexl effects for both
individual credit institutions, which must rigordyddentify, quantify and manage
risks, and for supervisory authorities. Thus, tlessing from conformity with the
prudential banking regulations approach to a rig&ell approach requires the update
of the traditional surveillance methods, by addimg new quantitative robust
techniques, in order to assess in real time theradvchanges occurred in banking
activity, which can increase banks’ risk exposure.
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In our opinion, this evolution will be reflectedreponderant in the off-site
supervision activity, because its basic role is to centralize accutatd quality,
timely information’s and to process them by meahseveral techniques, which
range from simpler statistic ones to more soplagtit and complex ones, namely
stress-tests and early warning systems. The fagtgory of techniques includes
analyses that compute financial ratios, purposgéugdicate the results of the on-site
exams. These ratios will be then introducedfimancial ratio and peer group
methods, to give a global picture on the activityaocredit institution, to detect
tendencies in the banking system and to signatengial impairment of the banking
activity.

Having as purpose the identification of thoseddrinstitutions which are similar in
terms of their risk profile, we have applied a noetblogy that has attracted the
interest of different economic entities (both eamimagents and institutions of the
financial market), namelgiata mining The generous topic afata miningconsists in
algorithms providing classifications, estimatesdictions and groupings. The most
frequently used techniques for data exploration aeerral networks, decision trees,
genetic algorithms, cluster analysis and case r@agoMost authors argue that the
selection of the most appropriatata miningtechnique, for being applied in a
particular situation, it's an art, being conditidngy the analyst’'s experience.

The present study implements the cluster analgstsique, in order to examine the
number and structure of Romanian banking groupsdihare similar features of the
risk exposure, profitability and intermediationieity costs.

2. Methodology- An Overview

Cluster analysis is, by excellence, an unsupervigagning technique, that
identifies the complex relationships between vdesb without imposing any
restriction. Consequently, the initial dataset ateseed the distinct specification of
a target variable (the dependent variable) andemsely, of predictor ones
(independent variables). All variables have the esammportance, because the
analysis’s goal is not to predict a certain valug,instead, to identify the presence of
specific patterns or correlations among varialtiesnclude the different variables or
cases into more homogenous groups. Unlike @i mining techniques, we don’t
have to establish a predetermined set of classés,iotroduce a training stage based
on a collection of past data. The entities’ clusggris based exclusively on the
similarities identified in the variables’ structurgéet, the results obtained are valid
only for the ex-ante defined sample; they cannotgeeeralized to the entire
sector/economy. According t®kRomesburg (2004), this technique represeras
mathematical microscope for looking at the relasiai similarity among a given set
of objects. It cannot be used for making statistickerences about these relations to
a larger population. Any inferences a researchekesaby studying the tree are made
by using reasoned analogy rather than by using &statistical methods
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Cluster analysis focuses on the examinatiorthef interdependencies between
variables, its finality consisting in gathering #am entities into more homogenous
groups, namedlusters Therefore, there must be completed several stages

Definition of the analysis’ goal, of the assumptitm be tested and the
selection of the most significant variables;

Processing numerical values, by applying a stam#idn procedure.
Standardization is imposed when the variables ¥peessed in different units
of measure, in order to lower the risk of misrepreation of the resemblance
relationships between the entities in the sampterdfore, the variables will
become dimensionless. Another advantage of thedatdization procedure
consists in the uniformization of the variablesfluence, by eliminating
extreme values, which are susceptible of generdtiaged results. Failing
standardization, if one variablelsalues range between a large interval than
the other ones, then this particular variable dhefit of a greater importance
in establishing the similarities between entitédsnaturizing the results.
Selecting a clustering procedure. Economic litemtiias consecrated three
main procedures:

- K _means _clustering (non-hierarchical clustering) needs the
specification of a pre-established number of chgstelt is
recommended when the number of observations exd€$ifs

- Hierarchical clusteringwhich groups the entities into a hierarchical
structure.

- Two step clusteringapplied mainly for large data sets or for text
variables.

Selecting an appropriate method for data aggregaflthne most frequent
applied methods argingle linkage(nearest neighbor, min distancedmplete
linkage (furthest neighbor, max distance) arghtroid clustering

Choosing a unit of measure or an algorithm fordis¢ance/similarity between
entities, according to data type (interval, coubihary variables). It is
important to mention that, in this case, the distarsn’t measured in physical
units, but in terms of resemblance between thénsitr characteristics of the
entities considered. One must computaeaemblance coefficienwhose
meaning can be interpreted in terms ofsiailarity coefficient or as a
dissimilarity coefficientTherefore, the bigger the similarity coefficieatllue,
the more resembling the two entities. Instead gh kialue of the dissimilarity
coefficient indicates a low resemblance.

Interpretation of the dendrogram and identificatioh optimal number of
clusters. The establishment of the correct numlberiusters is, however, a
subjective process, depending on the decident’'srexce.
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3. Research Premises

The goal of the present study is to identify reskmgbcredit institutions, which
can be included into homogenous groups, according series of prudential and
profitability indicators. Our study aims to provida alternative to the peer group
techniques, implemented by supervisory authorifiesthe process of off-site
surveillance. According to this technique, credgtitutions are, firstly, grouped by
size or volume of activity, and then, for each groare made comparative analyses
between the current values of financial indicatared the previous oneshe
disadvantage stems from the fact that this metlodat signal the impairment in the
financial condition of the whole group, but onljhetdistress of a particular credit
institution in that group.

Unlike it, cluster analysis, as an exploratory teghe, allows the comparisons
between all credit institutions in the sample, sifggng them into a certain group,
according to the similarities identified. The camnciple of this technique is that of
minimization of the variance between the componafta group, simultaneously
with the maximization of the variance across groupghis way, one can notice the
degree of group stability over time.

The study had been conducted for the period betv2€é&4 — 2006 years, and
includes data collected on an annual basis fromRafanian credit institutions,
classified as universal bankg/e have excluded from the sample the specialized
banks, implied preponderantly financing the SMEs, the car acquisitions or the
building activity, and the subsidiaries of foreiganks. At the end of 2006, the credit
institutions included in our sample concentrateshare of assets into total Romanian
banking system’s assets of 75.37%.

Cluster analysis had been applied for each oftliheetyears considered, with the
aim of examining the clusters evolution over tirttes measure in which they remain
stable. We have computed 8 financial indicatorsetdeon stock data gathered from
banks’ balance sheet, in order to assess the iaetkation activity’'s main
characteristics, in terms of profitability, costsdarisk exposureBelow we provide
our list of indicators:

- Capital and reserves to total assetglicates the degree of a bank’s risk
aversion. The higher the ratio is, the bigger thmedit institution’s risk
aversion. This ratio statutes the role of bankiagi@al as a main cushion
against financial losses.

- Cash holdings, securities holdings to total asse¢msure the liquidity risk. A
higher value indicates that the bank is preparedvitbstand a suddenly,
significant deposit withdrawal.

- Loans to deposits ratis considered to give a clue concerning the ocogge
of a credit boom. It also statutes the degree ichvinternal resources are
adequate to cover credit demands, in order to allmwsustainable expansion
of the credit activity.
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- Loans to non-financial institutions and househotdstotal assetsndicate
bank’s exposure to credit risk.

- Operational expenses to total assetsasure the efficiency in terms of banking
activity costs.

- Return on assets RQAflects the net profit brought by a unity of asset

- Return on equity ROE the most significant expression of the bankingfip
from the shareholders’ standpoint. It is known tadtigher profitability may
also imply riskier practices.

- Profit margin,computed as net profit to total income. The bigtevalue, the
more profitable is the bank.

- Customers’ deposits to total liabilitiess an important indicator because a rise
in its value reflects an intensification of the is@vprocess on the domestic
market. It is of particular importance in the attudernational framework,
characterized by uncertainty and financial turboés) because it indicates a
shift from foreign borrowed capital to the domestie.

By selecting the above mentioned set of variabdes, aim was to capture the
information incorporated into the main financiatisa and to aggregate them, by
means of cluster analysis, so that to obtain moarmdgenous groups according to
their attitude towards risk. Nevertheless, we hexeluded from our dataset those
variables that proved to be highly correlated wother variables, to avoid biased
results. This was the case for ROE, with corretatioefficients exceeding 0, 8. Once
we have defined the data matrix, we proceeded tsta@ndardization.

We have chosen a Z scale conversion, known alsorasal standardization,
determined as (The Current Value of a variable-rAge Value)/(Standard
Deviation) (1).

As a measure for the distance between credit uistits, we have decided to
employ thesquared Euclidean distandecause, in the process of group building, the
distinction between them is made according to tieacteristics of the outlier banks.
The studies of Wolfson (2004), Gutierrez and Saan@006) propose the same
approach. The clustering procedure we chose wasggemerative hierarchical
clustering; because it allows the grouping of resembling bankgout specify ex-
ante a pre-established number of clusters. Theoagghtive technique places, firstly,
each credit institution into a distinct group, thproceeds to their merger into
successively larger clusters, according to the aaggtative method chosen. In this
study we have applied, comparatively, three methods

» Single linkagedetermines the distance between two clustersdyidtance of
the two closest objects in the different clusteesafest neighbor).

» Complete linkaggoins two clusters characterized by the greatestadce
between any two objects in the different clustdustifest neighbor). This
method is usually employed when the entities algtuédrm naturally
distinctive groups.
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» Centroid clustering statutes thatthe distance between two clusters is
determined as the difference between their cerdrdlie centroid being the
average point in the multidimensional space otuater.

4. Resultsand Interpretations

As we have previously mentioned, cluster analysian exploratory technique
which organizes large amounts of observed data &t@duced-size meaningful
structure. In order to discover the hidden infoioratin our set of financial
indicators, we have applied the clustering techaifpu each of the three years, taking
into account three different methods for computirgiance functions.

Although we have formulated our conclusions tstgrfrom the single linkage
agglomerative method, the other two methods seaged goodness-of-fit test. Table
1 illustrates the output obtained for the year 2006

At stage 1 appears the first cluster, constitutgdckedit institutions 4 and 14,
because they registered the smallest value of sipgared Euclidean distance
coefficient(0,193). Remember that tleguared Euclidean distance coefficieata
dissimilarity coefficient. The bigger its valuegtmore pronounced the discrepancies
between the entities analyzed. At stage 2 crediitutions 1 and 7 merge into a new
cluster, having a proximity coefficient of 1,126hd clustering algorithm labels each
group with the lowest number of the component bakks instance, the cluster from
stage 1 will further be encountered as clustersioe can observe, at stage 3, cluster
4 merges with the bank 8, creating a larger clusédeled 4, according to the rule
mentioned above. As the value in the coefficierdkimon increases, the distance
between groups, expressed as a resemblance measveases too. The last credit
institution that joins the unique group is 12, watlproximity coefficient of 41,761.
Therefore, this particular credit institution isathcterized by distinctive banking
activity parameters relative to the other bankghasample. Maybe this is due to the
fact that its banking products and services arectéd mainly to support the
exporter/importer activity. The entire process @&frgers is automatically summarized
by the dendrogram (hierarchical tree) below (sespB1l).
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Graph 1. Dendrogram using Single Linkage (year 2006)
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At this point of the analysis, we face with two mairawbacks of the clustering
algorithm. First of all, the identification of tletimum number of clusters proves to
be a difficult, subjective choice. Yet, the dendeog and the proximity coefficients’
value in the agglomerative schedule may help, atdig sudden, large jumps in the
level of similarity as more dissimilar banks (grsupare merged. The second
drawback derives from the even goal of clusterymis| that of discovering hidden,
latent structures in data, without providing an largtion of their existence or an
interpretation.

As we have mentioned before, we have chosen siimfgge method because we
didn’t had any strong a priori expectation conaegrthe potential number of clusters
in the sample, or the presence of some naturalpgroliable 2 synthetizes an
evolution of groups’ components across the 20046386iods, under the assumption
of several agglomerative methods.

In order to assess the reliability and validitytbé classifications obtained, we
repeated the analysis by using each time a diffelestering method (single linkage,
complete linkage, and centroid), a different diseamimeasure (squared Euclidean
distance and Euclidean distance) and a differesroof banks in the sample. The
results remained unchanged, which means that wetraah their significance and
proceed to their interpretation.

In 2004 all three methods identified the samiiers, namely banks 10, 11 and the
cluster of banks 12 and 13. This means that, urtédijh these banks have distinct
patterns concerning their risk profile and profili&gpa In 2005 the common elements
of the three methods were bank 12 and the clu$t&0 @and 13. Also, it might be a
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certain similarity between credit institutions 7dardl. 2006 provided a new
classification, the outliers being now banks 6 aad

Turning to the raw data set, before the appbtoadf the standardization procedure,
we are able to draw some useful observations. Rstamce, in 2006, bank 12
registered the biggest value for tloams to deposits ratio (591%) from all the banks
in the sample, suggesting an aggressive increafee afredit activity, and implicitly,

a higher exposure to credit risk. Also, it indicatkat the credit activity relies heavily
on borrowed funds from the interbank market, antlamcustomer’s deposits. This
finding is emphasized by customers’ deposits tal tidbilities ratio, whose value is
only 1.06%. The ratio of liquid assets to totaledasshas a value of only 12.63%,
being the smallest one. This implies a relativalyhhexposure to the liquidity risk.
Instead, the profitability and operational expengadicators prove an efficient
activity and a good profitability. Consequentlye thresence of these specific features
can justify the classification of this credit itgtion as an outlier. The discrimination
between the other banks in the sample is much miiffieult to be made, because
their indicators’ values range in a smaller intéraad the discrepancies are less
obvious. Therefore, this is the appropriate andomenended framework for
developing a cluster analysis.

However, this approach isn’t able to provideleac picture on the degree of risk
faced by individual banks or by a cluster. Thuse cannot assess which clusters are
riskier than anothers. If we correlate the factt thast credit institutions were
gathered in the same cluster with the analyses©iénRomanian financial stability
report, which statute that the banking system ablst well capitalized, capable to
withstand shocks, then we can affirm that banksftbis big cluster are sound, with
a moderate exposure to financial risks. All in #le banking system’s main concern
consists in managing credit risk.

To conclude with, over the period 2004-2006, thesters remained relatively
stable in terms of similarity of attitude towardskrand profitability. The groups
identified are unbalanced, with a big one gathetiteghigh and medium sized banks,
and some outliers, represented by small banks, avittarket share of 1-1,7%. These
small banks are oriented to the retail segment pmded to be very dynamic,
especially in 2006. They operate in a flexible, @@ manner, in order to gain new
customers and increase their market share. Yesterlanalysis doesn’'t provide a
hierarchy of the riskier entities or an expliciasen for their grouping. That’s why, in
our opinion, the analysis must be extended and tmetp with several quantitative
robust techniques.

5. Conclusions

Cluster analysis, as an exploratory data analgsisnique, proves to be valuable
not only for assessing homogene banking groupseimd of risk profile and
profitability, but also it can identify groups shag similar features of the financial
intermediation activity, large and complex bankgrgups, as a potential source of
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systemic risk (see Financial Stability Review, deber 2006), or the degree of
financial integration in the euro area banking stdy (seeGutierrez, Sorensen 2006
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Table1l. Agglomeration Schedule (year 2006)

15

Stage Cluster First
Cluster Combined Appears
Stage| cluster 1| Cluster 2| Coefficients| ciyster 1| Cluster 2| Next Stagg
1 4 14 .193 0 0 3
2 1 7 1.1246 0 0 5
3 4 8 1.501 1 0 6
4 2 3 1.529 0 0 7
5 1 9 2.001 2 0 10
6 4 5 2.024 3 0 7
7 2 4 2.139 4 6 8
8 2 15 2.809 7 0 11
9 11 16 2.837 0 0 10
10 1 11 3.403 5 9 11
11 1 2 3.406 10 8 12
12 1 10 4.390 11 0 13
13 1 13 4.582 12 0 14
14 1 6 11.22§ 13 0 15
15 1 12 41.761 14 0 0
Table 2. Group’s evolution over time
2004 | Singlelinkage Completelinkage | Centroid clustering
2,3,4,1,5,6,16,7, 2,3,4,1,7,9,5,6, 2,3,4,1,7,5,6,16,14,9,8,
14,9,8,15 16,14 5
10 8,15 10
12,13 12,13 12,13
11 10 11
11
2005 | Singlelinkage Completelinkage | Centroid clustering
14,16,4 14,16,4,6,8 14,16,4,6,8,1,2,3,5,9
6,8,7,11,1,2,3,5,9,15 10,13 7,11
10,13 7,11 10,13
12 1,2,3,5,9,15 12
12
2006 | Singlelinkage Completelinkage | Centroid clustering

4,14,8,5,2,3,15,1,7,9

,4,14,5,8,1,7,9,13,2

4,14,8,5,2,3,15,1,7,9,1]

Lv

11,16,10,13 3,11, 16 16, 13
6 10,15 10
12 6 6

12 12




