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. Existing and ongoing studics on nanowires present a scenario of rapid developments and we review here main physical properties of
these systems along with the theorctical methods relevant to their understanding Conductance quantization in the ballistic regume has been de. cribed
undet vanous conditions. Resistivity of the nanowires of length longer than the transport mean free path 1s described for various matenals Coulomb
Iy and superconducting behaviour of nanowires are presented. Optical behaviour, Raman spectra and magnetic behaviour of nanowires are also
gscussed An illustration of electronic subbands formation 1s given by using a ught binding approach. Standard theoretical methods. namely Landaucr
approach and Luttinger liquid approach which arc apphcable to one-dimensional systems arc reivewed n brief For thick nanowires that cannot be

wudered one-dimensional there is a need for other theoretical methods. A survey is presented of a number of methods employed by different workers
wr ivestigating various physical properties of the nanowires.
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1. Introduction

Consider a system with dimensions L, L and L along the x, y
and z-axes respeclively in the space. A wire will correspond to
the situation where L, >> L ,L . While L _is supposed to denote
the length of the wire, L‘, and LZ definc its cross-sectional
dimensions. The shape of the cross-scction of the wire may be
of many types like rectangular (breadth = L, width=L ), clliptical
(major axis = L, minor axis = L,) or circular (diameter = L= L).
When L‘, and Lz are of the order of 100 nanometer or less, the

wire is called 'nanowire’. A wire having L and L_of the o,

. . h der
100 microns or more will be a 'macrowire’ or bulk wire, !

In recent ycars nanostructured materials hay, ¢
tremendous amount of attention due to their new promyy,
applications in the electrical, optical, and magnetic dev)c, el
[1-4]. The devices based on nonowires show high Quiniyy
efficiency as compared to the devices on macrowire I5) Ty
example, single-walled carbon nanotubes have been yyy "
building blocks to fabricate room-temperature ficld-vlluil
transistors [6-8], diodes [9, 10}, and an inverter 1), which
represents a key component for a logic circuit, Semicondy, i,y
nanowires have also been used as building blgcy, Ly
asscmbling a range of nanodevices including held-clie
transistors [12, 13], p-n diodes [13, 14], bipolar junc(.,
transistors, and complementary inverters [14]. Morcover, iy,
on-insulator quantum wire has been fabricated and from )y,
single-clectron transistor has been developed [15-17). The single.
clectron transistor has been applied to logic circuis s
inverter [18] and exclusive-OR gates [ 19]. Studies are also vy
on in the area of optoelectronic devices based bn InAs/Inp el
assembled nanowires in the wavelength range \.3—! SSpm|2
23]. Apart from their use in devices, nanowires tan also funciig
as interconnection wires in nanoclectronic devices ||

Tawy

When a nanowire is uscd like a device, it & connected 4
both the ends by three dimensional (3D) leads [24] In fact the
'nanowire' samplc is considered only a part of a larger svaien
containing 'ideal lcads' that connects the ‘reservorr’ witl |
sample. The 'reservoirs' are characterized by their chem
potentials. In a typical experiment (like electric transport) ane
connects the ‘nanowire' sample to charge ‘reservon’ Th
situation 1s shown schematically in Figure 1 where we h
considcred a 'nanowire sample delimited by (L /2. L /2[n
x-direction. The y-and z- directions are assumed fobe
perpendicular to the length of the wirc. In Figure | we showih
nanowire and ideal lcads only in A-y planc The lell (neh
reservoir injects bare right (left) going electrons with a wl
defincd electrochemical potential u; (4,) [25]. Becausc ot the
confincment of the electrons in a nanowire along two direction,
the properties of these wires become very sensitive Lo thr

Y

) I___ X
IDEAL IDEAL
LEAD NANOWIRE LEAD

b

RESERVIOUR-1
F
P
=
RESERVIOUR-2

Figure 1. A nanowire of length L, and width L, is shown Breadh L o
nanowire is not shown as the figure corresponds to X-¥ planc only
wire is connccted to reservoirs of chemical potentials v and H- |hn:
ideal leads. The ideal leads provide transport channcls shown by am’
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hape and size. Expa.:rimental gnd/or theore:tical investigations
have shown that optical, electrical, magnetic, superconducting
and many other properties of the nanowires show such features,
o hich are hitherto unknown in the macroworld. It must howevcr
e noted that in the experimental measurements care should be
jaken lo ensure that it is the (quasi-) one dimensional physics of
e nanowire rather than the three-dimensional physics of the
Jeads’ which is being probed. This will be the case provided the
wire 18 larger than the thermal cohercnce length [26)

k,,T' )]

Here. # is the Plancks constant divided by 27, v 1s Fermi
\clocity, A, is the Boltzmann constant and T'is the temperature
o the wire. In a GaAS nanowire of length L =1 pm and of
clectron density of one electron per 10nm eq. (1) willneed 7210
mK for L, < L_[26]. Thus for a micron length GaAs nanowire
avperiment should be performed above 10 mK for analyzing one
dimensional physical phenomenon.

In this article, we present a survey of the gencral behaviour
o the physical properties of nanowires and also provide a brief
aweount of the theoretical methods developed for understanding
e physical behaviour of these systems. Because we only wish
wonvey a broad picture of the field rather than exhaustive
anunt, we had to choose only a few references. Our apologies
wauthors whose work we could not include in this article. In
section 2 we describe the types of nanowires from different
angles Nearly all the properties we discuss depends on
dectrons. we therefore present forination of electronic subbands
i Section 3. Various physical properties of the nanowires are

presented in Section 4, while theoretical methods are described
i Section S,

1 Types of nanowires

lna broad sense we can classify the nanowires in two different
ways (1) On the basis of the typc of the material used in the
labneation or synthesis of the wire, and (ii) On the basis of the
method of preparation of the wirc.

21 Material-based classification

Wehave four types of nanowires (i) metallic nanowires (i)
‘tmiconducting nanowires (iii) semimetallic nanowires and (iv)
wrbon-based nanowires.

h) . .
*1'1. Merallic nanowires

-:‘l:lnnwnc.\ of metallic materials like wires of Na, Cu and Al [27-
) come 1n this category. In such wires, the effective mass of
eclecuons, m*, will be nearly equal to the bare mass of electron,

m

)

Computer simulation on Al and Pb nanowires suggest that
c flhin wirés of these metals should develop exotic, non-
Tystalline stable atomic structures once their diameter decreases

uly
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below acritical size [30, 31). The new structures, whose details
depend upon the material and wire thickness, may be dominated
by icosahedral packing. Gulseren, Ercolessi and Tosatti (30,31]
proposed 1o name such wires 'weird' wires. A possible reason
for the wire structure to switch from crystalline structure to
weird structure is the smaller relative surface/bulk ratio in the
wires, It may be noted that for a nanowire L_ << L . So, the
surface arca of a cylindrical nanowire (of diameter L =L)wil

be 3 nl+n L L, =mL L, contrary to the area 3 nll ofa
3D cylinder. So, the relative surface/bulk ratio will be 12/L fora
nanowire as compared to 18/L,_for a 3D system. A synthesis of
weird wirc is yet to be reported. Very recently, Wang and
coworkers [32) have used tight-binding approach for the study
of ultrathin utanium nanowires. They found that such nanowires
show helical multiwalled cylindrical structures with pentagonal

packing in very thin wires and hexagonal packing in thinner
ones.

2.1.2. Semiconducting nanowires

Nanowires bascd on semiconducting materials like Si, Ge and
InSb belong to this group [33-36] The effective mass of an
electron in such nanowires 1s relatively much smaller than the
frec clectron mass m,). In fact, m* will be of the order of my/100 or
my/10. (sce Table 1). While nanowires of semiconducting
materials are cxpected to show semiconducting behaviour,
Landman and coworkers [33] have shown by computer
simulation of Si nanowires that when the length of the wire is
short (~ (.6 nm) the wire will show metallic behaviour. Silicon
and silicon-based nanowires [37-39], Ge nanowires [34, 37|, SiC
nanowires [40-42] and S1,N, nanowires [43] all have a uniform
crystalline core with an amorphous oxide outer layer [44].
However, synthesis of Ge nanowircs by Gu and coworkers |35]
has shown that Ge nanowires can be synthesized in the single
crystallinc form also.

Table 1. Effective mass of electrons, m*, in some of the nanowire materials
m, is thc mass of the bare clectron

Matcnal m*/m, Reference
GaAs 0.066 64
InGaAs 0.041 64
InSb 0015 36
CdTe 0.091 65

2.1.3. Semi-metallic nanowires

Bismuth and antimony are semimetals. Bi nanowires exist in the
crystalline form [45, 46]. An interesting feature of the Bi
nanowires is that their structure is not affected by alloying with
Sb upto 15 at. % (47]. On the other hand, the structure of
antimony nanowires 1s different from bismuth in that the
antimony nanowires exist in a form, which is combination of
both the crystalline and amorphous phases |48]. The maximum
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ratio of the crystalline to amorphous form in antimony wircs is
obtaincd by annealing at 150 C [48, 49].

2.1.4. Carbon-based nanowires

Carbon ¢xists in three forms-diamond, graphite and fullerencs.
Graphite needles having diameters of usually 2 nm to 30 nm and
length ~ | pm are carbon-based nanowires. Thesc are essentially
rolled up sheet of carhon hexagons. As these are hollow from
inside, the carbon nanowires are usually called carbon nanotubes
| 1]. These nanotubes can be either a metal or semiconductor
depending on their diameters and helical arrangement of carbon
atoms. The helical arrangement about the tube axis is specificd
as follows. Let a/~/3 be the nearest-neighbor C-C distance in
a carbon hexagon of a graphite sheet. Then @ = ai and
b =(—i+\/§j)a/2 will denote the primitive translational
vectors. Here, @ (j ) is a unit vector along the X(Y )-axis of
Cartesian coordinates. A given vector R in the graphite shect
will be given by R = na + mb. The helcity of the carbon
nanotube is denoted by (n ,n,). When n, = 0, we have the

commonly called 'zigzag' nanotube, while whenn, =2n, it will
bc an 'armchair’ nanotube | 1].

2.2. Fabrication-based classification
2.2.1. Nanotubes

Nanotubes arc normally formed by arc discharge, laser ablation
and catalytic decomposition of reacting gases. Nanotubes
include carbon nanotubes (1], BN nanotubes [50] NbS,
nanotubes [51, 52]. TaS, nanotubes [51, 52] and Na, V.0,
nanotubes [53, 54]. As the name implies these nanowires are
hollow from inside. The nanotubes have a well defined structure

2.2.2. Cast-in-tubes and tube-coated nanowires

Cast-in-tubes are [abricated by filling hollow channel tcmplates
of carbon nanotubes or of porous materials hke anodic alumina.
For example, carbon nanotubes arc used 1n this way (o produce
Cr|[55],Pb|56] and GaN [57, 58] nanowires. The surface energy
of the cast-in-tube nanowires 1s expecled to be low becausc
there arc no dangling bonds on their surface. Nanowires can
also be fabricated by coating the outside of nanotubes. The
difficulty with such wires is that their diameter is not uniform
|45]. However, Bezryadin and coworkers [59] have fabricated
MoGe nanowires of thickness of order of 10 nm by sputtering a
superconducting alloy of amorphous Mo,,Ge,, over a
freestanding carbon nanotube.

2.2.3. Island-shaped nanowires

Such nanowires are synthesized on a substrate surface using
various techniques such as molecular beam epitaxy [60], electron
beam lithography [61] and scanning tunneling microscope
pattern Writing 162). The surface energy of the island-shaped
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nanowircs should be low because there is a large inter{a, are
. Cd
between the island and the substrate.

2.2.4. Free standing nanowires

This group of nanowires comprises of freestanding nanow;re,
[32], which have been synthesized by laser ablation. Such Wire,
have relatively very large surface energy especially f, P
bonded covalent materials, and it is very difficult to synthey,,,
them by other methods. In fact, the high surface energy p.
risc to structural instability, thereby putting constraints op (p,
minimum value of the diameter of the frec standing nanow,,
[34].

3. Formation of electronic subbands

Before describing the physical behaviour of nanowires 1t wilj i
advantageous to have knowledge of the cnergy levels in (hey
systems. Because of the confinement of the clectronic way,
function along the y and z- directions the energy levels of 1y
nanowires will show subbands. Kramer and Masek [24, 63| ha,
worked out a systematic study of encrgy levels in nanowye
systems within a tight-binding approach. They\, considered
nanowire made of a square lattice (with latticc constant a) such
that

L_=Nu
and
L =Ma.

This simple two-dimensional model describes the essentul
physics of energy levels of a nanowire with N as the numbei v
sites along the wirc length and M as the number of sites i th
direction perpendicular to the wire axis. Since for ananowire [
<<L,. itis clear from cgs. (2) and (3) that M << N. In [act, [rom,
practical viewpoint, it may be assumed that N — oo, while M
of the order of 10-100.

In a tight-binding approach [63], the Hamiltonian of th
nanowirc may be writlen in the form

N M-I N-1 M
H=Y Z|jm)(j,m+I|+VZZ|jm)(j+l,m|+H C
J=1 m=1 j=lm=1

Here, (j, m)denote the site index (j=1,2.......... M ). The latnw
constant is taken to be unity so that L, =Nand L =M T
hopping matrix element between nearest-neighbors n the 7
direction (y-direction) is taken to be the unit of the encrgy V1
the hopping matrix element betwecn nearest neighbors i the)
direction (x-direction). Periodic boundary conditions ar¢ take
in the j-direction, which is possible because length of th
nanowire is large (N — oo).

The Schrodinger equation corresponding to the Hamiltonid
H (eq. (4)) may be written as

r-'i,»u-l +Cj.m-i +V(Cj+l.m +ci—l,m)= Ecjm ’ (5
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where € is the component of the eigenfunction at the (j, m) site
.nd E 15 the eigenenergy. Because of the periodicity of the atomic
jrangement in the j-dircction, we may take Cny = Cm€Xp (ikj)
wth -T<kST. When it is so, eq. (5) will be reduced to

Cpat FCmey +2Ve, COS K = Ec,, . )

This is formally the same as the expression obtained for an

wolated system of length M in the m-direction, except that an
Jdditional m-dependent diagonal term occurs. Let c,‘,'," =1,
s . M) denote the solution of the M-dimensional system of
cquations represented by eq. (6) with the corresponding

agenvalue
E,=E +2Vcosk )

und wave function

M N .
)= N X Y enke™ | jm). ®

m=1 )=l
Ihe orthogonality of the eigenstates implies

M

Z((’\:'L )‘ Cl\;;k = 6\'\"' (9)

Ineq. (7), E, is the energy corresponding to the transverse
m-direction) states of the nanowire. In Figure 2, values of £ are
shown [or different v for M = 10. These values are based on Ref.
03] The full energy E, is plotted 1n Figure 3 [63]. It1s clear from
e Inpure that the energy spectrum consists of well separated
quast 1D energy bands. The reason for this lies in the geometrical
ustramt on the motion of the electrons perpendicular to the x-
dircelion

) I (N SR T S B |
3 4 5 6 7 8 910

-
[y =)

tigure 2. Variation of the Energy E, of the transverse motion in a
Miowire modeled by a N x M lattice structure with N — oo and M = 10
The yuantum number v distinguishes the ten quantum states Values of E,
e based on Figurel of Ref. [63).

Flom the viewpoint of existence of quantum effects, it is
"quired that the subband splitting be large. One of the parameter,
“hich controls the subband splitting is the effective mass, m*,
Wlthe clectrons. In Table 1 we present effective mass of electrons
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for some of the nanowire materials [36, 64, 65]. It is clear that out
of the systems presented in Table I, InSb corresponds to the
least cffective mass of electron, and so is most suitable for the
appearance of the quantum effects. In fact, InSb nanowires are
indeed found 1o show a 1D behaviour [36]. In the ridge-type
InGaAs nanowires (of diameter 300 nm) the subband splitting
as large as 7.4 meV are obscrved [66).

4

-4

ﬁ
x

Figure 3. Elcctronic subbands for a nanowire specificd in Figure | of Ref
[63] and replotted by enlarging the momentum axis X The different

subbands corresponds to different v. the lowest one corresponding to
v=1

4. Physical behaviour of nanowires

4.1. Conductance under ballistic transport

The conductance of nanowires depends upon the conditions,
which describe the status of carriers (r.e. electrons). In the
simplest possible case onc considers measurements on a
nanowire having noninteracting clectrons Other possible cases
include : nanowire under a high magnetic lield, nanowires with
interacting clectrons and disordered nanowires. The
conductance will, in general, be different in different cases. Apart
from this description of carricrs and conditions that prevail during
measurement the conductance also depends upon the length of
the wire. Of particular interest is the case when the length of the
nanowire is less than the transport mean free path. In this casc,
the nature of the transport will be ballistic, and will lead to infinite
conductance. But, because of the fact that the nanowire is
connected on its two sides by leads, there will be lead-nanowire
contacts in the circuit. These contacts make the conductance
finitc. In this section, we shall consider conductance of only
such nanowires, which are shorter than the transport mean free
path. Conductance for the lengths of wires greater than the
mean free path will be described in the next section (Sec. 4.2).

4.1.1. Noninteracting electrons without external field

Conductance has been measured in different kinds of nanowires
of metals (Au, Al, Pb, Na, Hg and Sb), of amorphous mctals
(Co-Fe-Si-B), of scmi-metal (Bi) and of ceramics (La-Sr-MnO,)



330

[67]). It has been found that the conductance is quantized in
steps of
Gy=2¢*/h, (10)
(c.f. Figure 4). The first reports about quantization of
conductance were made by van Wees and coworkers |68] and
Wharam and coworkers [69] in the two-dimensional gas of a
GaAs-AlGaAs helerostructure. The origin of the conductance
quantization lics in the ballistic transport through a nanocontact
region between the paramagnetic lead wires. In the case of
ferromagnetic lcads the situation is more complicated and still
under dchate [63]. Although it is known that single experiments
on N1 nanowire do show conductancc quantization, there is still
controversy about the structure of conductance, which has been
reported to be almost featurcless [70, 71]. This 1s 1n contrast to

the case of Fe nanowires whose conductance shows pronounced
peaks | 70].

4 —_—
£ ‘
3 '
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Figure 4. Vanation of conductance G with the encrgy duc to the ballistic
transport through a nanowire connccted to paramagnetic lead wires on
both the sides The energy axts shows the filling of the subbands

4.1.2. Carbon nanotubes

Conduclance quantization is also shown by metallic (‘armn chair')
carbon nanotubes [1]. An 'arm chair' carbon nanotube is a
metallic nanowire with two linear clcctronic cnergy bands that
cross at the Fermi energy E . Because of this the conductance
of defectless carbon nanotubes will be quantized in units of 2G,,
= 4¢2/h [72-74]. contrary to the conduclance quantization in
units of G, in other types of nanowires. Defects reduce the
conductance by a quantum unit G, [75].

4.1.3. Spinless electrons in one-dimensional constrictions in
GaAs/Al Ga, As heterostructures

In the case where the nanowire system is kept in a strong magnetic
field, spin of the electrons will not be so relevant, and so the
nanowire will behave as a system of spinless clectrons [26]. In
such systems conductance will be quantized in units of G2 =
e2/h. Thomas and coworkers [76] have measured conductance
of onc-dimensional constrictions defined by split gates in high
quality GaAs/Al, ,,Ga, (,As heterostructures by applying a
magnectic ficld of 16T. This field was found strong cnough to lift
thc spin degencracy of the 1D subbands giving conductance
plateaus quantized in units of G /2.
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4.1.4. One-dimensional constrictions in GaAs/ AlG

a
heterostructures in variable magnetic field s

In another experiment on one-dimensional constriction, defing
in high mobility two-dimensional electron gas, formeq
modulation-doped GaAs/Al ) ,,Ga, ., As heterostructurc Lrowy
on a (100) GaAs substrate, Thomas and coworkers [77) haye
found upto 26 quantized ballistic plateaus in zero magnetic fielg
Apart from this they have seen a structure in the rising edge of
the conductance versus energy curve starting at around ()7 (;
This structure merges with the first conductance plateay wl{{,
increasing energy. When one increases the in-planc magne,
field. the structurec moves down and eventually merges wyj,
new conductance plateau at G /2 in very high fields [77] iy,
to explain this feature of the conductance of the clean and ne gy,
straight nanowires have been made by many authors [78-80;
These authors have used ideas like involvement of spin
polarized subbands [ 78], conductance suppression in a Lutunger
liquid with repulsive interaction and disorder [79] and local Spin-
polarized density functional theory. Very recently, Rejec ang
coworkers |80, 81] have suggested an interesting explanation of
the behaviour of the conductance threshold. The y have shown
that quantum wires with weak longutudinal confingment, or apen
quantum dots can give rise to spin-dependent. Coul yr
blockade resonances when a single electron 1s bound in i
confined region. The emergence of a specific structure at ¢,
Gy/4and G, ~ 3G /4 is a consequence of the singlet and mpiu:
nature of the resonances, with a probability ratio 1.3 for singla
and triplet scattering and as such 1s a universal effect

4 1.5. Reduction of quantization step

In nanowires wherc interaction between the clectrons i
important, it is predicted [26] that the conductance will b
renormalized to

Gy, =11Go. il

where n>1 corresponds to attractive interaction amone
electrons, while 1 <1 corresponds to repulsive interactum A:
1s obvious fromeq. (11), n =1 corresponds to the noninteractng
case.

In 1995, Tarucha and coworkers [82] performed conductan
measurements on GaAs nanowires of length L =2~ 10 and
interpretcd their measurements using a modified Lutunger hqud
theory of Ogata and Fukuyama [83] that takes into account the
scattering due to disorder. They estimated 7 to lie from 0 0210
0.7. This implies that there exists a significant interaction amons
the electrons of these nanowires, and that the conductan.e ™
reduced by 30% in the ballistic limit. But the reduction of the
conductance observed by Tarucha and coworkers 18 only alew
percent, suggesting 7 = 1. This led Maslov and Ston¢ [R4]w
argue that the conductance of a quantum wire is G, regardte>
of the interactions amongst electrons in the wire. This is hecaus
the finite conductance of a ballistic wire is due to a coni
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resistance and comes entirely from processes that take place
atside the wire, where the electrons follow the Fermi liquid
ouls

Jescription.

416 Quantization of thermal conductance

7l now we have considered the electrical conductance in the
pallistic regime of nanowires. Quantization has also bcen
Jhserved recently in the thermal conductance |85). Schwab and
coworkers [85] have fabricated a phonon cavity in the form of a
wie [rom a 60 nm thick SiN membran€ by electron beam
uhography and pattemn transfer techniques. The SiN membrane
« used 1n the fabrication of phonon wires because its structural
lyer provides a homogencous effective medium for the long
wavelength phonons of relevance to the ballistic propagation
of phonons at low temperatures.

The umversal quantum of thermal conductance observed
hy Schwab and coworkers [85] at low tempcrature is given by

Gt = ntkT 13k . (12)

This quantum of thermal conductance represents the
manimum possible value of encrgy transported per phonon mode.
It does not depend on particle statistics-but is the universal
walue lor {fermions, bosons and anyons.

417 Comparison of electrical and thermal conductance

|lecneal and thermal conductance quantizations are manifestly
ditferent 1n & number of ways. Two of the most obvious
diffetences are :

I The factor of T in eq. (12), reflects the fact that the
quanlity transported is Thermal energy. In the case
of clectronic conduction, the corresponding quantity
is the electronic charge, and the clectrical conduction
quantum per spin-degencrate band is tcmperature
independent, G = G (cf. cq. (10)).

2 Inelectrial conductance a scries of conductance steps
arc observed (Figure 4). In such measurcments,
chemical potcntial and temperature can be controlled
separately. At a fixed low temperature, the Fermi
energy can be changed by changing clectron density,
which allows us to sweep scquentially the different
clectron states of the nanowire. With phonons, one
can change only temperature. In phonons the Bose
distribution smears out all features cxcept at very
iwo temperatures when the lowest energy phonons
alone contribute [86].

12 Resistivity

h the previous section we considered conductance of such
"Mowires whose length is less than the transport mean free
Pih In this section we consider conductance of nanowires of
lenghy larger than the transport mean free path. Rather than
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conductance we shall consider resistivity p . which is rclated
with the conductance by

p=AIGL, (13)

. . 2 . .
where A is the cross sectional arca (A=1n 1 14 for circular
cross section, while A =L, L, for rectangular cross section).

We consider the behavior of resistivity separately for the
follwing four cases : (i) Metallic nanowires, (ii) Nanowires made
of semimetallic matenals, (ii1) Nanowires made of semiconducting
materials, and (iv) Nanowires based on carbon nanotubes.

4.2.1. Metallic nanowires

The electrical resistivity of metallic wires of length much larger
than the transport mean frec path 1s governed by diffusive
tansport and is independent of the length of the wire. The
intermediate regime, where a nanowire has dimensions of the
order of the mean free path (/) is considered by Durkan and
Welland [29]. They have carried out a study of the width (1)
dependence of the resistivity of the polycrystalline gold (Au)
nanowires. It has been found that below the nanowire thickness
L, =60 nm, the resistivity of the wire starts 10 increase with
decrease in wire thickness (Figure 5). Durken and Welland arguc
that the experimental results of the increase of P with decrcasing

12
Ap nanowile
Length = 500 nm
t 10 - Thickness = 20 nm
33
oa
oz 8 =
x
6 1 | 1

20 40 60
Wire Width (nm)

Figure 5. Schematic vananon of resistivity with the thickness of Au
nanowires This figure 1s based on the work of Durkan and Welland
(Rel. [29])).

L, can be explaincd by a combination of the surface and grain-
boundary scattering mechanisms. In fact, Durkan and Welland
have used a modified Mayadas-Shatzkes approach [87, 88],
incorporating the variation of mcan grain size with wire
dimenstons. According to the Mayadas-Shatzkes model, the
resistivity of the nanowire is given by

-1

Ja 1
p=p(,|l--£-+3az+3azln(l+; (14)
Here, @ =IR/ D, (1-R) with [ as the elcctronic mean free

path, qu as the average distance between grain boundaries,
and R as the grain-boundary reflection coefficient.
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4.2.2. Semimetallic nanowires

Barati and coworkers [48] synthesized antimony (Sb) nanowire
arrays of different diameter L of 20 nm, 100 nm and 200 nm.
They measurcd resistance of this array and found scveral
interesting results . (i) The resistance of all the Sb nanowircs is
characterized by an exponential behavior eE/kaT (Figure 6)
where E1s the characteristic excitation cnergy. (ii) In the case of
the 200 nm diameter nanowire, the resistivity has two values of
cxcilation energies, 60 meV at high temperatures and 130 meV at
low temperatures. (111) The excitation energy depends on the
cross scction of the nanowire. For the Sb nanowire anncaled at
150 K, the excitauon encrgy is 33 meV, 84 meV and 109 meV
respectively for nanowires of diamcters of 200 nm, 100 nm and
20 nm. The origin of such a variation of cxcitation energy is not
known at present [48].

80

Sb nanowire array
’g‘ 60 diameter = 20 nm
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Figure 6. Schematie temperature dependence of the iesistance of an Sh
nanowire arnay with a diameter of 20 nm This figuie 1s bascd on the work
of Barati and coworkers (Refl [48])

4.2.3. Semiconducting nanowires

Finally, we consider the behavior of resisuvity ol nanowires
made of semiconducting maternials Zaitsev-Zotov and coworkers
[36] have found that typical room temperature resistivity i1s more
for the InSb nanowires (L, =0.0— 1.0 mm, L =L =5%1nm)than
for the bulk InSb by at Icast three orders of magnitude. They
turther found that a large number of InSh nanowircs show a
temperature dependence of resistivity of the torm (Figure 7).

pocT™. (15)
6
In sb nanowire
5 |- diameter =512 1 nm
g8 4 SAMPLE
g ‘7~ 1
SAMPLE
3 2
€
g 2|
| BULK
1 T T T .-l
0 | L=
1 2

log,,T

Figure 7. Schematic vanation of linear conductance of InSb nanowires
with temperature. This figure is based on the work of Zaitsev-Zotov and
coworkers (Ref [36])
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It is further seen that the I-V (I = current, V = Potenty
characteristics show a )

J oVt (2$b<6) (i

behaviour. This kind of power-like dependence of the Currep
indicates that the electrons in InSb nanowires behave like
Luttinger liquid [89]. A brief description of the featurcy of the
Luttinger liquid is presented in Sec. 5.2.

Gu and coworkers [35] have synthesized Ge nanowre, ol
diameters ranging from 20 nm to 180 nm. and have meayyre
their resistivity. They have found that the resistance data of ¢,
nanowires is well described by the fluctuation-induced tunncling
model [90], where the thermally activated voltage fluctuagy,
across gaps arc crucial in the determination of the temperaqr
and electric ficld dependence of the conductivity. Empirica)),
the resistance of the Ge nanowires is described by

R =R, cxp T +T, ik

Here, 7, denotes the activation energy at high temperature
and T, is a characteristic temperature. .
\
4.2.4. Carbon nanotubes

We now consider the resistivity of the (n, n) single will nanotube,
(SWNTSs). The resistance of the (n, 1) SWNTs indicate a shaliow
minimum at a temperature 7=7* [91] (Figurc 8). The valuc of /
is about 40 K, 180 K and 220 K for the single rope as grown ma
and pressed mat respectively [91]. For T> T*, the (1, ) SWNI
exhibit a positive slope in the resistance versus temperilur
curve. i.c. d(p)/dT >0 (Figure 8). This is charactenstic ol s
meltallic bchaviour. On the other hand, for T7< T* the f vy |
slope 1s negative, indicating a semiconducting feature [91:
Fischer and coworkers [91] attempted to explamn then
experimental obscrvations by arguing that the diameters
resistances of SWNTs satisfy the Thouless criterion for 1D
localization, thercby suggesting that weak localization may he
responsible for the observed anomaly in the resistance Keiv
and coworkers [92] gave another reason for the anomalou:

AS GROWN ROPES
OF SWNT
FE
2 3
(7]
¥g
L L 1 ]
0 100 200 300 400
TEMPERATURE (K)

Figure 8. Schematic variation of resistivity of single-wall carbon nanotube

with temperature. This figure is based on the work of Fisher and cowork®
(Ref. [91]).
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hehavior of the resistance of the SWNTs. They suggested that
e observed anomaly in the behavior of P might be due to a
ssible mixing of metallic and disordered barrier regions that
mght have occurred during the formation of the SWNTSs. Other
wggcsled mechanisms consider the cffect of intertube
jteracton within the bundle [93, 94] responsible for the
ohserved behavior of the resistancc. Yet another idea is based
on the presence of both metallic and non-metallic nanotubes in
e sample [93]. Kondo type effect has also been proposed for
rc cxplanation of the observed data [95]. Finally, Andriotis and
«-workers [96] have given another explanation, which is based
on the effects of residual transition metal catalycts (like Ni)
esiding in close contasts with the nanotube wall. There is
therefore no unanimity in the mechanism responsible for the
Jhscrved temperature variation of resistance of SWNTs.

11 Coulomb drag

Moving charges in a conductor exert a Coulomb force on the
charge carriers in a nearby conductor and induce a drag currcnt
u the Iatter through a momentum transfer. This phenomenon,
own as Coulomb drag, between spatially isolated, closely
guced clectron systems has been the focus of considerable
Aention in the past few years [97-107], and experimental work
wthem was reported only recently [ 107, 108). Experimental study
o the drag resistance R with respect to variation of
emperature, interwire distance, driving voltage and magnetic
leld shows that in the temperature region 02K <T<1K . R,
macases with decreasing temperature as Rj) o< T* where x
rnges from — 0.6 to —0.77 depending on the Fermi level position
with respect to the 1D subbands. This feature of R, cannot be
understood on the basis of the Fermi liquid approach, and it 1s

fund that the Tomonaga-Luttinger liquid theory describes it
muchmore successfully.

44 Superconductivity

Inthe bulk form many kind of matcrials show superconductivity
below a critical temperature T [109-112]. The situation is
apected to change when one starts to reduce the dimensions
ol superconducting system. In 1966 Mermin and Wagner [113]
siowed that it is impossible for the superconducting long-range
l mder o survive in a strictly 1D system. This raises the question
How and when does superconducting phase get extinguished
sabulk superconductor transits towards 1D form ? In 1967,
Langer and Ambegaokar [114] and in 1970, McCumber and
Haperin [115] proposed that below T one-dimensional
supeiconductors have a finite resistance due to thermally
«uvated phase slips. In 1972, Newbower, et al [116] verified
i proposal by performing measurements on 0.5 um diameter
n whiskers. However, Sharif, et al [117), performing
Measurcments on homogeneous Pb wires, found that their data
‘uld not be explained by the LAMH (Langer, Ambegaokar,
McCumber and Halperin) model [114, 115). Subscquently,
Gordano {118] performed measurements on thin In and Pbln
Wres. He found that from the LAMH (Langer, Ambegaokar,
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McCumber and Halperin) behaviour [ 114, 115] is valid only near
T, and when the lemperature is lowered, the resistance starts
to follow a different behaviour. Giordano attributed this
behaviour to phase slips occurring via macroscopic quantum
tunneling, or quantum phase slips, through the same free energy
barrier. Recently, Bezryadin, ef al [59] have made experimental
study of the superconducting behavior of Mo-Ge nanowires of
diameters < 10 nm. and length ~ 150 nm. The observation of
thesc authors provide the following information :

(1)) Samples of Mo-Ge nanowires with R, > Rq are
superconducting while all samples with R, <R _are
insulating. Here, R is the normal-state resistance,
and Rq = h/4e? = 6.5 kQ is quantum resistance of
Cooper pairs.

(i)  The superconducting as well as insulating properties

become stronger when the difference Ry - R,
increases in most of the cases.

() The difference between the superconducting and
insulating samples becomes more pronounced at
lower temperatures, indicating that the transition 1s
driven by quantum (not thermal) fluctuations.

The important role of the normal-state conductance Gy, =
1/R,,,1s evident from the measurements of Bezryadin, et al | 591,
and suggest that the observed superconductor-insulator
transition is a dissipative phase transition, which s a sort of
quantum localization transition [ 119-121].

Very recently, Lau and coworkers [122] mcasured
temperature-dependent resistance of more than 20
superconducting nanowires of Mo-Ge with nominal widths
ranging from 10 to 20 nm and lengths from 100 nmto | pm. They
found that some of the superconducting samples having normal-
state resistance Ry as high as 40 kQ (>> R)) arc also
superconducting. This mcans that the dissipative phase
transition is not a relevant mechanism for controlling the
superconductor-insulator transitions in Mo-Ge nanowires.
Rather, the experimental data of Lau and coworkers suggest
that the relevant parameter for the supcrconductor-nsulator
transition is resistance per unit length (R, /L)) or equivalently,
the cross sectional area of the wire. In fact, the superconductor-
insulator transition shown by the samples of Lau and coworkers
includes both thermally activated phase slips close to T and
quantum phase slips at low tempcratures (below T~T./2)

4.5. Optical behavior

There have been lots of studies of the optical properties like
photoluminescence [ 123, 124], polarized-light absorption [ 123,
125] and exciton binding energy [65) in nanowires in recent
years. In photoluminescence, one irradiates the sample with a
laser beam of fixed wavelength and then mcasures the emilted
photoluminescent spectrum at different wavelengths. Lei and
collaborators [124] have prepared TiO, nanowires of diameter
less than 60 nm, and have made measurements of the
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photoluminescence. They have found that the TiO, nanowire
arrays show a spectrum in the visible range with three peaks,
which are located at about 425, 465 and 525 nm. These peaks are
attributed to self-trapped excitons, F centers and F* centers,
respectively.

Alen and coworkers [123] have studied the
photoluminescence and polarized-light absorption of several
samples containing self-assembled InAs/InP quantum wires in
the temperature range 30-300 K with an excitation wavelength
of 514.5 nm and incident power density in the range 10°- 10* W/
cm?. They have observed several resonances helow the InP
excitonic transition around 1.42 eV. On the basis of the obscrved
results it hus been argued that there is a strong intermixing in the
hole subbands. The experimentally observed temperature
dependence of the photoluminescence integrated intensity of
the InAs/InP nanowires 1s accounted for by a model for excitonic
recombinations, with two characteristic activation cnergies E,
and E, [126].

Iy
Ly (T)= .
T [y exp (<E 1k T)+ Tyexp (-, 1k, T))

(18)

Here, /15 the photoluminescence integrated intensity at 7=
0K, 7, is the radiative recombination time for exciton, and '
and I, arc the two related scattering rates for the excitons.

4.6. Raman spectra

Zhang and coworkers |34] have mcasurecd Raman spectra of
freestanding Ge nanowires for examining phonon confinement
in these wires of diameter 20-51 nm. Raman spectroscopy shows
shitt in the peak position, broadening and asymmetry of the
Raman bands n the Ge nanowires. Zhang and coworkers [34]
have found no indication of the change of lattice parameter of
the Ge core with stress. It appears that the profile and shape of
the Raman peak may be attributed to the quantum confincment
of optical phonons in the Ge nanowires. Because the nanowires
in their experiments were long, thin and crystalline, therc is a
momentum ¢ = 0 along the dircction of the wire axis. However, in
the direction perpendicular to the axis of the nanowires, the
crystal size L, L_is small, so that it corresponds to a large
momentum ¢ =+27/L,, ¥ Thercfore, nonzero ¢ phonon
dispersion, which includes the optical phonons of Ge, may
participate 1n Raman scattering and lcad to both a peak
broadening and an cxtension of the Raman peak towards low
frequencies. Nanowires of very low diameters (6-17 nm) are found
to show a tail also in the intensity versus Raman shift curve at
low frequencics. The reason for this also appears 1o lie in the
phonon confinement along the transversc dircction [34].

4.7. Magnetic behavior

In 1994 Elmers and coworkers [127] found that submonolayer
amounts of Fe on a W (110) surface with irregular atomic steps
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show ferromagnetism down to an Fe coverage of 0.05 M[_ Smoog,
and coherent Fe stripes on W (110) still exhibited fem)magncum
ata coverage of 0.5 ML with an average monolayer $tnIpe wigy,
of 20 atomic rows [ 128]. InAs/InP quantum wires havin burieg
lattice mismatch have been studied by polarization analygy, |,
high magnetic field upto 28 T [129]. The polarization aniyoy,
of 40 nm and 70 nm wires is not suppressed cven at 2§ | of
magnetic field, and the Zeeman splitting becomes nonliney,
These abnormal features demonstrate that the strain of InAypy
InP nanowires is anisotropic triaxial and that symmetry of ,
strain is broken by the magnetic ficld [129]. There have been
measurements of exchange interaction also of the Co nangwye,
by using angle-resolved photoemission spectroscopy wy
synchrotron radiation [28, 130]. The exchange interaction of the
monatomic Co chain is found to be ~ 2.1 eV. This valuc 15 myg,
higher than the typical values for thin Co films (2D sys(ep.
whichis 1.4 - 1.9 ¢V, and for bulk (3D) Co material which . |
eV. The enhancement of the exchange interaction is essenty),
a consequence of band narrowing due to the reduced atom
coordination in the 1D systcms [28]. ;

Other magnetic propertics of nanowires\arc also gue
different from the bulk samples. For example, ordered ¢ N
alloy nanowire arrays embedded in an anodic alumnite templae
show an enhanced coercivity as high as 962 Oc and remnan
magnetization up to 70% of the saturation magnctization | 11}]
The Iength and diamcter of the Fe Ni,  alloy nanowire used n
the experiment were about S0 ym and 25-43 nm |131] Sud!
high coercivity material should be suitable for magnetic iccending
media, and, because the ideal storage density could reach about
200 G bit inch 2, which is more than 2 x 10 3 times than that«
3.5 conventional floppy disc.

5. Theoretical understanding

Nanowires arc, in gencral, quasi- 11 systems, and arc thercio
expected to be qualitatively quite different from the thich Gl
wires and also from the ultrathin (1D) wires. For the 3D wirese
successlul description of the physics of clectrons in the wirens
given by the Fermi liquid approach. On the other hand, lor the
exactly 1D systems, a Luttinger liquid description 1s certaily 4
more appropriate description. Apart from the Luttinger fgund
description, the Landauer approach is also used for the transp!
of electrons in 1D systems. In this section we provide 3
description of the main features of the Landauer approach and
Luttinger liquid description. We shall also mention other
theories, which are being used for discussing different physical
prchrlics of nanowires.

5.1. Landauer approach

A standard approach for calculating the scattering propertict
of nanowires is due to Landauer [132, 133]. The approih mf
been extremely useful not only as a tool to calculate conduuanu;
but also, perhaps more importantly, as a picture from whl.
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,hyslcal insights on new phenomenon can be obtained. It is
oncerned with a given system, and no ensemble-averaging is
;cccSSaT)’- Thus, mesoscopic fluctuation effects emerge very
awrally. In 1957, Landauer [ 132] first introduced the 1D version,
which consisted of a given barrier connected through ideal 1D
qires (flat potentials) to some external source (i.e. a pair of
clectron reservoirs with different chemical potentials), which
gnves a current [ through the 1D system. The barrier is
saracterized by its transmission coefficient R = 1 - T (for linear
rransport and at zero temperature, we need 7 and R at the Fermi
aergy only). As emphasized by Landauer [133], it is very
mportant to take the waves coming from the two reservoirs to
he mncoherent’ with each other (i.e. having no dcfinite phase
claionship), otherwise nonphysical results follow for the time
eversed situation. While we shall describe here Landauer
approach for electrons, this approach is equally applicable to
phonons | 134].

1 1. Conductance from current-voltage relationship

Consider a conductor connected to two large contacts by Icads
1 shown 1in Figure 9. The leads are assumed to be ballistic
cnductors, each having v transverse modes. 7 is the average
pobability that an electron injected in lead 1will transmit to lead
1 We assume that electrons can exit from the conductor into the
~wntacts without any reflection (that is, the contacts are
Jiclectuonless’. The + & states in Icad 1 are occupied only by
cectrons coming in from the left contact and hence these states
must have an electrochemical potential of . Similarly we can
argue that the — k_ states in lead 2 are occupied only by electrons
f.oming 1n from the right contact hence must have an

-clecirochemical potential of y, .

& m

— k
LEAD 2
figure 9, Schematic representation of the transmission process n the

«indauer approach, The influx shown. T denotes the transmission
mbbiity through the nanowire.

LEAD 1

Assuming zero temperature, current flow takes place entirely

mihe energy range between M, and U, . The influx of electrons
from lead 1 1s given by

N =(2e/h)v[/,tl -pz]. (19

The outflux from lead 2 is simply the influx at lead | times the
fansmission probability T

13 = (el AT, -, ). @0
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The rest of the flux is reflected back to lead 1, and is given by
I7 = (2e/ hv(1-T) [, - 1, ). ()

The net current I flowing at any point in the device (and in
the external circuit) is given by

I'=I7 =17 =13 = e/ hwT[p, -y, ]. 2
Hence, the conductance is equal to
] 2¢°
G=——1——I3 ==—\T.
(I»‘l‘ﬂy)/lel 2 h 23)

In the ballistic regime. 7= | and so eq. (10) is recovered from
eq. (23).

5.1.2. Conductance from Einstein relation

In a later treatment [ 133], Landauer obtained the appropriate
diffusion function and then invoked the Einstemn relation to
obtain the conductance. Consider electrons incident on an array
of obstacles, and for conceptual clarification assume that there
is a space free of obstacles at each end of the array Let the
reflection probability for the whole array be R. Then for a carrier
incident from the left, the relative particle density in the frec
space (o the left of the array will be | + R (after averaging over a
space of several wavelengths), since both the incident and
reflected stream arc present. To the right of the obstacle, the
density will be 1-R ; only the transmutted flux exists there. The
density gradient across an array of length L will be grad n= -2
R/L. The current, j, of particle associated with this gradient1s V
(1-R) (V =electron velocity in the absence of scatteres). Using
the diffusion equation, j = - D grad n, this situation Icads to a
diffusion cocfficient :

VL(1-R
3T e

Any incohcrent superposition of the 'from the left' and 'from
the right' states will also be characterized by this same D. This is
because 'from the right' will also give the samc cxpression. An
incoherent superposition can be presumed ; coherence between
waves emanating from the two independent 'black body'
reservoirs at the two ends of the chain is not plausible. These
reservoirs exert a phase randomizing influence on waves invident
on them, and thus destroy phase memory before the particle
can re-emerge from a black body into the obstacle array. Using
eq. (24) and Einstein relation

1 €D eVLI1-R du
P ou 2 R/ on @)
an

in the form discussed by Kubo [135]. Landauer found that the
conductance is given by

G=‘Ijao

26
R (26)
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In eq. (25), U is the chemical potential corresponding to the
density of n carriers.

5.1.3. Beyond Landauer approach

In 1986 Buttiker [136] extended the Landauer approach to the
study of four-terminal phase coherent conductance. In particular,
Buttiker proposed a Landaucr formula that treats the current
and voltage terminals in a four-period probe sct up explicitly,
and on an equal footing. The use of four-point probe is shown
schematically in Figure 10. The Landauer theory and its modified
version due to Buttiker are useful only for the processes where
a DC ficld is applied. For the description of the processes
connected with the AC field many formulation have been put
forth. Kramer and Masck [24] have employed a quantum
mechanical linear response theory where the influence of all
scattering processes (clastic as well as inelastic) are treated on
an cqual (microscopic) footing. Their theory provides a
framework for the identification of the transport channels in the
Landauer theory. The quantum mechanical transmission
probability amplitudes of the channel can be calculated
microscopically. The other advantage of the theory of Kramer
and Masek |24] is that it allows inclusion of the non-lincar
cffects, which is not possible in the Landauer theory. Very
recently, Safi [25] has developed a dynamic scattering approach
for studying the AC field effects on the conductance of gated
interacting wires.

Hy [ - f LEAﬂD Hy

M, ‘ My
LEAD NANOWIRE LEAD

Figure 10. Disordered notmal conductor (unshaded) with four terminals
connected via perfect leads (shaded) to four reservoirs at chemical
potentials 4y, My, H4 and p,

through the hole of the sample.

An Aharonov-Bohm flux @ is apphed

5.2. Luttinger liquid approach

When the structure of the nanowire is such that its length is
infinitely large (L, — =) and shows ID behavior, it will be well
described by the Luttinger liquid approach [89]. Such a situation
is realized, for example, in the long InSb nanowires prepared by
Zaitsev-Zatov and coworkers [36]. In those nanowires the carrier
concentrations exceeds 10'” cm™. For an InSb nanowire of
diameter 5 nm, the energy separation between the first and the
second quantum levels is about 2 x 10* K, which far exceeds the
room temperature. So, the electron band structure of 5 nm InSb
wire is essentially one-dimensional and it shows a Luttinger
liquid behavior [36]. It may, however be noted that Bi nanowire
arrays of diameters 28 nm and 70 nm do not show Luttinger
liquid behavior [137]. This is due to too large diameters of these
Bi nanowires.
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5.2.1. Density operator

A 'Luttinger liquid’ involves two kinds of excitationg

. . Iefi.
moving electrons having energy

Ej =[hvp(~k-kg)/27]

n

and momentum - k. The right-moving electrons have cnergy
Eg=[hvp(k-kg)/2r] oy

and momentum k. The lefi-moving and right-moving elecirgy,
may be combined to lead to another two types of ‘excitation,
the ‘charge’ type excitations which correspond to the symmeyy,
combination of the left-moving and right-moving electrons
the ‘current’ type excitations constructed from an antisy mme(r,
combination of the left-moving and right-moving electrons

In the case of 1D systems the electron energies and momeny,
have one-to-one correspondence. (The left-moving and righ
moving electrons arc different entities). This 15 showy,
schematically in Figure 11. This is not true for the 2D and 3D
systems where, for example, Fermi energy E, L"orrcspund.\ o

ki
-y k k
Figure 11. Schematic representation of the domamn of momenta of il
systems which are occupied in the ground state between [k, &, | [

pownt on this line corresponds to a single momentum and single cnerg, v
that there is a one-to-one correspondence between encrgy and mon
For a given energy transfcr an clectron of imitial momentum A cay ik,
transition to the states k| and k3 = —k{ for low energy transfer

the numerous k points lying on the Fermi circle for 2D and o
the Fermi sphere for 3D (Figure 12) The one-to-on
correspondence of the electron energies and momenta in Il
allows characterization of the clectrons 1n terms of boson
Details of the bosonization process may be found, for exampl
in Haldane (89]. Herc we present qualitative features of i

Figure 12. Schematic representation of the Fermi surface of 2D systef
which is a circle of rads k, While the encrgy on a given circle, which
concentric to the Fermi circle is, same along the whole circumfercn
different points of circumference will correspond to different moment!
values. for a given energy transfer, an clectron of initial momentum k ci
make transitions to the large number of momentum states some of whit
k';i= 1,2, 3..) are shown here by arrows.
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,osonizalion process in a simplified way. Consider the creation
;nd annihilation operators, ci _x and ¢, _, respectively, of a
cft moving electron of momentum k. (The creation and
snihilation operators of a right-moving electron may be written

qmilarly). In terms of ¢7 _; and ¢, _, , the density operator of
ne considered electron may be expressed as

P, = ZCZ.-thL,-t (g=0) (29)

and

Pro= 2t kCr-x =Ny (g=0). (30)

Here. N/, is the number of the left-moving electrons in the
ground state. The density operators of the left-moving electrons
jor different values of g do not commute. Rather, they satisfy
the relation

pl..qpl.,q' - pL.q'pL.q = _8q+q',0(l‘q / 2’t) . (31)

Here, & 4+q¢".0 is known as Kronecker delta function. In fact,

d,000=1for g+q’=0,while 8,0 =0 for g+¢’#0.

522 Bosomzation

The suggestion for bosonization arises from eqs. (29)-(31). Itis
ditferent for g > 0 and g <0, as is shown below :

o =(2ni ) ipn, @O ()

a =(ni Uy,  @>0 (33)
while

a) =1 Lg)2p,., (@<O) 34

ay=(@nilg) o, @O (39)

The operator a,: and a,are boson creation and annihilation

operators, and correspond to energy hvg |q| /27 and momentum
4 This is for the g < 0 or g > 0 modes. When consideration of the
9= 0 mode is also made the net boson momentum will be
%; +m(Ny +Ng)/ L, where N, (Np)is the number of the left
nght) moving electrons. A complete description of bosonization
¢n be found in Haldane [89]. The advantage of bosonization is
hat in this process interaction terms become product of only
Wo operators, which allow an easy calculation of properties of
the system. The low cnergy properties of the model obtained
dlter bosonization depend on five distinct parameters :

| The Fermi field operator expressed by

=/~ -V, /(ve +V,) @>0. (6
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2. The Fermi momentum k,
3. The sound velocity
) 5 V2
Cons|(ve W) - (va) | @0 37
4. The Fermi velocity
vy =ve 2? (38)
associated with charge excitation, and
5. The Fermi velocity
v, =v, e (39

associated with current excitations.

A key feature of the above treatment is that interaction
appears 1n the power of the physical parameter via a function of
¢~29 and/or ,2¢ . For example, the I-V characteristics become
non ohmic and are given by

=Vt (40)

where

b=2e¢"% 1. @ar)

Notice that b =1 corresponds to ¢ =0. This mecans that if
one obtains b = 1 in an experiment, then that case corresponds
to noninteracting electrons. On the other hand, b< 1 (b > 1)
corresponds to repulsive (attractive) interaction.

In must be emphasized that the "Luttinger liquid" bchaviour
as demonstrated by eq. (40) has no analogue 1n the 'Fermi liquid'
behaviour. In fact, in the Fermi liquid behaviour I-V
characteristics remain ohmic ; the effect of the interaction
modifies only the resistance. Very recently, Rosch and Andrei
[138] have employed the Luttinger liquid approach for studying
the low temperature low-frequency conductivity of an
interacting one-dimensional electron system 1n the prescnce
of a periodic potential by including the umklapp scattering
process.

5.2.3. Effect of disorder

Ogata and Fukuyama [83] have developed a Luttinger liquid
approach for examining the effect of impurities in a nanowire.
They have assumed that the carrier density n and nanowire
width (L, and L)) are such we need only consider single subband
of the nanowire. The electrons are supposed to be scattered by
impurities and to interact mutually via long-range coulomb
interaction. Electron- phonon interaction is neglected so that
the study of Ogata and Fukuyama is valid only for low
temperatures.

For the noninteracting electron case the conductance is
found to be expressed by [83]
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ne

- .L_,m*(—iw+5) (6-0),

42)

for L, —e<, and by eq. (10) for finite L, .

For the interacting clectron case the conductance is given
by

G=Gon/[1+L,F(T, L)/ 2v,t2]. @3)

Here, is already dcfined by eq. (11), v is Fermi velocity, F(T,
L ) provides effect of impurity backward scattering at temperature
T, and

10 = n/2aD(0)n, (u(2k )’ “4)

1s transport relaxation time for noninteracting clectrons. In eq.
(44), D(0) =1/2mhv, is half of density -of-states per spin, n,
is impurity concentration, and u(q) is the 1D Fourier
transformation of random impurity potential for wave vector
transform ¢.

5.2.4. Break down of Luttinger liquid approach

While a system of electrons interacting via a short-range
interaction shows Luttinger liquid behaviour in one-dimension,
it shows a Fermi liquid behaviour in two and three dimensions.
Bellucci and Gonzalez | 139] have examined the effect of long-
range coulomb interaction on the onc-dimensional systems.
They have found that the Luttinger liquid behaviour is applicable
only for dimensions D = 1. According to them, the proximity to
the ) = 1 fixed point strongly influences the phenomenology of
quasi-one-dimensional systems, and that for any dimensions
above D) = | the interacting clectron system follows marginal
Fermi liquid behaviour.

5.3. Other theoretical methods

Apart from the theoretical methods described above which are
suitable for very thin (1D) nanowires, there arc other methods
also for analyzing the physical behaviour of nanowires.

5.3.1. Elasricity theory

Goedecker and coworkers [140] have devised a method to

determinc the equilibrium geometry of large atomistic systems.
Their method is based on a separate treatment of long and short -

wavelength componcents of the interatomic forces. The rapidly
varying part of the forces has been handled by conventional
methods, while the slowly varying part is treated by elasticity
theory. Goedecker and coworkers have applied their method to
a system containing up to 10° atoms, and argue that their linear
scaling method is quite suitable for locating lower energy local
minima.

5.3.2. Molecular dynamics

Barnett and Landman [141] have performed first-principles
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molecular dynamics simulations for Na nanowires_ The
that the neck of the pulled wire is finally only a few a(,
and that the atomic geometries at the neck can be der;
those of the isolated atomic clusters. Hermann and COWorke
(142] have employed molecular dynamics using » dc,h"r,!
functional based tight-binding method for studying the probleym
of production of specific carbon nano structures. Theijr resul
show that it is possible to generate a large variety of carhn;
nanoparticles from precursors with known structures

Y Shoy,
my W'df
ved froy,

5.3.3. Dynamic scattering approach

Safi [25] has developed a dynamic scattering approach tor
galed interacting wire. He has encoded the perfect congy
charge rescrvoirs in time-dependent boundary condition, The
conductance matrix for an arbitrary gated wire, respecting charg,
conscrvation, is cxpressed through a dynamic scmlcnﬁg
approach. )

5.3.4. Self-consistent field approach

Moudgil | 143] has used the self-consistent- field approximaor
of Singwi and coworkers [144] to investigate lt\c possibility o
finding a charge-density-wave instability in a zero-temperau,
double-quantum-wire structure. He has tested thé intrawire an,
interwire correlations on an equal footing. The main result o
Moudgil is that the double-quantum-wire structure may becon
unstable against a long-wavelength charge-density wav,
instability for sufficiently low clectron density and nanowi
width, in the close proximity of two wires.

5.3.5. Transfer Hamiltonian approach

Buldum et al [145] have uscd a model Hamiltoman approachu
investigate the effects of the quantized naturc of vibrationd
modes of a dielectric wire with thickness of atomic dimension
on phononic heat transfer between two rescrvoirs Numenc
calculations are performed for a model systems | 146] lu
examining (he heat transfer through a two atom chain place
between two reservoirs with large cross scction. The main tesul
of Buldum, et al is that the thermal conductance of a umjoir
atomic wirc at low temperature is independent of material
increass linearly with temperature.

5.3.6. Variational approach

Bouhassoune and coworkers [65] have used a varaon
approach and the Lee-Low-Pines transformation [147] wilhr
the effective mass approximation to study the binding encrg)
of an exciton in a cylindrical quantum well wirc subject 10 ar
external magnetic field. They described the effect of quan”
confinement by an infinitely deep potential well taking int
consideration the interaction between the charge carme™
(electrons and holes) and the optical phonons. The importa"
of polaronic corrections to the excitonic binding enc®
and the confinement introduced by a magnetic freld 2
discussed.
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37 Perturbation approach

rcire and coworkers [148] have used perturbation technique
;r obtaining eigenvalues and eigenfunctions corresponding
,a Hamiltonian describing the magnetic wire structures. By
~uming that the spin degrees of freedom depend only on the
cnter of-mass coordinates of the exciton motion, they have
westigated the exciton trapping in magnetic wire structures
uwch as GaAs/Al, ,Ga, ,As systems.

38 s-dmodel

crompicwski [67] has carried out numerical studies of
.onductances of ferromagnetic nanowires within the framework
Ji semi-realistic’ s-d model with the inter-atomic hybridization.
4c has developed a new approach by assuming that in the last
uages of the breaking of the nanocontact, there are fewer and
lewer conduction paths, distributed at random and stretching
xc10ss the contact region. Conductance is calculated within the
quast ballistic regime, using the Kubo formula and a recursion
Green's function technique. The main result of Krumpiewski is
that conductances of weak ferromagnets and strong
enomagnels arc qualitatively different. In fact, histograms
corresponding to strong ferromagnets show small, densely
Jstinbuted peaks, whereas, for a weak ferromagnet the peaks
aic (learly more pronounced.

$19 Micromagnetic modeling

llertel | 149] has employed micromagnetic modeling wherein
smulations are performed with an algorithm based on the finite
clement method which allows for the accurate calculations of
magnetostauc interactions. This method is used [or investigating
the magnetic structures and magnetization processes in arrays
o closely packed Ni nanowires (length L _= 1 um, diameter L =
L =40 nm and period = 100 nm). On the basis of his theoretical
sudy Hertel [149] has found that magnetostatic interactions
between the wires have a significant influence on the switching
of the magnetic field.

5310 Single-particle approach

lhm and coworkers [150) have used the single-particle picture
for studying the behaviour of a quantum wire with parabolic
confinements in a longitudinal (along the x-direction) magnetic
held Analytic solutions are obtianed for the eigenenergy
ectrum and density of states. The effect of quantum
tonhincments on the magnetization is seen to manifest in
{uantum oscillations, resulting in more profound structures than
those found in the free electron case. The free electron case
‘omesponds to three dimensional electron gas, where there is
"0 confinement. At higher temperatures, however, the
confinement effect is less visible and the magnetization reduces

0 the Landay diamagnetization of a free electron gas for
kT >> hey.,
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5.3.11. Jellium model

The jellium model has been employed to study metallic nanowires
by a large number of workers [151-153]. Earlier studies show
that the subband structure shown by nanowires is reflected as
oscillations in the physical properties of the wire as its radius is
varied | 151-153]. In a later study of the jellium model, Zabala et
al[154] predicted that a simple metal quantum wire, describable
by jellium model, should show spontaneous magnetization for
certain wire radii. In fact, in the case of jellium wires the
perpendicular confinement causcs the density of states to
diverge near the bottom of cach subband. If the highest
occupied subband is just below the Fermi level the density of
states at the Fermi level can attain high values resulting in a
stable spin polarization of the jellium wire.

6. Concluding remarks

The study of nanowires is a rapidly developing field. It has
opened many problems which require detailed experimental
investigations as well as theoretical efforts for understanding
them. There are interesting problems which nced further
invesugations. Some of them arc mentioned below :

(1 A study of nanowires of dimensions comparable to
the electronic mean free path is nceded because a
complete picture is not there. There is 1ot of scope of
further investigation in this arca.

(i)  Most of the studies made upto now are based on the
paramagnetc lecads. What happens to the behavior
of the nanowires when ferromagnetic leads are used
in place of the paramagnetic oncs. Such studies may
be useful in developing magnetic devices.

(ui)  There is a need for studying coupled wires. A detailed
investigation will be helpful in gaining a clear picture
for device development. It will be of interest to
examune how the confinement fo clectrons in coupled
wires is reflected in the behavior of optical, magnetic,
electric and other properties of the nanowires.

(iv)  The Luttinger liquid approach provides a plausible
explanation of the behavior of many types of
nanowires. One problem that is interesting is 10
understand how long-range Coulomb interaction,
backscattering and interference effects can modify
the Luttinger liquid theory. Finally, it is also desirable
1o understand how a Luttinger liquid system behaves

in the presence of disorder.

(v) It will also be interesting to study how the cnergy
gap (excitation energy) depends on the cross
sectional dimensions of the semiconducting
nanowire.

The effect of disorder on the excitonic emission in
strongly confined quantum systems in relation to its
polarization anisotropy is an unsolved problem.

(vi)
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(vii)

(viii)

Shalinee Chikara, Ratan Lal and S K Joshi

There is scope for both theoretical and experimental
work here.

There is a need for searching for new superconducting
nanowires. Metallic nanotube of NbS, is a candidate
for becoming a superconductor. In fact, in the NbS,
metallic nanotubes there is high density of states at
Fermi energy. Moreoever, due to the tubule curvature
the clectron-phonon interaction is also expected to
be significantly strong. Both of these effects suggest
the possibility of superconductivity at higher critical
temperatures for the NbS, tubes when compared to
those reported for bulk NbS,. The T of bulk NbS, is
about 6.0 K.

Apart the above problems 1n electronic nanowires,
there is a necd for investigation of phonon nanowires.
Measurements of phonon counting and double-slit
interference experiments with single phonons are
some problems the solution of which will sharpen
our understanding about the physics of phonons in
nanowires.
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