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Abstract: Of all senses, it is visual perception that is predominantly deluded in Virtual

Realities. Yet, the eyes of the observer, despite the fact that they are the fastest perceivable

moving body part, have gotten relatively little attention as an interaction modality. A solid

integration of gaze, however, provides great opportunities for implicit and explicit human-

computer interaction. We present our work on integrating a lightweight head-mounted eye

tracking system in a CAVE-like Virtual Reality Set-Up and provide promising data from a

user study on the achieved accuracy and latency.
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1 Introduction

Computer Graphics and Virtual Reality (VR) primarily target the eyes of the user as a

sensory organ. However, the human eyes are by no means a passive receptor, but rather are

actively used to explore visual scenes in a rapid manner. Moreover, they are also considerably

faster than speech or gestures.

Gaze has been used in human-computer interaction since 1979 [TKFW+79]. Since then, gaze-

typing applications allow physically challenged people to interact with computers. Supported

by a boost in desktop processing power, customer video-based eye tracking units started to

provide near real-time access to gaze direction in the late 1980s. Today, eye trackers have

evolved to feasible input devices. Today, portable head-mounted eye trackers are available

and the user is neither required to remain stable, i.e., seated on a chair, nor, as in some

cases, bound to use a chin rest. Eye tracking therefore has also become an attractive input

methodology for Augmented and Virtual Reality. In fact, gaze has played a role in VR

research at least since 1981, if we consider Bolt’s concept of Gaze-Orchestrated Dynamic

Windows [Bol81]. However, today most gaze input approaches in VR use Head-Mounted-

Displays as projection units.

Of the many interesting applications for gaze-based interaction technology, we at the AI

group at Bielefeld University are especially interested in communication, both computer

mediated human-human interactions and human-agent interactions. Here, information about



the gaze of the user allows for establishing eye contact, for ensuring mutual understanding,

and for recognizing turn-taking signals to control interaction in dialogues.

After a short overview of related work, we present our work on integrating a head-mounted

eye tracking system in a CAVE-like VR Set-Up. In this context, we describe relevant hard-

ware and software, as well as the required procedures. Finally, we present data on latency

and accuracy from a small user study to demonstrate the applicability of our approach.

2 Related Work

Knowledge about the direction of gaze can inform off-line and online optimizations of VR

systems. If saliently done, the results are either computationally less expensive but indistin-

guishable for the human observer or constitute a noticeably visual improvement. Examples

have been demonstrated by Luebke et al. [LHNW00] who reduce the complexity of geome-

try models in the periphery of the gaze direction without noticeable effects to the observer.

More recently, Hillaire et al. [HLCC08] demonstrated how online gaze-tracking can be used

to improve visual effects such as depth-of-field and camera motions.

These approaches cover more indirect interactions of a human observer with the machine.

However, gaze can also be used in direct interaction. Tanriverdi and Jacob [TJ00] attest a

significantly faster object selection for their gaze based approach than compared to a pointing

gesture. Their algorithm combines the picking algorithm provided by SGI Performer with

a histogram-based approach, counting the relative frequencies of fixations per object and

selecting the most frequently fixated object within a time window.

Tanriverdi and Jacob use the gaze position projected onto a 2D plane as basis for the pick-

ing ray. Similar approaches are followed by Duchowski et al. [DMC+02] and Barabas et

al. [BGA+04]. They anchor the ray in the position of the eye or the head and project it

through a fixation on a 2D plane, which is defined by the plane of projection.

Knowledge about the user’s visual attention can also be used to facilitate mediated human-to-

human interaction in VR environments. Examples have been demonstrated by Duchowski

et al. [DCC+04], who apply the eye movements of a user onto a virtual avatar and show

advantages of a visible line of sight for the communication of references to objects.

Modeling human visual perception as a ray can only be a simplification. In reality, the visual

field extends vertically and horizontally, the latter even more than the former, and also in

depth the eyes cannot see equally well all along the visual axis. An alternative approach to

ray-based modeling based on self-organizing maps has been proposed by Essig et al.[EPR06],

which we successfully validated in an earlier desktop-based VR setting [PDLW07].

The approach we present here is a first step towards transferring these findings to fully im-

mersive settings with a freely moving user. Such an environment creates several challenges:



Figure 1: The immersive VR Set-Up at the AI group at Bielefeld University.

How is gaze tracking integrated on the software and the hardware level? How is the system

calibrated in the presence of a freely moving user? How is the gaze evaluated in the applica-

tion context? And how does the system perform? In the following, we will provide answers

to those questions by describing our own approach and by providing data on accuracy and

latency of the system from a small user study. In this first step, we will present data on

monocular gaze tracking with the traditional ray-based model for gaze focus.

3 Hardware Set-Up

In the following, we will describe the hardware set-up of the CAVE-like VR installation

at the AI group at Bielefeld University (see Figure 1). In view of the user study, we will

provide accurate details about the hardware and software we used to allow for comparison

and replication.

3.1 VR Application and Rendering

The VR application is driven by AVANGO [Tra01] on a dual AMD Opteron 248 2.2GHz ma-

chine with 3GB RAM. The views are distributed by Chromium [HHN+02] (version 1.6) to

six render clients, each with AMD Athlon 64 3000+, 1GB RAM, and a NVIDIA Quadro FX

5600 card. They are running Ubuntu with a Linux Kernel 2.6.20 and a NVIDIA Kernel Mod-

ule version 100.14.19. The cluster is networked by InfiniBand using Mellanox Technologies

MT25204.



ViewPoint PC-60

temp. res. (Hz) 30 / 60

opt. res. (pixel) 640×480 / 320×240

accuracy 0, 25 ◦ - 1, 0 ◦

precision 0, 15 ◦

(a) (b)

Figure 2: (a) Technical details of the ViewPoint PC-60 eye tracker from Arrington Re-

search. The configuration used in the study is printed in bold.(b) Optical markers of the head

tracking system and filters for polarized light have been mounted on the eye tracker.

3.2 Eye Tracking

We were looking for an eye tracking device that could be easily combined with the markers

for the optical tracking and the polarized filters for the projection. In the end, we settled

on the ViewPoint PC-60 EyeFrame BS007 eye tracker (see Figure 2(b)) manufactured by

Arrington Research [Inc08], as it fits with our requirements while being quite affordable.

The ViewPoint PC-60 offers moderate resolutions in time and space (see Table 2(a)), which

should be adequate for normal interaction tasks (disregading saccades or microsaccades). The

eye tracker is driven by the ViewPoint software in version 2.8.3,33 on an Intel Core2Duo 6600

machine with 2.4 GHz running Windows XP Professional SP 2. The machine is connected

to the VR application via a 100 MBit Ethernet connection.

3.3 Motion Tracking

For body tracking, we use the marker-based optical tracking system ARTtrack1 manufac-

tured by A.R.T. [artGA08]. To track the user’s head, we attached a 6DOF marker to the left

side of the frame of the ViewPoint PC-60 (see Figure 2(b)). Our tracking set-up comprises

nine ARTrack1 cameras which ensure a stable presence of the 6DOF marker in at least three

cameras during the planned interactions.

4 Software Framework

Our design of the software framework is targeted at scenegraph-based VR applications.

The data from the eye and body tracking nodes is sent to the application via Ethernet. The

application connects to the two sensor nodes and realizes the visualization. The visualization

is distributed via Chromium over InfiniBand to our six render clients (see Figure 1).



4.1 Sensor Interface

For the interaction handling, the application gets the current eye position in 2D coordinates

relative to the plane the eyes have been calibrated to. The position and orientation of the

head is provided relative to the coordinate system of the ARTtrack tracking system, which

is mapped to the origin of the root coordinate system. Incoming sensor data is managed by

special purpose nodes, e.g. the Eye Data Client, in the Avango framework. They deserialize

the networked data and provide them in their field interface to subscribing nodes within

the scenegraph, following the data-flow paradigm which is orthogonal to the scenegraph

hierarchy.

4.2 Representation and Integration

A single eye is represented in the scenegraph by an EyeNode. This node is parented by the

HeadActuator which represents head position and orientation in the scene as provided by the

ARTtrack1 system. In normal operation mode the EyeNode computes a gaze-direction by

projecting a ray from the position of the eye through the detected 2D eye position relative

to the plane of calibration.

Object Picking

Point History

Fixation Detection Module

Calibration Module

TriggerGrid
Grid Position

Head actuator

Fixation Detection

Eye Data Client
Position 2D

Histogram Ray Construction

EyeNode
OutViewDirection 3D

Position 2D Grid Position

Sensor Interface

Evaluation

Representation & Integration

Figure 3: The flow of data within the scenegraph.



4.3 Calibration Module

The most interesting problem of the integration of the eye tracking in the VR Set-Up has

been the calibration of the eye tracking system. In normal operation mode, i.e. when

tracking gaze on the image of the scene camera, the system is calibrated using a relatively

complicated procedure: a scene camera streams live video from the perspective of the user

(between the eyes) to the operator’s display. This display is then overlaid with a grid of

calibration points, which are iteratively highlighted throughout the procedure. For each grid

point the operator has to present a target to the participant at the location corresponding

to the grid point on the display. The operator then waits for the participant to focus on the

target and presses a button.

Figure 4: For the VR calibration of the eye tracker, a grid of 16 spheres is presented one by

one in a viewer local perspective. This way the grid is always aligned to the current position

of the head.

We have been able to adopt this schema to the VR and, moreover, do the calibration auto-

matically without the need for an operator. The key idea is that a calibration grid, similar to

the one on the display of the operator pc, is attached to the HeadActuator and relocated to

an appropriate distance (see Figure 4). This way the eye and the calibration grid constitute

a stable system which is independent of any head movements, as long as the framerate is

adequate. The calibration module then interacts with the ViewPoint software by simulating

the operator and presenting a red sphere as target at the location of each grid point.

4.4 Evaluation of Object Selections by Gaze

As a first interaction, we realized the selection of objects. For this we constructed a gaze ray

in the Ray Construction node based on the position and direction provided by the EyeNode.

A Histogram node collects the angular distances of all objects, if any, within an angle of 2.5◦

around the ray during an interval of 400ms. The object with the highest ranking for at least

200ms within this interval is taken as the fixated object. Longer and/or frequent fixations



of an object could then result in a selection of the object, based on an application specific

threshold. In the study we are presenting, we are interested in object fixations only.

5 Measuring Accuracy and Latency with the Visual Ping

We evaluated the accuracy and latency of the system in a human-in-the-loop scenario we

call the visual ping. The task of the participants is to fixate a single hihglighted sphere

from a test-grid of 64 spheres. These spheres are placed on one of four test-grids in a plane

perpendicular to the head orientation at the distances near (0.7m), normal (1.7m), far (2.7m),

and very far (6.7m). All test-grids are placed in such a way that they are within angular eye

movements of horizontally -35.29◦ to 35.36◦ and vertically -36.33◦ to 36.33◦. The test-grids

exceed the calibration grid in each direction about half a distance between the rows/columns.

Thus the calibrated points lay in between the points of the test-grids.

The loop starts with the participant fixating the one single visible sphere. When the system

detects this fixation, it hides the current sphere and highlights a new sphere from the grid.

This moment defines the start time of the visual ping. The participant detects the vanishing

of the fixated sphere and answers with a search movement of the eyes. The time of the first

eye movement that is detected more than 2.5◦ away from the originally fixated position is

taken as the response. The difference between this and the start time of the visual ping

defines the latency of the visual ping. The deviation between the position of the detected

fixation and the sphere defines the accuracy. Once the participant has found and fixated the

newly highlighted sphere, the procedure continues.

This loop is iterated over all spheres within each test-grid. In between individual grids, a

calibration run with the 4x4 calibration grid is executed at normal distance.

6 Results

A total of 10 untrained people with no immersive VR experience participated in the study,

6 women and 4 men. The mean age was 27.7 years with a standard deviation (sd) of

6.17 years. The recorded data has been cleaned by removing outliers beyond 2 standard

deviations. These are mostly outliers with large vertical deviations that we attribute to eye

blinks. Using this procedure, alltogether 10.43% of the entries have been removed.

6.1 Latency

The results for the latency in the visual ping test are depicted in Figure 5(a) for each distance.

The mean latency over all distances is 307.9ms, the median is 317ms and the sd is 99.9ms.

The results for the participants are depicted in Figure 5(b).
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Figure 5: The latencies for the visual ping test (a) for each distance and (b) for each

participant.

6.2 Accuracy

The accuracy of the detected fixations is depicted in Figure 6(a) for the horizontal and in

Figure 6(b) for the vertical deviation. The horizontal accuracy over all distances is 1.18◦

(mean) or rather 0.94◦ (median). The precision (in sd) is 1.51◦. The vertical accuracy over

all distances is 2.52◦ (mean) or rather 1.91◦ (median). The precision (in sd) is 2.24◦. A

detailed overview is given in Figure 7 with median and sd for each grid point.
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Figure 6: The accuracy of the detected fixations along the (a) horizontal and (b) vertical

axis for each level of depth.
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Figure 7: The plots show the angular accuracy of the detected fixations for each distance.

The arrows show the deviation of the median and the circles highlight one standard deviation

around the median. The outer grid-points exceed the calibrated area and are depicted in a

lighter color.

7 Discussion and Conclusion

We have presented technical details of an eye tracking system for our immersive Virtual

Environment. Using a lightweight eye tracker, the user can freely interact in the CAVE-like

system. The projection technology based on polarized light fits together well with the direct

camera recordings of the eye tracking system. Systems with indirect eye recording over

a semi-transparent mirror might be more difficult to handle. We observed no interference

between the infrared optical tracking system and the infrared eye tracking. However, an

additional infrared LED was used to cast enough light on the eye for the tracking.



The results from the user study exceeded our expectations. An accuracy of about 1◦ on

the horizontal axis is nearly perfect, considering that the opening angle of the foveal high-

accuracy vision is about 2◦. The vertical accuracy is also good, although it is less than the

horizontal. In most applications this difference should not matter, as horizontal differences

are more important, e.g. in stereo vision. The performance also seems to be quite stable over

all tested distances, even though we calibrated only for one distance. This stability is not

initially surprising, because we arranged the test-grids to exactly overlap. However, while the

normal distance was more or less presented exactly on the projection surface, and was thus

not affected by ghosting or other influences due to stereo projection, the visual systems of the

participants had to cope with disparity for the near, far and very far distances. Nevertheless

the fixations were detected very accurately. We thus conclude that one can safely rely on a

single distance for calibration.

The results for latency of the visual ping show that the performance is quite similar in every

tested distance. Besides participants 9 and 10, the individual performance is also quite

comparable for practical reasons. But how should a mean latency of 307.9ms be rated? For

a meaningful interpretation, we would have to separate the performance of the human from

the overall performance. The model for human performance of Card et al. [CMN83] might

provide a rough approximation for this separation. According to this model, the perception

of the missing sphere (100ms), the deliberation about the task (70ms), and the issuing of the

motoric response (70ms) should sum up to 240ms. The contribution of the system to the

latency would then be about 70ms, including frame grabbing with 60Hz, image processing,

networking and visualization with a frame-rate of 60Hz.

7.1 Future Work

In previous work, we successfully used a parameterized self-organizing map to reconstruct the

depth of a fixation from the vergence angle of both eyes in real and desktop-based settings

[PDLW07]. It is our plan to carry on this work in the immersive setting. The information

about the depth of a fixation would allow for the reconstruction of the volume of focus, which

could in turn be used to localize rendering, e.g. in terms of multi-framerate rendering, visual

quality (depth-of-field), or localized perspective projection.

On the application level, we already use the eye tracking system to inform joint attention

processes in the interaction with the embodied conversational agent Max ([PLW08], see

Figure 8).
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