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Abstract

Atmospheric mass is transported in and out of the stratospheric polar

cap region by a wave-driven meridional circulation. Using composites of

polar cap pressure anomalies, defined as deviations from the average an-

nual cycle, it is shown that this stratospheric mass flux is accompanied

by a similar mass flux near the surface. This ‘tropospheric amplifica-

tion’ of the stratospheric signal is introduced as a new way to quantify

stratosphere-troposphere coupling. Regression analysis is used to create

a vertical profile of atmospheric pressure during a tropospheric amplifi-

cation event, and the regression slope profile is used as a tool to quantify

the amplification. Using data from 5 reanalysis datasets and 11 climate

models, it is shown that high-top models, with a model lid of above 1

hPa, are significantly better at reproducing tropospheric amplification

than low-top models, due to having more detailed parameterisations of

stratospheric processes. However, the regression slope profiles of all mod-

els, bar one, are significantly different to the profile of reanalysis data at

a 95% confidence level. Tropospheric amplification is also investigated in

historical and future simulations from these models, and it is concluded

that there is not expected to be a large change in the phenomenon over

the next 100 years. The processes needed to reproduce tropospheric

amplification can be identified by comparing idealised models of dif-

ferent complexity. A simple dry-core model is not able to reproduce

tropospheric amplification, while a model with a comprehensive radia-

tion scheme does produce the basic regression slope profile under certain

configurations. The associations between pressure change and mass flux

are further investigated using primitive equations. It is found that ver-

tical and horizontal contributions to mass flux act to mostly cancel each

other out, leaving a poorly-conditioned residual, and that the horizon-

tal mass flux across the polar cap boundary has both geostrophic and

ageostrophic components.
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1 Introduction

1.1 Overview

Stratospheric variability has become an increasingly relevant area of active research

as we begin to understand more about its role on the weather patterns we experience

on the Earth’s surface. It has been shown to affect both short-term and seasonal

weather patterns (Gerber et al., 2012; Baldwin and Dunkerton, 2001), and has been

associated with the position of the mid-latitude jet stream and storm track (Gerber

et al., 2012), tropospheric blocking patterns (Woollings et al., 2010), and the surface

annular modes (Baldwin and Thompson, 2009; Simpson et al., 2011). At longer

timescales, predictable changes in the strength of stratospheric circumpolar flow

resulting from other atmospheric processes can lead to an increase in forecasting skill

(Baldwin et al., 2003; Kidston et al., 2015). However, we still do not fully understand

the mechanisms which couple the stratosphere to the troposphere (Gerber et al.,

2012; Kidston et al., 2015).

In order to better understand stratospheric processes, climate models are now

more frequently being configured to include the stratosphere and lower mesosphere;

initially, this was mainly to simulate ozone chemistry, but now also as an attempt

to generally improve climate model performance (Gerber et al., 2010; Osprey et al.,

2013).

The aims of this thesis are as follows:

1. To introduce a new way to quantify stratosphere-troposphere (S-T) coupling

through the movement of mass in and out of the polar cap, as measured by

mean polar cap pressure at fixed heights.

2. To quantitatively investigate tropospheric amplification in reanalysis data and

climate model output. By using models of varying complexity, from a simple

dynamical core model to a complex General Circulation Model (GCM), with

at least one intermediate model, it should be possible to determine which

physical processes, e.g. baroclinic eddies, are required in the model to recreate

17



tropospheric amplification, from which the dynamical mechanisms behind the

amplification itself could be inferred.

3. To discover how tropospheric amplification is likely to change in the future as

a result of greenhouse warming, and the associated stratospheric cooling, us-

ing RCP (Representative Concentration Pathway) scenarios of the previously-

investigated GCMs, and discuss alterations that may need to be made to

forecasting or climate management as a result of this.

4. To study the underlying stratospheric and tropospheric mass fluxes involved

in tropospheric amplification – primarily the fluxes of mass into and out of

the polar cap – in order to assess the contribution of the zonal mean and

eddy components of the meridional flow, and to investigate the effects of both

vertical and horizontal mass movement on the resulting pressure deviation.

1.2 Structure

Chapter 2 provides a review of recent literature on S-T dynamics, focusing pri-

marily on interactions between the stratosphere and the troposphere, meridional

stratospheric circulation, the use of climate models in stratospheric prediction, and

the current state of research into S-T coupling mechanisms. Chapter 3 then goes

on to introduce tropospheric amplification and its relationship to other known phe-

nomena, such as the polar vortex and the Northern and Southern Annular Modes

(NAM/SAM), with reference to the ERA-interim reanalysis. Chapter 4 continues

this investigation by comparing with other reanalysis datasets, and Chapter 5 sub-

sequently considers historical simulations from a number of climate models. The

second half of Chapter 5 takes these same climate models and uses their RCP sce-

narios to explore future projections, while Chapter 6 focuses on less complex climate

models in order to ascertain what level of complexity is needed to sufficiently recreate

tropospheric amplification. Chapter 7 returns to the ERA-interim data to further

investigate mass fluxes. Finally, Chapter 8 presents the conclusions of the project

and discusses possible future directions for this research.
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2 Background

2.1 Overview

This chapter provides a review of the background information surrounding S-T dy-

namics. The first section focuses on interactions between the stratosphere and the

troposphere, starting with the structure of the atmosphere before moving on to dis-

cussion of atmospheric processes and their timescales. Section 2.3 introduces the

Brewer-Dobson circulation, a meridional circulation of the stratosphere. Section 2.4

then introduces empirical orthogonal functions, which can be used to decompose a

field into space and time components. Sections 2.5 and 2.6 review respectively the

use of climate models in stratospheric prediction, and the consistency between those

models and reanalysis data. Finally, 2.7 covers the current state of research into S-T

coupling mechanisms.

2.2 Stratosphere-Troposphere Interaction

The review papers by Holton et al. (1995), Haynes (2005), and Kidston et al. (2015)

present a good starting point on the field of stratosphere-troposphere (S-T) cou-

pling. Holton et al. (1995) aimed to not only review synoptic and small-scale mech-

anisms of S-T exchange, but also those on a global scale; a factor which had not

been considered in much detail in prior studies. They made the important division

between an ‘overworld’ and a ‘lowermost stratosphere’, where the latter acts as a

boundary layer between the stratosphere and troposphere, as shown in Figure 2.1

by the shaded area. The boundary between these divisions was designated along the

380K isentropic surface (which is around 100 hPa), above which isentropic surfaces

are wholly within the stratosphere, and below which isentropic surfaces intersect

the tropopause (the thick line in Fig. 2.1). The lowermost stratosphere directly

exchanges mass with the troposphere by transport along these isentropic surfaces.

Mass transport between the overworld and lowermost stratosphere occurs at a much

slower rate, and is driven by eddy motions. Holton et al. (1995) concluded that

S-T exchange is controlled by the generation of Rossby waves and gravity waves in
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Figure 2.1: Dynamical aspects of stratosphere-troposphere exchange. (From Holton
et al., 1995, Fig. 3.)

the troposphere which propagate upwards and dissipate, creating a westward zonal

force. Gravity waves are caused by vertical oscillations of a fluid parcel in a stably-

stratified atmosphere. Gravity waves propagate upwards through the troposphere

and stratosphere, and typically break in the middle of the mesosphere, resulting in

a significant descent of mesospheric air into the stratosphere (Plumb, 2002). Rossby

waves, or planetary waves, are features in the global circulation currents caused by

conservation of potential vorticity and influenced by the Coriolis force and diabatic

heating. These waves typically break in the mid-stratosphere, where conservation of

potential vorticity results in a westward flow. Air moving westwards is also directed

polewards by the Coriolis force, inducing what has been named the ‘wave-driven

pump’ (see Section 2.3).

Upward-propagating Rossby waves from the troposphere are known to disturb

the stratospheric polar vortex (Holton et al., 1995). With sufficient wave forcing,

the vortex may be displaced from the pole, or divided into two parts. This causes

descent and adiabatic warming, which can be diagnosed by inversion of the potential

vorticity (PV) field. This split or displacement of the vortex and the associated adi-
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Figure 2.2: Time-height development of the northern annular mode during the winter of
1998–1999. Blue corresponds to positive values (strong polar vortex), and red corresponds
to negative values (weak polar vortex). (From Baldwin and Dunkerton, 2001, Fig. 1.)

abatic warming is known as ‘sudden stratospheric warming’ (SSW) (Haynes, 2005).

Based on observations of variations in the polar vortex, Baldwin and Dunkerton

(2001) presented the idea that it may be possible to predict tropospheric weather

‘regimes’ based on earlier stratospheric ‘harbingers’. They noted that there appears

to be an association between a change in strength of the polar vortex and the par-

ticular weather systems that occur in the troposphere in the following 60 days (Fig.

2.3, composited from events like those seen in Fig. 2.2), and that the strength of the

polar vortex is characterised by the annular modes. The Northern Annular Mode

(NAM) and Southern Annular Mode (SAM) are large scale patterns of variability

in the atmospheric circulations of each hemisphere. Baldwin and Dunkerton (2001)

showed that large, positive anomalies in the NAM represent a strong, organised

vortex, while negative anomalies indicate a weak, chaotic vortex. They also showed

that the Atlantic storm track is displaced further to the south during the 60 days

following a weak vortex event. The study in Baldwin and Dunkerton (2001) followed

on from Baldwin and Dunkerton (1999), in which they detailed downward propa-

gation of anomalies in the Arctic Oscillation pattern (AO, identical in concept to

the NAM) from the stratosphere to the troposphere, and discussed the evidence of

stratospheric anomalies preceding tropospheric weather patterns. The study also led

on to Baldwin et al. (2003), in which they qualified the additional skill of using the

stratosphere to forecast the AO using an empirical statistical model, and suggested

that the time-scale of NAM variations is an important factor in understanding how

stratospheric circulation affects the troposphere.
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Figure 2.3: Composites of time-height development of the northern annular mode for (A)
18 weak vortex events and (B) 30 strong vortex events. (From Baldwin and Dunkerton,
2001, Fig. 2.)

Whereas Baldwin and Dunkerton (2001) looked at the immediate and intrasea-

sonal coupling between the stratosphere and the troposphere, Ivy et al. (2014)

investigated connections between decadal changes in the Arctic tropospheric and

stratospheric circulations. By examining ‘dynamically quiescent’ (inert) years, that

is years without major SSWs, they found that there has been a trend towards a

stronger polar vortex and colder mid-stratosphere temperatures in the polar region.

They did note however that due to the increase in the frequency of SSWs, the

number of quiescent years since 2000 is low, and the results may be biased as a con-

sequence. They concluded by saying that the downward propagation of temperature

and geopotential height trends within the stratosphere in quiescent years is robust,

while the stratospheric trends in these fields do not clearly couple with tropospheric

values during these years. This reinforces the ‘harbingers’ idea of Baldwin and

Dunkerton (2001) by presenting a complementary case; i.e., if a major stratospheric

event occurs, the phase of zonal mean zonal wind anomalies tends to propagate

downwards into the troposphere, but if no major stratospheric events occur, there is

no downward phase propagation. This raises the question over whether there may

be a linear relationship between the strength of the polar vortex, and the state of

the NAM, both of which are affected by tropospheric wave fluxes. This however is
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different to the Antarctic S-T coupling, where sudden stratospheric warmings are

rare, with only one event during an active season (Thompson et al., 2005), due to

the stronger southern vortex suppressing upward propagation of planetary waves.

As a result, the downward influence of the stratosphere is stronger in the Southern

Hemisphere, suppressing planetary wave variability and leading to a quasi-steady

circumpolar flow (Kidston et al., 2015). Despite the potential bias in the results, Ivy

et al. (2014) made useful progress in evaluating long-term trends, as they were able

to examine the years without major events and integrate that with previous results

to create a clearer picture of the whole. This could be extended by investigating

future climate simulations in models.

Reichler et al. (2005) considered a related situation by examining ‘troposhere-

stratosphere-troposhere’ events; that is, specific events which start as a planetary

wave in the tropsphere, propagate up to the stratosphere, and directly cause a

circulation anomaly which propagates back down to the troposphere. The lag time

for the associated zonal mean circulation anomaly to propagate back down to the

troposphere, of between 30 and 100 days, is related to the wave drag in the zonal

mean circulation. Where the maximum eddy driving is higher in the stratosphere,

the lag time is longer, as it takes the initial wave longer to propagate to that height,

and the resulting circulation anomaly longer to propagate down. It was therefore

possible for Reichler et al. (2005) to devise criteria to predict the long-term surface

response to a tropospheric planetary wave pulse.

Gerber et al. (2009) extended the work of Baldwin and Dunkerton (2001) and

Baldwin et al. (2003) to demonstrate that there is an active downward influence

of the stratosphere on the troposphere, and not just a passive response which is

solely driven by tropospheric processes. Using an idealised General Circulation

Model (GCM), they initiated an ensemble forecast before an SSW, and as long as

each ensemble member produced the same SSW, they were able to isolate a robust

signal in the troposphere as a direct response to stratospheric anomalies above. Any

residual upward-propagating dynamics in the troposphere would have been erased

as the ensemble members separated due to synoptic variability. They concluded
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that even though the SSW is forced by tropospheric wave activity, the SSW signal

is preserved in the stratosphere and is able to influence the troposphere after a long

lag time. The signal results in a persistent equatorward shift of the eddy-driven

tropospheric jet stream following an SSW, lasting for around two months.

Gerber et al. (2009) also suggested that forecast skill can be improved by re-

solving the stratosphere and incorporating stratospheric data in forecast models.

Forecast skill is derived from slow, predictable factors at the surface, such as ex-

tratropical sea surface temperature and surface albedo, as well as long-lived factors

in the atmosphere, such as the Madden-Julian Oscillation and stratospheric circu-

lation (Baldwin et al., 2003). Predictability of SSWs themselves is limited by the

chaotic nature of the troposphere, but predictability of the state of the stratosphere

and lower troposphere following an SSW should improve if stratospheric data is

included. Due to the lack of any tropospheric precursors in the study of Gerber

et al. (2009), it is clear that certain downward aspects of S-T coupling would not

be identified without stratospheric processes included in model setups. Excluding

these processes would result in limited understanding and less accurate forecasts.

Baldwin et al. (2003) differentiated between the NAM and the AO, where the

AO is identical to the NAM at 1000 hPa, but the NAM is defined separately at each

isobaric level. This appears to supersede the earlier definition of the AO presented

in Baldwin and Dunkerton (1999), and presents a clearer distinction between the

two terms. Baldwin and Thompson (2009) explained that while there is a common

definition for annular modes, other methods may be used depending on the appli-

cation. The different methods are mostly based on the leading EOFs (empirical

orthogonal functions, see Section 2.4) of geopotential or geopotential height, while

a few are based on the EOFs of pressure or zonal wind. They went on to suggest

that each method of calculation of annular modes can be useful in particular circum-

stances. Ambaum et al. (2001) considered the difference between the AO (Arctic

Oscillation) and NAO (North Atlantic Oscillation), and concluded that while they

are related, they are not the same phenomenon. While the AO is defined using the

mean sea level pressure field in the Northern Hemisphere, and has two centres of
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action (one over the Pacific, and one over the Atlantic), the NAO is associated with

a north-south dipolar structure in the Atlantic pressure field, and therefore has no

Pacific component. Ambaum et al. (2001) noted that the correlation between the

time series of the NAO and the Atlantic section of the AO is as high as 0.92 during

the extended winter (DJFM), but that the difference in the patterns suggests dif-

ferent physical processes, with a regional Atlantic mechanism being responsible for

the NAO, as opposed to the zonally symmetric annular mode pattern represented

by the AO. They concluded that the NAO is likely to be more relevant with regard

to Northern Hemisphere variability than the AO, and that the NAO is more likely

to have predictable behaviour.

Charlton et al. (2003) extended the work of Baldwin and Dunkerton (1999, 2001),

by establishing the magnitude of the link between the states of the ‘stratospheric AO’

and the ‘tropospheric AO’. Given the previous discussion, this would be equivalent

to the NAM in the lower stratosphere and the NAM near the surface, respectively.

Prior studies had only qualitatively discussed the link, so attempting to quantify it

was an important step in increasing understanding of the processes. Their method

included creating a linear regression model to fit the lag times of the time series

between stratospheric AO and tropospheric AO, as well as the lag times between

tropospheric AO time series and themselves. They identified a relationship between

the AO of the lower stratosphere and the AO at 1000 hPa, in which the correlations

were statistically significant at 5% over a time-scale of 10-60 days. The correlation

itself however was quite low, at around 0.2. They also determined that the rela-

tionship appeared strongest at around the height of the tropopause, and during the

winter period. Unlike the relationship between the lower stratospheric AO and the

tropospheric AO, the relationship between the 1000 hPa AO and itself following

some lag time did not appear consistent, with correlation varying between −0.02

and 0.15 over different 10-year slices. In comparison to the focus of Baldwin et al.

(2003), where they sought to significantly increase forecast skill using stratospheric

memory, Charlton et al. (2003) here suggested an increase in skill of only 5% in fore-

casting the 1000 hPa AO when including stratospheric information. The forecasting
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skill was defined using the mean square error of the forecasted AO divided by the

mean square error of the AO climatology,

skill = 1− MSEforecast

MSEclimatology

(Charlton et al., 2003).

In investigating S-T coupling, it is important to understand how different strato-

spheric phenomena affect each other, as a change in equatorial stratospheric events

such as the quasi-biennial oscillation (QBO) could have an impact on polar re-

gion surface weather if both the equatorial stratosphere and the polar troposphere

are connected to the stratospheric polar vortex. Similarly, a change in the polar

stratosphere could have an impact on the equatorial troposphere through the same

connection, given the influence of the QBO on the troposphere (e.g. Garfinkel and

Hartmann, 2011a,b). Garfinkel and Hartmann (2007) had shown previously that

the polar vortex is affected independently by both the QBO and ENSO (El Niño

Southern Oscillation). The QBO is an equatorial stratospheric phenomenon whose

two states closely resemble the NAM pattern (Watson and Gray, 2014), and the

NAM itself represents the state of the polar vortex (Baldwin and Dunkerton, 2001).

Watson and Gray (2014) investigated this to show that the polar vortex is weaker

during the easterly phase of the QBO. They used a GCM to show that the transient

(short-term) response of the polar vortex to a forcing by the QBO is consistent with

a mechanism proposed by Holton and Tan (1980), and concluded by saying that

similar use of a transient response may be helpful in understanding the influence of

the stratosphere on the troposphere.

2.3 Brewer-Dobson Circulation

The Brewer-Dobson circulation (BDC) is a slow global-scale meridional circula-

tion of the stratosphere (Seviour et al., 2012; Butchart, 2014), which characterises

stratospheric mass transport and influences the location of stratospheric ozone (Ger-

ber, 2012). The mechanism behind the circulation is the ‘wave-driven pump’ men-

tioned previously. Known as the ‘wave-driven extratropical pump’ in some litera-

ture (Holton et al., 1995), a preferable name would be ‘Rossby wave pump’ (Plumb,
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2002), to distinguish it from the related ‘gravity wave pump’ of the mesosphere. The

zonal-mean momentum budget suggests that the mechanism becomes more efficient

near the equator (Plumb, 2002; Butchart, 2014), so ‘Rossby wave pump’ also serves

to not downplay the implications of this, whereas ‘extratropical’ suggests it has no

near-equator activity.

The BDC describes Lagrangian-mean transport (Butchart, 2014; Seviour et al.,

2012), characterised by a single-cell stratospheric system, and works in partial oppo-

sition to the Eulerian-mean meridional stratospheric circulation, which is a two-cell

system (Butchart, 2014; Matsuno and Nakamura, 1979). ‘Lagrangian-mean trans-

port’ refers to mass transport within the Lagrangian-mean meridional circulation.

As explained by Matsuno and Nakamura (1979), the Lagrangian-mean is ‘an average

in the zonal direction along a curved material line’, in contrast with the Eulerian-

mean, which is the ‘standard’ zonal mean. The ‘material line’ is a string of individual

air particles moving together within the flow. This aligns with the common distinc-

tion between Lagrangian and Eulerian reference frames, where in the former case you

observe a fluid parcel from within the flow itself, and in the latter case you observe

the fluid from a fixed external reference point. Lagrangian-mean circulation is then

a circulation measured from the Lagrangian-mean reference frame. Streamlines of

the Lagrangian-mean circulation can be seen in Figure 2.4. Physically, Lagrangian-

mean transport describes the motion of the centres of mass of a group of fluid parcels

in the presence of eddies, and thus the transport of mass itself, and not the motion

of the individual fluid parcels (Dunkerton, 1978).

The difference between the Lagrangian-mean meridional circulation and the

Eulerian-mean meridional circulation is due to the Stokes drift uS = uL − uE,

where uE is the Eulerian-mean velocity field and uL is the Lagrangian-mean veloc-

ity field (Dunkerton, 1978; Andrews and McIntyre, 1978a). The Stokes drift is the

velocity form of the Stokes field corrections which associate the two means. For a

field φ(x, t):

φ
S
(x, t) = φ

L
(x, t)− φE(x, t)
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Figure 2.4: Streamlines associated with Lagrangian-mean velocities for the summer (S)
and winter (W) hemispheres. (From Dunkerton, 1978, Fig. 4.)

where;

φ
L
(x, t) = φ(x, t)

L
= φ(x + ξ(x, t), t)

E
= φ

E
(x + ξ, t)

and ξ(x, t) is a particle displacement field. Refer to Andrews and McIntyre (1978a)

for further details and discussion. Dunkerton (1978) went on to show that one of the

main differences between the Lagrangian and Eulerian mean meridional circulations

is that the Eulerian circulation includes the ‘Ferrel cell’ circulation (see Fig. 2.5).

The Ferrel cell has no effect on mass transport, as it is wave-induced and exists

to oppose the Stokes drift in order to maintain thermal wind balance. Figure 2.5

therefore confirms the earlier physical description that meridional mass transport is

primarily controlled by the Lagrangian-mean circulation. Figure 2.5 also illustrates

that the stratospheric single-cell Lagrangian system (left) and two-cell Eulerian sys-

tem (right) both exist above a separate two-cell system in the lower stratosphere.

As a Lagrangian system, the BDC cannot be seen directly in Eulerian diagnostics

such as meridional velocity v; however, by transforming the Eulerian-mean equations

according to Andrews and McIntyre (1976, 1978b), the contributions of mean and

eddy transports can be combined into a ‘residual-mean’ circulation (Butchart, 2014),

which can then be used as a proxy for the Lagrangian-mean transport (Seviour et al.,

2012).

The BDC at first glance sounds like it may have great importance in seasonal
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Figure 2.5: Distinction between Lagrangian (left) and Eulerian (right) mean meridional
circulations at the solstices (S: Summer; W: Winter). The Eulerian circulation includes a
wave-induced Ferrel cell (F). (From Dunkerton, 1978, Fig. 6.)

mass transport within the stratosphere; however, Dunkerton (1978) showed that

parcels of air moving into the tropical stratosphere take approximately two years

to reach polar latitudes. While this may therefore suggest that the BDC is too

slow to be related to the mass movements that are studied in this investigation,

this is referring to two years to travel a distance of the order of 10,000 km. Here,

the distances in question are of the order of 100 km (approximately one degree of

latitude), and the equivalent time for that distance is around one day. Based on

Baldwin and Dunkerton (2001), the timeframe for such events is that they occur

and dissipate within 60 days, so it should be possible to gauge how the strength of

the residual-mean circulation changes during the event’s 60-day progression.

2.4 Empirical Orthogonal Functions

Empirical orthogonal functions are used to decompose a space-time field into its

space and time components (Hannachi et al., 2007). The space components form

an orthogonal set of spatial patterns (hence EOF), while the time components are

a set of uncorrelated time series known as the principal components (PCs); indeed,

EOF analysis is closely related to Principal Component Analysis (PCA) (Hannachi

et al., 2006). The principal components are uncorrelated linear combinations of the

variables of the field that have maximum variance; the first principal component has

the largest variance, the second has the next largest, and so on (Hannachi et al.,

2006). EOF analysis can be used to determine the key modes of variability in dif-
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ferent atmospheric fields, such as surface temperature, sea level pressure, and zonal

and meridional components of wind speed. For example, Wallace et al. (1993) used

EOFs to represent the QBO. The NAM itself is now defined to be the leading EOF

of geopotential height, and thus is considered the main indicator of stratospheric

variability in the Northern Hemisphere. Similarly, the SAM is the dominant factor

in dynamic variability in the Southern Hemisphere (Baldwin and Thompson, 2009).

The EOFs themselves are the solution to the eigenvalue problem

Su = λu,

with the kth eigenvector of S being the kth EOF (Hannachi et al., 2007). S is the

p× p sample covariance matrix of the n× p data anomaly field X, with n timesteps

and p grid points, such that

S =
1

n
XTX,

The eigenvalue λk gives a measure of the variance accounted for in the direction

of the eigenvector uk = (uk1, uk2, . . . , ukp)
T , where the uk are chosen such to be

orthonormal, uTi uj = 1 if i = j, and 0 otherwise.

The PC of the kth EOF is the projection of X onto that EOF,

ak = Xuk

with ak = (a1k, a2k, . . . , ank)
T . (Hannachi et al., 2007)

The EOFs and PCs can also be obtained using singular value decomposition

X = AΛUT , or XU = AΛ, where A and UT are n × r and r × p unitary matrices

respectively, where r ≤ min(n, p) is the rank of X, and A and U have columns ak

and uk. Λ is an r × r diagonal matrix with elements
√
λk.

Baldwin et al. (2009) reviewed spatial weighting for EOFs, which is a process

designed, among other things, to desensitise the resulting spatial patterns from the

grid used in the original data. On a latitude-longitude grid, the weighting matrix

W compensates for latitude φ by multiplying by cos(φ). W is a symmetric p × p
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matrix, such that

xTWx = x′Tx′

where x′ = W
1
2 x. Here, W has the same dimensions as S to allow for off-diagonal

elements which can vary the weighting across the covariance matrix. The mapping

x→ x′ transforms the equation to Euclidean space, where the weighting is uniform.

Transforming the data matrix X to Euclidean space for x ∈ X gives X ′ = XW
1
2 ,

with the covariance matrix

S ′ = (W
1
2 )TSW

1
2 .

Then S ′u′ = λu′ and the EOFs are gained by the inverse transformation u = W− 1
2 u′.

The NAM is defined as the leading EOF of geopotential height, but there is no

one method for even how this single definition of the NAM is acquired. Baldwin et al.

(2009) used the weighting matrixW to resolve the EOF iteratively; more information

on this can be found in Appendix F. Baldwin and Thompson (2009) presented a

number of alternatives for X, including the monthly-mean geopotential height at

1000 hPa, Zm
1000, from which a daily NAM index can be constructed for each level l by

regressing Zm
1000 at l onto the leading PC time series index, and then projecting daily-

mean geopotential height data onto the corresponding regression map. However, as

the authors mentioned, this definition does not capture stratospheric variability,

due to being based on 1000 hPa. The second definition they covered uses monthly-

mean geopotential height Zm
l at all available pressure levels l, but this is much more

computationally expensive. Their third, and preferred, method uses daily-mean

zonally averaged geopotential height at each pressure level, [Zd
l ].

2.5 Climate Modelling

Chemistry-climate models (CCMs) are climate models which include parameters

that respond to atmospheric chemistry, such as ozone trends and methane. In or-

der to simulate these in the stratosphere, they need an increased vertical resolution

and a model top positioned above the stratopause. These models also have more

sophisticated parameterisations of stratospheric processes, such as gravity waves,
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than many other climate models (Gerber et al., 2010). While they started out as

models designed to explore atmospheric chemistry, these are also the models with

the best stratospheric resolution. Using an ensemble of CCMs, Gerber et al. (2010)

and Butchart et al. (2011) assessed the abilities of the models to reproduce observed

stratospheric processes, with the 2010 paper focusing on annular modes and extrat-

ropical atmosphere, and the 2011 paper investigating polar stratospheric variability

and the overall performance of the ensemble models. Both papers build on the

Chemistry-Climate Model Validation activity (CCMVal) of the World Climate Re-

search Programme’s (WCRP) SPARC project (Stratosphere-troposphere Processes

and their Role in Climate) (Eyring et al., 2005).

Using EOF analysis, Gerber et al. (2010) showed that the NAM characterises

over three-quarters of the variance of zonally-averaged flow in both reanalysis and

the models, but that the CCMs overestimate the significance of the annular modes

(the first EOF) by up to 10% at the expense of the second EOF. This means that the

models attribute more of the variance to the annular mode than reanalysis would

suggest was appropriate. They suggested that this may be due to the models not

accurately distinguishing the asymmetry between the Northern and Southern Hemi-

spheres. The models used were from CCMVal Phase 2, with three from CMIP3

(Coupled Model Intercomparison Project, Phase 3) that had stratospheric data.

Comparing these, they found that the CCMs evaluated the amplitude of the annu-

lar modes more accurately than the CMIP3 models. However, there are a number of

common biases that they identified in the models, including the annular mode pat-

tern being extended too far towards the equator. Notably, they discovered that the

models with least bias have higher horizontal resolution, and suggested this may be

due to them simulating eddy-mean flow interactions more accurately. Butchart et al.

(2011) also identified a number of systematic biases in the models, and suggested

that the models had poorer performance in the Southern Hemisphere.

Butchart et al. (2011) investigated the effectiveness of the CCMVal-2 models to

evaluate different aspects of stratospheric circulation. They investigated the polar

night jet (PNJ), which the models simulated well in the Northern Hemisphere, but
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‘not quite so well’ in the south, where most models do not reproduce the observed

tilt in the upper stratosphere of the jet towards the equator. Comparing the EOFs

of extratropical zonal mean zonal wind at 50 hPa from both the model data and the

reanalysis data from ERA-40, they found that the leading mode accounted for the

majority of the variance, with the reanalysis data’s Northern Hemisphere variability

explained to 87%. The leading mode in the models explains a similar amount of

variability. In the Southern Hemisphere, extratropical variability of zonal mean

zonal wind in the stratosphere is explained by the first two modes of the EOF

analysis, which the paper distinguishes to be the strength of the PNJ (59%) and

its meridional shift (35%), respectively, accounting for 94% of the total variance.

However, the model data is biased too much towards the leading mode compared to

the reanalysis, and does not account enough for the meridional shift.

Simpson et al. (2011) took a closer look at the bias produced by General Cir-

culation Models (GCMs) in the Southern Hemisphere using the Canadian Middle

Atmosphere Model (CMAM), which has a model top at 100 km, but does not in-

clude the interactive chemistry found in CCMs. They investigated the stratospheric

processes in the model which caused the bias, and noted the Southern Annular

Mode (SAM) has a persistence which is not replicated in the north. Butchart et al.

(2011) observed that the breakdown of the austral polar vortex occurs too late in

the year, extending the influence of tropospheric systems on the stratosphere into

early summer. Simpson et al. (2011) confirmed and attributed the majority of the

persistence to tropospheric processes, such as the position of the jet streams. They

concluded with the statement that models are likely to overestimate the magnitude

of a poleward shift of the jet in scenarios of future climate change due to their bias

in the response of the SAM, but that removing bias in tropospheric feedbacks may

help reduce the bias in stratospheric processes.

Hitchcock and Simpson (2014) used the same model to investigate S-T coupling,

focusing on three main issues: downward influence of zonal-mean stratospheric vari-

ability on the troposphere; separation of deterministic tropospheric signal from vari-

ability; and zonally asymmetric tropospheric response. When considering downward
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influence, it is important to be able to differentiate between the effects of the upward-

propagating waves that cause the SSW, which will also interact with tropospheric

flow directly, and any influence from the SSWs on the troposphere, as shown in

Section 2.2 with reference to Gerber et al. (2009). Because studies often use sym-

metric NAM and/or zonal mean responses, the zonal asymmetry of the troposphere

is not often represented. However, despite the zonal symmetry of the stratospheric

perturbation, Hitchcock and Simpson (2014) found a zonally asymmetric response

similar to that shown in ERA-interim and the free-running CMAM simulation in

simulations spun off from a December control. They concluded by stating that a

model which does not properly capture the structure of the stratospheric circula-

tion during and following an SSW cannot be expected to capture the tropospheric

response.

2.6 Consistency between Models and Reanalysis

The accuracy to which climate models are able to replicate stratospheric variability,

both between different models and when compared to ERA-40 and ERA-interim re-

analysis data, was investigated by Woollings et al. (2010) and Osprey et al. (2013),

among many others. ERA-40 is a 40-year reanalysis dataset from the European Cen-

tre for Medium-Range Weather Forecasts, for 1957–2002. ERA-interim covers 1979

onwards to the present, and is continually updated. Osprey et al. (2013) compared

two configurations of the same climate model, Had-GEM2, where one had a model

lid at 39 km and the other had a model lid at 84 km, with ERA-40 and ERA-interim

data. Woollings et al. (2010) compared HadGAM, which has a well-resolved strato-

sphere, with ERA-40 data to investigate links between variability in the stratosphere

and blocking systems in the troposphere. A blocking system is a large-scale anticy-

clone which ‘blocks’ the prevailing westerlies and mid-latitude storms, causing low

pressure systems to be diverted polewards around the high pressure system (Pelly

and Hoskins, 2003). Similar in concept to how SSWs are generated, Woollings et al.

(2010) stated that the onset of a blocking event is associated with the breaking of a

synoptic-scale Rossby wave, this time however in the upper troposphere rather than
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the stratosphere. As with the NAM, there are a number of different criteria used to

generate a ‘blocking index’ from which to define a blocking event, with Woollings

et al. (2010) basing their definition on the breaking Rossby wave by looking for

a reversal in the meridional gradient of potential temperature on the tropopause.

(The tropopause used in this instance is the dynamic tropopause, which is based on

PV rather than lapse rate.)

Osprey et al. (2013) used the forcing conditions as outlined for the Coupled

Model Intercomparison Project Phase 5 (CMIP5), which can be found in Jones

et al. (2011), and a modified version of the ozone dataset from SPARC, as inputs

to their ensemble runs. There are many similarities between the models and ERA-

40, including the general trend of stratospheric global cooling, and the high-top

model’s ability to simulate the ‘final warming’ of the polar vortex. In this paper,

they defined the ‘final warming’ to be the last time over the winter period when

zonal-mean zonal wind (at 60° and 10 hPa) becomes easterly. There was, however,

considerable bias in many of the simulations. For example, the models exhibited

a bias towards lower temperatures in the troposphere and higher temperatures in

the stratosphere compared to the reanalysis data. In most instances, this bias was

substantially reduced in the high-top ensemble runs. Also lacking from the low-top

ensemble was the existence of some aspects of stratospheric circulation, including

the QBO. It was clear that the model with higher vertical resolution was beneficial

in modelling and understanding stratospheric processes.

Woollings et al. (2010) found that their model simulated tropospheric blocking

and stratospheric variability reasonably well, and correlations between the GCM

and ERA-40 were similar. However, the model underestimated aspects of blocking

and variability in Europe and the Northern Hemisphere stratosphere; they suggested

that these discrepancies were related, as the two systems are linked to each other.

As suggested before by Baldwin and Dunkerton (1999) and others, tropospheric

patterns, including the blocking systems, are potentially related to the downward

influence of the stratosphere. Woollings et al. (2010) meanwhile said ‘the influence

of the stratosphere on blocking, if indeed there is one, is via the zonal mean flow’.
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They also mentioned that correlations between the leading EOF and the blocking

index are stronger when the stratosphere leads the blocking. They confirmed that

the blocking systems themselves also affect the tropospheric planetary waves on a

synoptic scale, by regionally modifying the stationary wave patterns, which in turn

propagate anomalies back up into the stratosphere.

2.7 Proposed Coupling Mechanisms

The mechanisms and dynamics involved in coupling the stratosphere to other com-

ponents of the earth system are not fully understood (Gerber et al., 2012; Kidston

et al., 2015). Gerber et al. (2012) outlined potential future research, with a reminder

that any new components in a climate model, such as adding stratospheric chemistry

or nonorographic gravity waves, means a higher computational expense of running

the model. They asked, ‘how much of the stratosphere needs to be represented in

a model to capture the influence on the troposphere?’ As noted in Section 2.5,

Hitchcock and Simpson (2014) conjectured that a model which does not properly

capture the structure of the stratospheric circulation cannot be expected to capture

the tropospheric response.

There are currently several theories about which mechanisms are most relevant

for coupling the troposphere and stratosphere together, but no physical portrayal

of the key process(es). As discussed in Section 2.5, Simpson et al. (2011) noted a

connection between the location of tropospheric jet streams and the breakdown of

the polar vortex. Gerber et al. (2012) reaffirmed this as an important factor, but

one for which we do not know the key mechanism(s). They presented a number of

suggestions for tropospheric response proposed in other research papers, including:

a response based on stratospheric PV and wave-driven changes in meridional circu-

lation; changes in synoptic eddies; refraction of synoptic waves; and the influence of

planetary waves. Kidston et al. (2015) suggested that the latitude of tropospheric jet

streams and storm tracks is influenced by the speed of the stratospheric jet streams

above. Specifically, they looked at the influence of the stratospheric circumpolar

jet, which marks the edge of the polar vortex, and its effects on the latitude of the
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tropospheric polar jet, or mid-latitude jet. Echoing Gerber et al. (2012), they noted

that the underlying dynamics of this coupling are not well understood. They rec-

ommended more investigation was needed on the dominant eddy feedback processes

and the controls on wave propagation and generation.

Cohen et al. (2013) investigated the driving of parameterised and resolved gravity

waves and planetary waves, and their impact on the Brewer-Dobson circulation

(BDC). The resolution of climate models means that the smaller-scale waves cannot

be resolved, and so these are parameterised. In atmospheric GCMs (AGCMs),

these are primarily gravity waves originating from convection, frontal instabilities,

and small mountains. Cohen et al. (2013) aimed to provide a better understanding

of how waves of different scales contribute to the BDC. They found that when

they perturbed parameterisations of orographic gravity waves, the resolved wave

drag responded to compensate, resulting in little change to the total wave driving.

Because of this, they suggested that the common decomposition of the BDC into

linear wave-driven components (resolved and parameterised) using the principle of

downward control (Haynes et al., 1991) may lead to an inaccurate representation of

meridional circulation; if one component is altered, and the others compensate for

the change, it would be hard to tell how each component contributes to the whole

system.

A number of mechanisms for explaining the stratospheric influence on the tropo-

sphere were also reviewed by Song and Robinson (2004): reflection of the planetary

waves propagating vertically from the troposphere to the stratosphere; interaction

between planetary waves and the stratospheric zonal flow; responses to changes

in stratospheric PV; wave-driven secondary circulations of PV in equilibrium (the

so-called ‘downward control’ idea); and amplification of the intrinsic annular modes.

While potential vorticity (PV) is itself not a ‘coupling mechanism’, measur-

ing the changes in stratospheric PV is one of the common themes throughout

the different proposed mechanisms. Hartley et al. (1998) found that alterations

in stratospheric PV, associated with distortions in the polar vortex and caused

by upward-propagating tropospheric waves or stratospheric waves travelling east-

37



ward, induce perturbations in the geopotential height field in the upper troposphere.

Using quasi-geostrophic piecewise PV inversion, they calculated the PV contribu-

tion to the geopotential height anomaly, and found that 15–34% of the anomaly at

the tropopause could be attributed to stratospheric PV anomalies. This suggests

that changes in the stratospheric PV field can significantly affect the height of the

tropopause (Song and Robinson, 2004). This is explained further by Ambaum and

Hoskins (2002), who showed that a positive potential vorticity anomaly in the po-

lar stratosphere from a strong polar vortex results in the polar tropopause rising.

This in turn leads to a low pressure signal over the North Pole. Black (2002) also

considered this approach, showing that large scale PV anomalies induce zonal wind

perturbations which extend right down to the surface. Black (2002) additionally

brought up the issue of causality, stating that the interpretation of downward influ-

ence mechanisms must depend on the processes that are responsible for causing the

initial stratospheric anomalies. Upward-propagating Rossby waves are one factor,

but there are also local radiative processes within the stratosphere that need to be

considered. This strengthens the recommendation, also echoed by Hartley et al.

(1998), that atmospheric models must represent stratospheric processes sufficiently

to properly simulate tropospheric feedback.

Another set of proposed mechanisms centres on the influence of planetary-scale

Rossby waves. It is already known (see Section 2.2) that upward-propagating Rossby

waves affect stratospheric circulation, but Perlwitz and Harnik (2003) investigated

the suggestion (also proposed previously by others) that some of these waves would

be reflected, thus propagating back downwards and affecting tropospheric circula-

tion. The reflection occurs when the polar night jet peaks in the high latitude mid-

stratosphere, combined with a ‘meridional waveguide’ which channels the reflected

wave to the troposphere. With a lag of about six days, they found a relationship be-

tween stratospheric zonal wave 1 and tropospheric zonal wave 1 when the reflecting

surface exists.

In addition to reflection of planetary waves, refraction of waves may also be a

contributing factor. While refraction is considered more an upward component, this
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appears to be influenced by lower stratospheric conditions. This was introduced by

Limpasuvan and Hartmann (2000), who were investigating zonal wind associated

with the annular modes, which are forced by eddy fluxes. An anomalous zonal wind

field can result in an anomalous stationary wave response, implying an anomalous

eddy momentum forcing. The propagation of the eddies was then investigated, and

a relationship found with refraction of the stationary waves. During the positive

NAM phase, waves are less strongly refracted towards the pole, resulting in equa-

torward wave propagation and poleward eddy momentum flux. In the opposite

phase, stationary waves are more strongly refracted toward the pole, resulting in

an anomalous equatorward eddy momentum flux. They drew the comparison here

between an increase in poleward waves from refraction, and a weak polar vortex,

since the vortex is weakened by an increase in upward-propagating waves in the

polar region. The refraction of Rossby waves is explained in the investigation by

Ambaum and Hoskins (2002) of the varying height of the tropopause as a result of

PV anomalies. An increase in the NAO index over Iceland results in a positive PV

anomaly in the troposphere, lowering the tropopause in that region. This causes

upward-propagating Rossby waves to be refracted towards the equator, reducing the

number that break at the edge of the polar vortex. This then leads to a stronger

polar vortex and a second positive PV anomaly in the stratosphere, following a lag

time of about four days. An illustration can be seen in Figure 2.6 (Ambaum and

Hoskins, 2002).

Refraction of EP flux, resulting in a change in eddy momentum flux, is also con-

sidered by Simpson et al. (2009), who looked at influence of thermal perturbations

in the stratosphere on tropospheric circulations. They noted that a change in the

vertical temperature gradient affected the meridional PV gradient, which changes

the refractive index influencing the direction of propagation of the eddies. Kushner

and Polvani (2004) also looked at the role of eddies, and found that a stratospheric

thermal perturbation with eddy feedbacks resulted in a response that penetrates

down to the mid-troposphere, while a perturbation without eddy feedbacks induces

a response that is confined to the troposphere. Additionally, they found that as the
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Figure 2.6: The tropopause (thick line) descends due to a positive PV anomaly (+)
over Iceland (IC). Upward-propagating Rossby waves (wavy lines) refract more toward
the equator. A stronger polar vortex and associated positive PV anomaly (+) cause the
tropopause below to rise, which stretches the tropospheric column (vertical arrows) over
the North Pole (NP). (From Ambaum and Hoskins, 2002, Fig. 1.)

winter polar stratosphere is cooled, the polar vortex strengthens, the eddy driving

is reduced, and the tropospheric jet moves poleward. They questioned the issue of

causality, as from their diagnosis using EP flux analysis, it is not possible to see

which result is the cause and which is the effect. They concluded that the full re-

sponse cannot be predicted without a theory for baroclinic eddies, and end with a

rather poignant statement; ‘[the] stratosphere and troposphere could be coupled in

ways that might be rather difficult to untangle.’

Song and Robinson (2004) combined a number of these approaches with the

‘downward control’ principle of Haynes et al. (1991), which involves wave transport

of PV being in equilibrium with its creation and destruction, to create the hypoth-

esis of ‘downward control with eddy feedback’. This involves tropospheric eddy re-

inforcement of a weak stratospheric signal transmitted downwards by the secondary

circulation associated with ‘downward control’. Tested using a model of their own

devising, in which they applied a zonally-symmetric torque to the stratosphere of an

idealised GCM, the study found a robust response in the troposphere that projects

on the annular modes of the model. However, when planetary waves are suppressed,

the model did not produce the same result. This implies that while their ‘downward

control with eddy feedback’ can explain part of the downward influence, it does not

give the whole picture.
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2.8 Review

Research into stratosphere-troposphere coupling has progressed from qualitatively

identifying links between the two layers of the atmosphere, to quantitatively investi-

gating the magnitudes and extent of these links and how they can be used to improve

the skill of forecasting. Climate models are starting to include more stratospheric

processes, and investigation is ongoing into which aspects of stratospheric dynam-

ics can be resolved and need to be parameterised. The field is now moving into

increasing understanding of the mechanisms and dynamics involved in stratosphere-

troposphere coupling. This will help determine which aspects of the stratosphere

need to be represented in a model to identify coupling with the troposphere, with

potential vorticity, planetary wave propagation, and synoptic eddies being the prime

candidates.
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3 Introduction to tropospheric amplifica-

tion

3.1 Introduction

As mentioned in Section 2.2, breaking waves produce westward drag, and air is

directed polewards by the Coriolis force, driving a meridional circulation. It follows

that an influx of mass over the ‘polar cap’ from a stronger-than-normal meridional

circulation would cause an increase in pressure in the column of air below, as the

recorded pressure at a certain level is a measure of the total atmospheric mass above

that level. The polar cap is defined as the area polewards of 65° in either hemisphere,

per Baldwin and Thompson (2009). Figure 3.1 illustrates four original theories for

how this pressure increase could develop between the injection of mass at around 15

km, and the surface. If the polar cap had a rigid vertical boundary at 65° extending

upwards from the surface, through which air could not flow, this pressure increase

would be uniform to the surface (Fig. 3.1a). However, the boundary of the polar

cap is not rigid, and so the pressure increase is expected to tail off as the extra

mass leaks out, either entirely within the stratosphere (Fig. 3.1b), or by the time it

reaches the surface (Fig. 3.1c). Reanalysis data shows that neither of these are the

case; instead, there is a reduction in the increased pressure down to the tropopause,

implying the added mass leaking out of the polar cap. Below this, the pressure

increases further, even beyond the initial increase caused by the Rossby wave pump,

suggesting a further poleward flow of mass in the troposphere (Fig. 3.1d). This is a

tropospheric amplification of the stratospheric pressure signal.

If δz is the difference in height between two vertical layers z and z + δz, the

mass of air between those layers is ρ δz for some air density ρ at height z. The

difference in pressure between the layers is −δp. The downward force of gravity g

on the mass of air is gρδz, which is balanced by the pressure gradient force, leading

to the hydrostatic assumption

∂p

∂z
= −ρg .
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By focusing on tropospheric amplification and its related effects, it is hoped that

an increased understanding of S-T coupling is achieved. This thesis approaches the

problem from a new angle – that being the consideration of mass movement, and to

a lesser extent, change in pressure – using vertical height as the altitude measure.

The data fields used are raw quantities that are readily available from observational

data, reanalysis, and climate models, and as such, they do not require extensive

calculation and analysis before they can be considered useful.

Geopotential height Z is a vertical height metric that is proportional to the

geopotential Φ of a unit mass at that height, relative to sea level,

Z =
Φ

g0

,

where g0 = 9.81 is globally-averaged gravitational acceleration at the surface. Geopo-

tential itself is the potential energy of the unit mass, defined as the energy required

to lift a mass of 1 kg from sea level to a particular height h,

Φ(h) =

∫ h

0

g dz .

z is the geometric height coordinate, and g is non-averaged gravitational acceler-

ation. Taking the assumption g ≈ g0, geopotential height Z is essentially inter-

changeable with geometric height z.

Another important relationship that will be further investigated in this chapter

is that between pressure p and temperature T , which are related through potential

temperature θ. Potential temperature describes the temperature that a parcel of dry

air would have if moved adiabatically to a standard reference pressure, p0 = 1000

hPa:

θ = T

(
p0

p

)κ
,

where κ = Rd
cp

= 0.286 is the ratio of the dry air gas constant Rd to its specific heat

capacity cp. By definition therefore, any adiabatic air movement conserves potential

temperature.

Previous research, such as Song and Robinson (2004), has qualitatively investi-
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gated the downward influence of the stratosphere on the troposphere. One of their

observations, based on work by Hartmann et al. (2000), is that ‘the stratospherically

forced response is both amplified and modified by tropospheric dynamics’, with the

direct tropospheric response to an initial stratospheric forcing being amplified and

maintained by feedbacks from transient eddies. The baroclinic eddies shift depend-

ing on the position of the tropospheric jet, and this results in anomalous fluxes

in momentum. However, none of these forces, fluxes or feedbacks are quantified,

meaning there is no way to measure the response.

In this thesis, a quantitative approach is developed for a tropospheric response to

a measured increase in stratospheric pressure. It should be noted that the mechanism

behind this specific tropospheric response, while likely related to the mechanisms

discussed in Section 2.7, is not a main focus of the thesis, but will be briefly inves-

tigated in later sections. The quantifiable measures can then be used in numerous

situations, such as model intercomparisons (such as those in Section 5) and devel-

opment. For example, by comparing the numerical value of a standard tropospheric

amplification event, model developers would be able to use this metric to ensure

that their model faithfully represents S-T coupling processes.
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(a) Rigid boundary theory (b) Stratospheric leak theory

(c) Tropspheric leak theory (d) ERA-interim reanalysis

Figure 3.1: Illustration of the Rossby wave pump and associated original theories (see
Sec. 3.1) concerning pressure increase over the polar cap.
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3.2 Investigation

Geopotential height values from zonally-averaged ERA-interim reanalysis data were

interpolated from pressure levels to produce a set of pressure data at defined heights

(see Appendix C). After removing the annual cycle from the pressure field to leave

the anomalies (Appendix D), and taking the zonal average, a weighted approxi-

mation to the area average for the whole of the polar cap pressure field pcap was

created for each height Z, with weighting h applied to compensate for the reduction

in grid-box size as the data nears the pole:

pcap,Z =

∑
y[p]y,Zhy∑

y hy
(1)

where

hy = cos πy
180

and py,Z is pressure at latitude y (°N) and geopotential height Z (km). Full details

on the construction of pcap, including the zonal average and discretisation of latitude

φ to y, can be found in Appendix E.

Given that we are looking for anomalously high (or low) pressure, a pressure value

pcap exceeding two standard deviations σ at a particular height Z in the stratosphere

is a reasonable starting point. Thus pcap is considered anomalous if pcap > 2σZ or

pcap < −2σZ , where

σZ =

√∑
n (pcap,Z − pZ)2

n− 1

Anomalies where pcap > 2σZ are classed as positive anomalies, which indicates an

influx of mass, while anomalies where pcap < −2σZ are negative anomalies, indicating

an outflow of mass. pcap therefore has opposite sign to the NAM index. The height

Z chosen slightly affects the number of days where pcap > 2σZ or pcap < −2σZ is

satisfied, but since the altitude of the Rossby wave pump itself is assumed constant,

this does not have much impact on the results aside from whether or not a few days

at the beginning and end of an event are included.

The altitude of 25 km was chosen for the index, as it is the approximate height of
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Figure 3.2: Daily polar cap pressure anomalies at 25 km pcap,25, Northern Hemisphere,
showing pressures above (red) and below (blue) 2 standard deviations, with pressure den-
sity distribution on the right. Solid black line is the calculated PDF of pcap,25 from binned
data, grey line is the estimated PDF f(x), dotted line is standard Gaussian distribution
N∼(0,1).

greatest EP flux divergence, most concentrated wave breaking, and the approximate

height of the transition between the two-cell diabatic circulation of the lower strato-

sphere and the single-cell Lagrangian circulation of the upper stratosphere (Yang

et al., 1990). If Z was chosen to be any higher up, the measure would be taken

beyond the extent of the pump’s influence, and a number of results may be missed.

Figure 3.2 shows the time series of Northern Hemisphere polar cap pressure

anomalies at 25 km in ERA-interim from 1979 to 2015. The largest pressure anoma-

lies in the Northern Hemisphere, including all those which exceed ±2σ (red and blue)

occur between November and April, and correspond to the different states of the

polar vortex. Positive pressure anomalies correspond to weak polar vortex events,

much like a negative NAM index is indicative of a weak polar vortex, and negative

pressure anomalies correspond to strong polar vortex events, much like a positive

NAM index is indicative of a strong polar vortex (Baldwin and Dunkerton, 2001).

The probability density curve of polar cap pressure is shown on the right of Figure

3.2. The black curve was calculated by binning the data based on ‘Scott’s rule’,

where bin width W = 3.49σn−
1
3 (Scott, 1979), and plotting the resulting density

curve. The grey curve shows an estimation of the PDF using the sample mean µ
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(a) Northern Hemisphere (b) Southern Hemisphere

Figure 3.3: Positive (red) and negative (blue) composites of pressure anomalies over the
polar cap, defined on 2 standard deviations from the mean at 25 km. Horizontal lines are
at 25 km, 16 km, and 7 km.

and sample standard deviation σ of the data,

f(x|µ, σ2) =
1√

2πσ2
e−

(x−µ)2

2σ2 .

The distribution plot shows that the polar cap pressure is mostly symmetrical,

with no skew towards either a positive or negative anomaly situation, although the

positive tail could suggest that extreme positive events have a larger magnitude

than extreme negative events. The low sample size and near-symmetric distribution

however imply this is more likely to be an anomaly that would be smoothed out

with more data. The sample distribution is also very similar to the standard Normal

distribution superimposed on the plot (dotted), with the most notable difference

being a slightly narrower bell deriving from a smaller standard deviation, σ = 0.8048.

Each of the events shown in red and blue in Figure 3.2 can be combined into

one composite plot showing average pressure deviation from the mean during a

tropospheric amplification,

pcap,Z =

∑
n pcap,Z | pcap,25 > 2σ25

npcap | pcap,25 > 2σ25

plotted against geopotential height (Fig. 3.3a). As mentioned in Section 3.1, it

would be expected that the signal above and below the peak pressure would decrease
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the further it propagates. Based on Figure 3.3, the chosen altitude of 25 km is

approximately 9 km above the maximum flux altitude of the Rossby wave pump,

meaning the anomaly is detected at the periphery of the upward extent of the pump’s

influence. The maximal pressure deviation, of just under 4 hPa, occurs between 15–

18 km, implying that this is the height at which the Rossby wave pump is moving

mass into the polar cap region. The value is lower (at just over 2 hPa) in the region

of 7 km, which is the average polar tropopause height, suggesting that the total

mass flux above this height has reduced, which agrees with the expectation. The

anomalous increase in pressure also trails off upwards towards 50 km, as expected,

with pressure at 50 km itself having hardly any deviation from the mean. However,

below the tropopause height, the deviation from the mean increases again, and it

is clear more mass enters the polar cap nearer to the surface, where the pressure

anomaly is again between 3 and 4 hPa. This is the tropospheric amplification of the

stratospheric signal which can be seen at 16 km. As mentioned above, the altitude

of the Rossby wave pump itself is assumed constant, so the resulting tropospheric

amplification is invariant under the choice of height level Z.

The positive and negative composites are remarkably symmetrical; the amplitude

of the anomaly caused by mass leaving the polar cap (blue curve in Fig. 3.3a) is

almost identical to the amplitude caused by mass moving into the polar cap (red

curve in Fig. 3.3a), despite the fact that there are only two-thirds the number of

negative events as positive events being composited (Fig. 3.2, 28 positive (red) peaks

as opposed to 18 negative (blue) peaks). It will be shown later (Figs. 3.7a and 3.7b)

that the onset and development of positive and negative events differs.

A similar plot can be created using the values for the Southern Hemisphere in

ERA-interim. Based on ±2σ at 25 km, anomalous pressure events in this hemisphere

occur primarily between August and November. This is later than the normal winter

period but nevertheless coincides with the existence of the austral polar vortex, and

is consistent with the literature which states that there is a delay in the breakdown

of the vortex as a result of stratospheric cooling caused by the Antarctic ozone hole

(Sun et al., 2014; Stolarski et al., 2006). Figure 3.3b of the Southern Hemisphere
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anomalies is very similar to Figure 3.3a of the Northern Hemisphere, with similar

amplitude, showing that the tropospheric amplification phenomenon is generic in

both hemispheres. Given the large differences in topography and orography between

the hemispheres, this suggests that the phenomenon is not dependent on land surface

features. This appears to counter the result seen in Section 2.2 from Kidston et al.

(2015), which suggested that the downward influence of the stratosphere is stronger

in the Southern Hemisphere.

As mentioned above, the peak pressure anomaly occurs at around 16 km, which

is approximately 100 hPa, suggesting that this is the level of highest wave activity.

100 hPa is therefore likely to be a very important index level, as it could potentially

be used as a proxy measure for S-T interactions (see Section 4.3 for further investi-

gation), without the need to go as far into the stratosphere as 25 km. Comparisons

between 25 km (the height of most concentrated wave breaking), 16 km (greatest

mass movement), 7 km (tropopause) and the surface (amplification) could together

form a quantifiable result that directly measures the intensity of S-T coupling at a

particular time, with the theory in this section used as a basis for that measure.

3.3 Annular Modes

Song and Robinson (2004) found that the tropospheric annular mode is influenced

by variations in the strength of the stratospheric polar vortex. Figure 2.2 (Fig. 1

of Baldwin and Dunkerton, 2001) shows the time-height development of the NAM

during the winter of 1998–1999 from data based on NCEP-NCAR. Here, the annu-

lar mode is calculated from ERA-interim (see Appendix F), and the Baldwin and

Dunkerton (2001) plot is recreated in Figure 3.4. At the 20 hPa level, which is just

above 25 km, 74% of Northern Hemisphere variance is accounted for by the first EOF

(EOF-1), with another 11% from the second EOF (EOF-2). This is slightly lower in

the Southern Hemisphere, with 64% of the variance being accounted for by EOF-1

and 15% from EOF-2. At 100 hPa, the variance is weighted more towards the second

EOF, with 56% from EOF-1 and 20% from EOF-2 in the Northern Hemisphere, and

57% from EOF-1 and 18% from EOF-2 in the Southern Hemisphere.

50



Figure 3.4: Northern Annular Mode, winter 1998–1999, with positive values (strong
polar vortex) in blue, and negative values (weak polar vortex) in red.

Figure 3.5: Polar cap pressure anomalies, boreal winter 1998–1999, normalised by stan-
dard deviation, with negative values (strong polar vortex) in blue, and positive values
(weak polar vortex) in red.

Figure 3.6: As Fig. 3.5, with periods when p25 > 2σ highlighted in red.
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Figure 3.4 can then be compared with a plot of the time-height development

of polar cap pressure anomalies, shown in Figure 3.5. The anomalies here are nor-

malised by dividing by the standard deviation of the pressure time series at each

height, in order to account for the lower atmospheric pressure at higher altitudes.

It can be noted that the NAM (Fig. 3.4) and normalised pressure anomalies

(Fig. 3.5) are very similar. This is of course to be expected, as the root definition

of the NAM is from an EOF of geopotential height on pressure surfaces, while the

tropospheric amplification is based on pressure anomalies defined on geopotential

height levels. However, the pressure averages are easier to physically understand, in

terms of mass over the polar region.

Two high amplitude events at 25 km are illustrated in Figure 3.6 – it is apparent

in the Feb/Mar event that there is an increase in tropospheric pressure concurrent

with the increase in stratospheric pressure, but the Dec/Jan event does not exhibit

significant tropospheric amplification until the last few days of the event. This

suggests that tropospheric amplification doesn’t occur uniformly during every high

pressure event in the lower stratosphere, which may be an indication that differ-

ent stratospheric mechanisms (Sec. 2.7) are involved during Dec/Jan to those in

Feb/Mar. Both of these events appear to occur within 10–20 days of an increase in

pressure in the mid-upper stratosphere, but due to the data being normalised, this

feature is likely exaggerated, as the total mass of air in the upper stratosphere is

very low.

3.4 Time development of tropospheric amplification

To see the general effects of amplification events, composites of 27 events when

pcap,25 > 2σ (Fig. 3.7a) and 21 events when pcap,25 < −2σ (Fig. 3.7b) were created

from the full ERA-interim dataset. An event is considered separate from a previous

one if there are more than 60 days between instances when the value of pcap,25 exceeds

±2σ, to give time for the atmosphere to return to a quiescent state, based on the

time frame presented by Baldwin and Dunkerton (2001). Events occurring within

60 days of either end of the ERA-interim time period are ignored, as their full onset
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and extent may not be included.

Figure 3.7a indicates that on average the positive pressure anomalies persist for at

least 30 days, reducing in intensity up to around 50 days, and that the tropospheric

amplification of the stratospheric event occurs almost instantaneously. The largest

pressure change occurs at 15–18 km, as seen previously in Figure 3.3a. Based on

pcap,25 exceeding +2σ, there appears to be an onset period of approximately 10 days

in the stratosphere which does not appear to propagate all the way down to the

surface. This is similar to the onset period of an SSW, but due to the difference

in how SSWs and these pressure anomalies are defined, this method picks up more

events.

Figure 3.7b suggests that on average the negative pressure anomalies also persist

for up to 50 days, but the tropospheric amplification effect—while still initially

occurring instantaneously—does not seem to persist beyond 40 days, and after about

30 days, no longer has an upper-troposphere signal. Additionally, negative events

do not have a fast onset period; rather, pcap,25 exceeds −2σ approximately in the

middle of an anomalously negative period, which began up to 40 days before crossing

the 2σ threshold. This agrees with the existing literature, as there is no such thing

as a ‘sudden stratospheric cooling’. The differences between this and Figure 3.7a

imply that the processes that lead to negative events are mechanically different from

those that lead to positive events, which is counter to the implication seen in Section

3.2 from Figure 3.3. Taking these together, this could mean that there are similar

underlying processes to positive and negative events, but different causes for each.

Figure 3.8 is the normalised version of 3.7 (like Fig. 3.5), which provides an

indication of relative mass movement rather than absolute mass movement. This

can be directly compared with an equivalent composite of events defined from the

NAM, as in Figure 3.9. It should be noted that if an ‘event’ is defined here using

the 10 hPa annular mode crossing −3 and +1.5 respectively, as in Baldwin and

Dunkerton (2001), then Figure 2.3 (their Fig. 2) can be recreated (not shown). Here

instead, a similar definition to that of the pcap,25-based ‘event’ was used: 25 ‘weak

vortex’ events from when the 20 hPa annular mode value crosses −2σ (Fig. 3.9a),
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(a) (b)

Figure 3.7: Composite of time-height development of (a) 27 positive polar cap pressure
anomalies; (b) 21 negative polar cap pressure anomalies, Northern Hemisphere.

(a) (b)

Figure 3.8: As in Fig. 3.7, normalised by standard deviation.

(a) (b)

Figure 3.9: Composite of time-height development of the NAM for (a) 25 weak vortex
events; (b) 17 strong vortex events, Northern Hemisphere.
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(a) (b)

Figure 3.10: Composite of time-height development of (a) 20 positive polar cap pressure
anomalies; (b) 16 negative polar cap pressure anomalies, Southern Hemisphere.

(a) (b)

Figure 3.11: Extended composite of time-height development of (a) 20 positive polar cap
pressure anomalies; (b) 15 negative polar cap pressure anomalies, Southern Hemisphere.

and 17 ‘strong vortex’ events from when the 20 hPa annular mode value crosses +2σ

(Fig. 3.9b). Figures 3.8 and 3.9 are notably similar in the stratosphere region, with

the events progressing concurrently across an almost identical time period. There is

less similarity in the troposphere, as the NAM plots do not identify the tropospheric

connection as prominently as the pressure plots.

Figure 3.10 shows composites of events over the austral polar cap, with 20 events

in the positive case, and 16 in the negative. The onset periods of both are slightly

longer than their northern counterparts, with up to 20 days onset visible in the

stratosphere prior to a positive event, and 50–60 days before a negative event crosses

2σ. This is notable given that under standard definitions, SSWs are not as com-

mon in the Southern Hemisphere as they are in the north. While the frequency is

indeed less, there are still quite a large number of positive events found here. The

events also persist longer in the Southern Hemisphere, with both positive and neg-
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ative composites exceeding the end of the 60-day period proposed by Baldwin and

Dunkerton (2001), and persisting for up to 130 days (Fig. 3.11). To ensure that the

same event was not counted twice, this was re-computed with a 150-day threshold,

and as a result, one of the negative events was removed.

3.5 Summary

• Polar cap anomalies look very similar to NAM ‘dripping paint’ plots of Baldwin

and Dunkerton (2001).

• Pressure anomalies have the opposite sign to the NAM index, with positive

anomalies correspond to weak polar vortex events (−NAM), and negative

anomalies corresponding to strong polar vortex events (+NAM).

• Composites conditioned on extremes at 25 km show an interesting profile that

is symmetric between positive and negative events.

• The anomaly profile in the Southern Hemisphere is very similar to that of the

Northern Hemisphere, in both shape and magnitude.

• Tropospheric amplification occurs almost instantaneously following a positive

stratospheric event at 25 km, and persists for around 50 days, following a

10-day onset period.

• Negative stratospheric events have a slow onset period, suggesting a different

causal mechanism, but a similar persistence of about 50 days.

• In the Southern Hemisphere, anomalous stratospheric events last for consid-

erably longer, persisting for up to 130 days.
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4 Representation of polar cap mass move-

ment in reanalysis data

4.1 Introduction

In this chapter, comparisons will be made of tropospheric amplification in ERA-

interim and other reanalysis datasets—ERA-40, JRA-55, NCEP-NCAR, and NCEP-

DOE. (Details of each dataset can be found in Table B.1.)

4.2 Reanalysis Comparisons

Table 4.1: Number of days included in each reanalysis composite. Numbers in brackets
are for the period Jan 1979–Aug 2002.

Reanalysis
Northern Hemisphere

pcap,25 > 2σ pcap,25 < −2σ Std. dev. σ (hPa)

ERA-40 722 (348) 508 (337) 0.814 (0.803)

ERA-interim 553 (348) 443 (339) 0.805 (0.795)

JRA-55 856 (318) 644 (368) 0.870 (0.858)

NCEP-DOE 514 (334) 415 (332) 0.776 (0.764)

NCEP-NCAR 968 (288) 823 (384) 0.756 (0.764)

Reanalysis
Southern Hemisphere

pcap,25 > 2σ pcap,25 < −2σ Std. dev. σ (hPa)

ERA-40 492 (438) 679 (152) 0.745 (0.605)

ERA-interim 462 (273) 411 (280) 0.603 (0.555)

JRA-55 657 (228) 659 (367) 0.609 (0.587)

NCEP-DOE 459 (286) 353 (269) 0.590 (0.551)

NCEP-NCAR 723 (512) 843 (148) 0.727 (0.565)

Figure 4.1 shows composites of all Northern Hemisphere anomaly events across

the time periods of each reanalysis dataset. Table 4.1 shows the number of days

composited into each curve, as well as the standard deviation of pcap,25, for each

dataset by hemisphere. Overall the curves are qualitatively similar, with JRA-55

(green) having the largest magnitude anomalies, and NCEP-NCAR (red) having
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Figure 4.1: Composites of pressure anomalies over the Northern Hemisphere polar cap,
defined on 2 standard deviations from the mean at 25 km for five reanalysis datasets.
Time period is the whole data as shown in B.1.

the smallest. NCEP-DOE and ERA-interim are updated versions of NCEP-NCAR

and ERA-40 respectively, with improved parameterisations and physical processes.

NCEP-DOE (blue) and ERA-interim (black) are therefore expected to be more

reliable than their predecessors, and their similarity to each other suggests that the

representation of the polar cap pressure anomaly is robust.

Satellite observations only became routinely available around 1979, meaning that

data from before then is less reliable. A number of reanalyses start in 1979 (and not

before) because of this, including ERA-interim and NCEP-DOE. Table 4.1 shows

values in brackets for the number of days exceeding ±2σ between 1979 and 2002,

where σ is the standard deviation of the dataset within that period. This is a

common period for all datasets, and it can be seen that in the Northern Hemisphere,

a similar number of days is recorded for each reanalysis, implying that they are

picking up the same events but with different onset and ending dates. The Southern

Hemisphere meanwhile is less consistent, with vastly differing numbers for both

positive and negative event days. It may be expected that the number of days

included when considering ±2σ would be identical for each reanalysis, given that
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(a) Whole reanalysis (b) Reanalysis since 1979

Figure 4.2: Composites of pressure anomalies over the Southern Hemisphere polar cap,
defined on 2 standard deviations from the mean at 25 km for five reanalysis datasets.

the standard deviation is being taken across the same number of days in each case.

However, the values of σ show that the spread of points in each dataset differs, and it

was shown previously in Figure 3.2 that while theoretically symmetrical, the actual

distribution of data points is not completely symmetric. Therefore, the number of

days included within ±2σ differs by dataset, even across the same time period.

There is not a notable difference between the Northern Hemisphere anomaly

plots using the whole dataset (such as Fig. 4.1), and those using only the data since

1979 (not shown), but there is a more obvious difference between these plots for

the Southern Hemisphere (Fig. 4.2), which may be a result of the vastly differing

number of days considered.

Figure 4.2a covers the entire time period of the respective reanalysis, and Figure

4.2b covers only the data since 1979. (Since ERA-interim and NCEP-DOE start

in 1979, their curves are identical in each plot.) Unexpectedly, JRA-55 (green) is

actually closer to ERA-interim (black) and NCEP-DOE (blue) when the whole time

series is used, and deviates from them quite significantly both in the troposphere, and

for negative anomalies in the stratosphere, when using 1979 onwards. JRA-55 also

loses the tropospheric amplification effect near the surface when considering 1979

onwards only. The other reanalyses, NCEP-NCAR (red) and ERA-40 (purple), do

not agree with ERA-interim and NCEP-DOE; when using the whole dataset, they

do not even reconstruct the expected shape of the composite profile, particularly for
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negative pressure events. When using 1979 onwards, NCEP-NCAR and ERA-40 do

not recreate the amplification effect in the positive anomalies, and over-exaggerate

the negative amplification effect.

Table 4.2 shows the standard deviation σ of the pcap,25 time series for each re-

analysis dataset for 1979 onwards. It is clear that JRA-55 has a higher standard

deviation than the others in the Northern Hemisphere, which explains why the JRA-

55 curve in Figure 4.1 has a higher magnitude. In the Southern Hemisphere, the

standard deviations are all similar to each other, which implies that the large differ-

ences in the curves are not based on drastically different pcap,25 time series. This is

reaffirmed in Table 4.3, which looks at the correlations between each reanalysis time

series. In the Southern Hemisphere, the lowest correlations are between ERA-40 and

the other reanalyses, but these are still higher than 0.8. The highest correlations

in the Southern Hemisphere are between the three more modern reanalyses, ERA-

interim, JRA-55, and NCEP-DOE, with each being above 0.96. In the Northern

Hemisphere, every correlation is above 0.98.

Considering how well the reanalyses agree with each other in the Northern Hemi-

sphere, as shown in Figure 4.1 and Table 4.3, more of an agreement between reanal-

yses in the Southern Hemisphere than what is seen in Figure 4.2 would be expected.

Even with the limited number of available middle-atmosphere observations, if each

reanalysis is using the same source data, they should produce similar results. It

should be noted however that almost the entire austral polar cap region is covered

by Antarctica, which has an average thickness of 2 km, and as such, the 0–2 km

results are less accurate due to essentially being extrapolated under the surface of

the ice sheet.

4.3 Regression model

Since the data is prone to sampling variability, a more robust definition of a pressure

anomaly than that used in Section 3.2 should be considered for extended compar-

isons. Regression analysis can be used to quantify how a response variable is related

to one or more explanatory variables. Unlike the composites, which only use a selec-
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Table 4.2: Standard deviation σ (hPa) of the pressure time series at 25 km, pcap,25, for
each reanalysis since 1979.

Northern
Hemisphere

Southern
Hemisphere

ERA-40 0.803 0.605

ERA-interim 0.805 0.603

JRA-55 0.876 0.636

NCEP-DOE 0.776 0.590

NCEP-NCAR 0.780 0.623

Table 4.3: Correlation between each reanalysis of their pressure time series at 25 km,
pcap,25, for 1979–2013 (1979–2002 for ERA-40).

Northern Hemisphere

ERA-40 ERA-interim JRA-55 NCEP-DOE NCEP-NCAR

ERA-40 — 0.990 0.992 0.980 0.981

ERA-interim 0.990 — 0.998 0.995 0.987

JRA-55 0.992 0.998 — 0.993 0.991

NCEP-DOE 0.980 0.995 0.993 — 0.993

NCEP-NCAR 0.981 0.987 0.991 0.993 —

Southern Hemisphere

ERA-40 ERA-interim JRA-55 NCEP-DOE NCEP-NCAR

ERA-40 — 0.862 0.891 0.806 0.891

ERA-interim 0.862 — 0.980 0.975 0.931

JRA-55 0.891 0.980 — 0.963 0.943

NCEP-DOE 0.806 0.975 0.963 — 0.952

NCEP-NCAR 0.891 0.931 0.943 0.952 —
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(a) Whole year (b) Wintertime (DJFM)

Figure 4.3: Northern Hemisphere pressure at 15 km regressed against pressure at 25 km.
Thick line is the regression fit, vertical lines are ±2 standard deviations. Horizontal line
segments are the composite means.

tion of the data over the winter time period, regression analysis uses all the available

data, which is more representative of the whole. Figure 4.3 shows the scatter plot

for the regression of pressure at 15 km against pressure at 25 km. Parameter β1

is the slope of the regression fit line, and the points in red and blue show (respec-

tively) the positive and negative wintertime events included in the ±2σ composite

plots (such as Fig. 3.3a), with the horizontal segments showing the composite mean.

Figure 4.3a shows the whole year, so is an accurate representation of how much of

the data is included in the composites. Figure 4.3b just uses data from ‘wintertime’,

so that the regression is not influenced by unrelated summer conditions. Note that

Northern Hemisphere ‘wintertime’ is defined here as December, January, February

and March (DJFM), since this is the time period which includes the majority of

tropospheric amplification events found in Section 3.2 and shown in Figure 3.2.

Here, the pressure time series at each height, pZ , is regressed linearly against the

pressure at 25 km, p25, according to:

pZ = β0 + β1p
′
25 + ξ (2)

where β0 ≈ 0 and ξ is a random error term which represents natural variability and
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(a) Northern Hemisphere (DJFM) (b) Southern Hemisphere (ASON)

Figure 4.4: Wintertime pressure slope estimates β1 obtained by regression on standard-
ised pressure at 25 km, 1979 onwards. ERA-interim shows a 95% pointwise confidence
band.

‘noise’.

The regression slope coefficient β1 is estimated from the ‘sums of squares’:

β1 =
SSxy
SSxx

=

∑(
p′25 − p′25

)
(pZ − pZ)∑(

p′25 − p′25

)2

β1 is standardised to units of hPa by

p′25 =
p25

sd(p25)
,

where the standard deviation sd(p25) is an estimate of σ. The regression is calculated

separately for each height Z, but it should be noted that this method means there

is no longer a measurable distinction between positive and negative events. The

estimates of β1 at each geopotential height Z are combined into one curve, shown

for each reanalysis dataset in Figure 4.4a.

Figure 4.4a shows the same general shape as Figure 4.1, with a peak stratospheric

effect at 15–18 km indicating the Rossby wave pump, a minimum at 7 km indicating

the tropopause, and a tropospheric amplification effect near the surface which has

a similar magnitude to the stratospheric peak. In the troposphere, each reanalysis

curve is located within the 95% pointwise confidence band of ERA-interim, sug-
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(a) Northern Hemisphere (DJFM) (b) Southern Hemisphere (ASON)

Figure 4.5: Wintertime pressure slope estimates β1 obtained by regression on stan-
dardised temperature at 100 hPa, 1979 onwards. ERA-interim shows a 95% pointwise
confidence band.

gesting that the reanalyses are significantly similar under a 95% confidence test.

Details on the confidence interval definition can be found in Appendix G. This is

as expected, since the data are based on shared observations, and as such are not

independent of each other. The confidence band is narrower in the stratosphere, due

to there being less variability, but the curves are still very close together. As noted

earlier, JRA-55 (green) has a larger stratospheric variability, while ERA-40 (purple)

has a slightly lower variability; this is more noticeable in the Southern Hemisphere

plot (Fig. 4.4b).

In the Southern Hemisphere, the active period is defined as August, September,

October and November (ASON). While this is not the standard ‘winter’ period, this

is the period which includes the majority of stratospheric variability tropospheric

amplification events. This is likely due to the delay in the polar vortex spinup

caused by stratospheric ozone loss (Keeble et al., 2014). Unlike Figure 4.2b, it is

not only the more recent reanalyses ERA-interim, NCEP-DOE and JRA-55 which

produce the expected regression curve shape in Figure 4.4b. Rather, all the curves

seem to show the general shape, but not with as large a range between minimum

and maximum as the Northern Hemisphere plot (Fig. 4.4a). The regression on p25

(Fig. 4.4b) does not show the tropopause minimum at 7 km as clearly as it is in
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the Northern Hemisphere, and the stratospheric peak at 15–18 km is also not as

pronounced. This may be an indication of the effect being weaker overall in the

Southern Hemisphere, but that is countered by the similarity shown previously for

the Southern Hemisphere in Figure 3.3.

p25 is only one possible metric to use for regression; depending on available data,

temperature at 100 hPa, T100, as used by Baldwin et al. (submitted 2017), can

also be considered. They chose 100 hPa as it has the highest correlation with PV

anomalies, specifically on the 550 K isentropic surface, and is the lowest standard

surface in the ‘overworld’ of Holton et al. (1995), above 380 K. Using T100 avoids

the situation of a perfect fit regression when z = 25 that is seen using p25.

Table 4.4: Correlation between wintertime T100 and p25 for each reanalysis since 1979.

Northern Hemisphere
Wintertime (DJFM)

Southern Hemisphere
Wintertime (ASON)

ERA-40 0.950 0.779

ERA-interim 0.952 0.876

JRA-55 0.954 0.868

NCEP-DOE 0.949 0.889

NCEP-NCAR 0.949 0.870

Table 4.4 shows the wintertime correlation between p25 and T100 for each reanal-

ysis. In the Northern Hemisphere, this is around 0.95 for every reanalysis, while in

the Southern Hemisphere, it is slightly lower, with ERA-40 at 0.78 and the others

around 0.87. This implies that T100 is a valid alternative to p25.

Figure 4.5 shows regressions of pressure pZ against the time series of T100, ac-

cording to:

pZ = β0 + β1
T100

sd(T100)
+ ξ . (3)

Figure 4.5a also shows the same shape as Figure 4.1, including the height of the

Rossby wave pump, the tropopause, and a tropospheric amplification effect. No-

tably, both the regression on p25 in Figure 4.4a and the regression on T100 in Figure

4.5a suggest that the tropospheric amplification has a magnitude of approximately

1 hPa, adding to the 1 hPa anomaly at the tropopause (∼ 7 km) for a total surface
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pressure anomaly of 2 hPa. All the reanalyses concur with this value.

Figures 4.4 and 4.5 only use data from 1979 onwards; if the full time period is

used (not shown), the curves for all Southern Hemisphere reanalysis datasets are

similar to their positive anomaly equivalent in Figure 4.2b, reinforcing the proposal

that the regression method is a suitable equivalent to the composites, and also

reinforcing the findings that the data since 1979 is more reliable than prior data,

even in the older models NCEP-NCAR and ERA-40.

Another Southern Hemisphere discrepancy is present in the regression on T100

(Fig. 4.5b), which fails to register much tropospheric amplification at all, aside from

a small amount in JRA-55 (green). Given how similar the T100 regression is to the

anomaly composite in the Northern Hemisphere (Figs. 4.5a and 4.1), it is more likely

an issue with the Southern Hemisphere data rather than the use of T100 as a metric,

and may again stem from the different methods of data assimilation and forecasting

that each reanalysis uses, and the lack of Southern Hemisphere observations, as

mentioned previously.

To further reduce the inter-reanalysis variability, each dataset can be regressed

on the same p25 or T100 time series instead of their own p25 or T100 time series. The

common time period used for this regression is 1979–2001, since all five reanalyses

have data within this period. This was studied on both ERA-interim’s time series

and JRA-55’s time series, but since there is very little observable difference between

them (ERA-interim is slightly tighter in the Southern Hemisphere stratosphere),

only regressions on JRA-55 are shown (Fig. 4.6). There is little difference between

the Northern Hemisphere regressions on JRA-55 (Figs. 4.6a and 4.6b) and the

regressions on themselves (Figs. 4.4a and 4.5a). Figure 4.6 shows the curves of

each reanalysis are closer together than in Figures 4.4 and 4.5, implying a larger

variance between reanalysis datasets when they are regressed on themselves, but

this difference is negligible.

There is also not much of a difference in the Southern Hemisphere regressions.

When regressing on JRA-55 (Figs. 4.6c and 4.6d), all of the datasets are slightly

closer together, and follow the same general shape as JRA-55 in Figures 4.4b and
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(a) Northern Hemisphere, p25 (b) Northern Hemisphere, T100

(c) Southern Hemisphere, p25 (d) Southern Hemisphere, T100

Figure 4.6: (top) Northern Hemisphere wintertime (DJFM); (bottom) Southern Hemi-
sphere wintertime (ASON), pressure slope estimates β1 obtained by regression on JRA-
55’s (left) standardised pressure at 25 km; (right) standardised temperature at 100 hPa.
ERA-interim shows a 95% pointwise confidence band.
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4.5b respectively. It turns out that there is little difference between regressions of

the reanalysis datasets on JRA-55’s p25 and T100 and regressions of the data on their

own p25 and T100 if only the data beginning in 1979 are considered. Therefore the

method here does not significantly reduce the inter-reanalysis variability.

Because it remains the most consistent in comparison with the composite plots,

p25 will be the explanatory variable used hereinafter. Since ERA-interim remains

consistent in both hemispheres, and sits mostly in the middle of the more mod-

ern reanalyses (itself, NCEP-DOE, and JRA-55), this will be the reanalysis used

throughout the rest of the thesis, and considered a good representation of the ‘true’

atmosphere.

4.4 Summary

• In the Northern Hemisphere, there is very little difference between the pressure

anomaly profiles of each reanalysis dataset.

• In the Southern Hemisphere, similarity between the datasets improves after

1979, when observation methods moved towards satellite data.

• The regression method gives similar profiles to composites, and allows uncer-

tainly to be qualified in addition to using the whole dataset rather than just

±2σ.

• Both p25 and T100 can be used as a regression metric, producing similar results,

so the choice of which to use in any given situation can be made based on the

data and intended outcomes, rather than the method, to ensure robust results.

• There is no inherent benefit to using one reanalysis dataset over another, and

no significant improvement in using one dataset as the metric to regress all

others against.
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5 Representation of polar cap mass move-

ment in historical and future CMIP5

model simulations

5.1 Introduction

Designed as state-of-the-art models to advance our understanding of climate vari-

ability, the models which participated in CMIP5 are a group of atmosphere-ocean

GCMs (AOGCMs) with interactive representations of the atmosphere, land, ocean,

and sea ice, usually coupled to earth system models (ESMs) which include carbon

cycle components, and occasionally interactive aerosol, chemistry, and vegetation as

well (Taylor et al., 2012).

Simulations from the CMIP5 multi-model ensemble archive were investigated to

see how well they recreate the phenomenon seen in the reanalysis data. The models

were selected based on the following criteria:

• available daily data (events are unlikely to show up at lower temporal resolu-

tion)

• available Geopotential Height (Z or zg) field (for interpolation)

• available data at the 1000 hPa level on all longitudes and latitudes (for inter-

polation)

• an upper model lid of at least 10 hPa (∼ 30 km), to include the lower strato-

sphere

A list of the selected models is shown in Table A.1. Some models had multiple runs

of different scenarios (e.g., six ‘historical’ runs or three ‘RCP 4.5’ runs); where these

runs all included the necessary data, only the run numbered ”r1” was used.

5.2 CMIP5 Historical Runs

Each historical simulation was initialised from an arbitrary point of a pre-industrial

control, and forced by observed atmospheric composition changes (Taylor et al.,
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2012). The historical runs cover the industrial period to the present (1850–2005),

with most models’ available output data starting in 1950 after a 100-year spin-up.

Following the criteria outlined in Section 5.1, eleven CMIP5 models, detailed in Ta-

ble A.1, were selected. Of those eleven models, the three CMCC models are derived

from the same base, and as such are not entirely independent of each other; they

have the same atmosphere and ocean components, just with different resolutions,

and CMCC-CESM complements these with additional land surface and ocean bio-

geochemistry components. The three MPI-ESM ‘models’ are also based on the same

components, just with different resolutions. MPI-ESM-P is the same configuration

as MPI-ESM-LR, but with prescribed vegetation. This means that from the eleven

models, there are seven completely distinct, independent models considered, with

the remaining four being used to determine differences that arise from within similar

configurations. From the regression model in Equation 2, each model can be plotted

as ‘Geopotential height’ Z (in km), against ‘Standardised hPa’ β1 (similar to Figs.

4.4–4.6). This plot can be seen in Figure 5.1.

The anomaly definition from Section 3.2, |p| > 2σZ , was used again to produce

Figure 5.2 (directly comparable with Fig. 4.1). The shape and magnitude of each

curve in Figure 5.1 is similar to the positive curve of the same model in Figure 5.2,

again showing how the regression can be used as a metric to represent the pressure

anomalies and tropospheric amplification. Most noticeable are the positions of the

CanESM2 model curve, which has the lowest tropospheric amplification; the CMCC-

CESM model curve, which has the largest stratospheric component, and a higher

stratospheric peak to the other models; and the curve of MPI-ESM-MR, which is

consistently the closest to ERA-interim.

As indicated in Table A.1, Figure 5.1 shows six ‘high-top’ models (Fig. 5.1a)

and five ‘low-top’ models (Fig. 5.1b), a distinction which indicates the height of

the model ‘lid’, which is the vertical extent of the model’s calculations. A ‘low-

top’ model has a lid below 1 hPa (∼48 km), while a ‘high-top’ model has a lid

above that level. An important difference between the two is that high-top models

have a fully-resolved stratosphere, while low-top models do not even include the
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(a) High-top models

(b) Low-top models

Figure 5.1: Northern Hemisphere wintertime (DJFM) pressure slope estimates β1 ob-
tained by regression on standardised pressure at 25 km. ERA-interim shows a 95% point-
wise confidence band.

71



(a) High-top models (b) Low-top models

Figure 5.2: Composites of pressure anomalies over the Northern Hemisphere polar cap,
defined on 2 standard deviations from the mean at 25 km for eleven CMIP5 models and
ERA-interim.

whole stratosphere. It is also important to note however that both classes of models

have different vertical resolutions themselves, with some being finer than others; for

example, in the 5–15 km region, CanESM2 has a vertical resolution of 1.137 km,

MPI-ESM-MR has a vertical resolution of 0.646 km, and CNRM-CM5 has a vertical

resolution of 0.874 km (Anstey et al., 2013). As discussed in Charlton-Perez et al.

(2013), low-top models have very weak stratospheric variability, underestimate the

frequency of SSWs, and do not produce the long-lasting S-T coupling effects that

have been seen in observations.

Each high-top model has successfully reproduced the general qualitative shape of

the tropospheric amplification curve of ERA-interim, showing a stratospheric peak

between 15–18 km, the tropopause height at around 7 km, and the tropospheric am-

plification at the surface. Conversely, the low-top models do not effectively recreate

the phenomenon at all; there is a very small stratospheric peak below 15 km and

hardly any indication of the tropopause. There is also little indication of much

tropospheric amplification, but what there is does mirror the stratospheric peak,

except in NorESM1-M, where the amplification at the surface is significantly higher

than both its own stratospheric peak and the other models’ surface features. Within

the high-top models, the three MPI-ESM configurations are the closest to recreat-

ing ERA-interim, with MPI-ESM-MR being the best, as it only deviates from the

ERA-interim confidence band in the mid-troposphere. MPI-ESM-P is the closest of
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the three to ERA-interim in the troposphere, but has a lower value throughout the

stratosphere; comparing this directly with MPI-ESM-LR shows that the inclusion

of prescribed vegetation in the model improves the output. CMCC-CESM clearly

has the largest stratospheric component, but is consistently the closest model to

ERA-interim in the troposphere. The models CMCC-CM and CMCC-CMS are the

best for directly comparing the difference between high-top and low-top, as they

are essentially the same model, just with a different lid height and vertical resolu-

tion (CMCC-CMS is also more coarse horizontally, with a T63 spectral resolution

[1.875° × 1.875°] compared to T159 [0.75° × 0.75°] for CMCC-CM). While CMCC-

CMS is not the best high-top model at recreating the profile of ERA-interim – the

values are consistently lower, and the troposphere region does not show sufficient

amplification – it is clear that this model follows the general shape of the profile

more closely than CMCC-CM.

It is clear from Figure 5.1 overall that models which fully resolve the strato-

sphere are much better at representing this aspect of S-T coupling than those which

do not. In addition to simply having a higher model lid, such models also have a

greater number of sophisticated stratospheric parameterisations included (as men-

tioned in Section 2.5), which allow them to more accurately account for stratospheric

processes. Given that high-top models include these, whereas the low-top models

do not, it can be concluded that some of these stratospheric processes are indeed

directly related to the formation of tropospheric amplification features.

Figure 5.3 shows the same models in a regression of the Southern Hemisphere.

As with the Northern Hemisphere, the high-top models (Fig. 5.3a) represent the

phenomenon more accurately than the low-top models (Fig. 5.3b). MPI-ESM-MR

is once again the closest to ERA-interim, but CMCC-CESM is considerably less

accurate, as it does not show either a stratospheric peak, or the tropopause. Two

of the low-top models, BNU-ESM and NorESM1-M, perform better than they did

in the Northern Hemisphere, in that the general shape of the phenomenon is much

clearer, but the magnitudes of the event are not as accurate as those of the high-top

models. It was mentioned in Section 2.5 that certain climate models had systematic
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(a) High-top models (b) Low-top models

Figure 5.3: Southern Hemisphere wintertime (ASON) pressure slope estimates β1 ob-
tained by regression on standardised pressure at 25 km. ERA-interim shows a 95% point-
wise confidence band.

biases in the Southern Hemisphere, which may explain some of the differences be-

tween each hemisphere’s results. However, the overall difference doesn’t seem to be

that great, which may suggest an improvement in model construction between the

models mentioned in previous literature and the CMIP5 models used here.

Figure 5.4 shows the time series of Northern Hemisphere polar cap pressure

anomalies at 25 km, calculated as in Section 3.2 by removing the annual cycle, for

the eleven CMIP5 models and ERA-interim. It is directly comparable to Figure

3.2. The five low-top models are shown above the plot of ERA-interim, and the

six high-top models are below. It can be seen that each of the models generates a

number of tropospheric amplification events based on the ±2σ definition, but that

there is a vast difference in standard deviation between models. The values of σ

can be seen in Table 5.1 (comparable to Table 4.1), which also shows the number of

days composited into Figure 5.2. The standard deviation is lower than ERA-interim

in all low-top models, while that of high-top models is much closer. In general, the

low-top models do not simulate past historical trends of anomalies as well as the

high-top models; the high-top models meanwhile do not simulate the specifics of the

past climate, but are much closer at the general trends in anomalies. For example,

the total number of ±2σ events in the high-top models for 1979–2005 is closer to
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Figure 5.4: Daily polar cap pressure anomalies (hPa) at 25 km pcap,25 for 1979–2005,
Northern Hemisphere. Grey lines show ±2 standard deviations.
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Figure 5.5: Absolute polar cap pressure (hPa) at 25 km for 1979–2005, Northern Hemi-
sphere.
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Table 5.1: Number of days included in each model composite. Numbers in brackets are
for the period Jan 1979–Dec 2005 (*Dec 1997 for BCC-CSM1.1).

Model
Northern Hemisphere

pcap,25 > 2σ pcap,25 < −2σ Std. dev. σ (hPa)

BCC-CSM1.1 735 (219*) 356 (169*) 0.703 (0.646*)

BNU-ESM 758 (345) 492 (287) 0.661 (0.651)

CMCC-CM 690 (351) 541 (183) 0.488 (0.504)

CNRM-CM5 719 (331) 567 (423) 0.543 (0.503)

NorESM1-M 735 (288) 589 (339) 0.627 (0.647)

ERA-interim 553 (411) 443 (363) 0.805 (0.791)

CanESM2 898 (318) 828 (385) 0.786 (0.810)

CMCC-CESM 967 (460) 458 (221) 1.140 (1.112)

CMCC-CMS 882 (430) 570 (277) 0.690 (0.698)

MPI-ESM-LR 926 (388) 601 (323) 0.800 (0.776)

MPI-ESM-MR 893 (399) 639 (336) 0.870 (0.866)

MPI-ESM-P 875 (440) 595 (242) 0.806 (0.782)

that of ERA-interim, even if they are not occurring at the same points in time.

Figure 5.5 shows the absolute polar cap pressure over the same time period,

without the removal of the annual cycle. The plots are all very similar to each other,

with each model having an absolute pressure range of between 15 and 30 hPa at 25

km; this shows that the annual cycles in the models are similar, but the amplitudes

and means vary by up to 2 hPa. While the models all have a realistic amplitude of the

annual cycle, as well as mean absolute pressure, the models differ in the amplitude

of the wintertime anomalies (Fig. 5.4). This reinforces findings in previous studies,

where the CMIP5 models are able to reproduce the main features, particularly in

temperature fields, but not the finer details (Flato et al., 2013). In the stratosphere,

the models generally underestimate the historic cooling trend, with models that have

interactive chemistry performing better than those with prescribed ozone (Eyring

et al., 2013). Of the models considered here, CNRM-CM5 is the only one with

fully interactive chemistry; BNU-ESM and NorESM1-M have semi-offline chemistry,

where the prescribed ozone dataset has been calculated with the underlying model

using prescribed SSTs but with their stratospheric ozone responding to changes in
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(a) BCC-CSM 1.1 (low-top) (b) MPI-ESM-MR (high-top)

Figure 5.6: Scatter plot of β1 from different models against β1 from ERA-interim, North-
ern Hemisphere. Numbers indicate the corresponding height in km of each point.

GHG concentrations in the RCPs. The remaining models have completely prescribed

ozone. Note that there is a mix of both high-top and low-top models in both

categories, meaning the analysis of Eyring et al. (2013) cannot be compared directly

with the high-top and low-top model investigation here.

The profile of β1 from each model can be compared to that from ERA-interim

by using scatter plots at each height. A model which gets a similar regression curve

shape but a different magnitude is likely to be more accurate than a model which

coincidentally hits some of the same values without recreating the expected vertical

profile, as it shows that the atmospheric structure of that model is simulating the

necessary systems even if it cannot get the correct magnitude. Figure 5.6 shows a

scatter plot of one low-top model (BCC-CSM 1.1) and one high-top model (MPI-

ESM-MR) against ERA-interim for the Northern Hemisphere, with the numbers in

the plot referring to the height in km that each point corresponds to. It is clear that

the high-top model has a significantly higher correlation, at 0.98, albeit with a slight

overestimation specifically in the troposphere (points 0 to 8). The low-top model,

conversely, has a rather low correlation, at 0.66, and it is clear that this model

overestimates values in the troposphere (points 0 to 10) and underestimates values

in the stratosphere (points 11 to 30). Table 5.2 gives the correlation coefficient for

each model, which is summarised in Figure 5.7. As inferred above from the anomaly
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Table 5.2: Correlation of β1 from CMIP5 Models to β1 from ERA-interim

Type Model
Northern Hemisphere

Correlation
Southern Hemisphere

Correlation

High-top CanESM2 0.73 0.92

CMCC-CESM 0.88 0.80

CMCC-CMS 0.97 0.91

MPI-ESM-LR 0.95 0.93

MPI-ESM-MR 0.98 0.97

MPI-ESM-P 0.99 0.91

Low-top BCC-CSM1.1 0.66 0.90

BNU-ESM 0.69 0.95

CMCC-CM 0.73 0.71

CNRM-CM5 0.68 0.80

NorESM1-M 0.42 0.89

composite and regression plots, high-top models generally have a higher correlation

than low-top models, particularly in the Northern Hemisphere, which is indicated by

the cluster of high-top models in the top-right of Figure 5.7. There is less variation

in Southern Hemisphere correlation values, with most low-top model values falling

close to the range of the high-top models. The low-top models in Figure 5.7 are

scattered around the middle and left of the plot, and there is a fairly obvious split

between high-top and low-top models.

Section 2.5 mentioned that some models do not accurately distinguish the asym-

metry between the Northern and Southern Hemispheres, and that some models

have a poorer performance or produce rather extreme results in the Southern Hemi-

sphere. While the highest correlation value in the Southern Hemisphere is indeed

lower than that of the Northern Hemisphere, it also appears that some models seem

to perform better in the Southern Hemisphere than in the north; most of the low-top

models have a higher correlation with ERA-interim in the south, as shown in Table

5.2, and Figure 5.3 also suggests that some of the low-top models follow the shape

of the curve of ERA-interim (if not the magnitude) reasonably well. Therefore in

this particular investigation, it does not appear to be the case that models have
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Figure 5.7: Northern Hemisphere model β1 correlations to ERA-interim vs Southern
Hemisphere β1 correlations to ERA-interim. High-top models are in italics.

a significantly poorer performance in the Southern Hemisphere; indeed, for some

models, performance actually improves over the Northern Hemisphere. It should be

noted however that the ERA-interim profile in the Southern Hemisphere is overall

‘straighter’ than in the Northern Hemisphere, meaning that achieving a high linear

correlation between the models and ERA-interim is easier. This means that while

performance appears to be better in the Southern Hemisphere, this may be a result

of the diagnostic used, rather than the models themselves.

5.3 Representative Concentration Pathways

Given that the high-top CMIP5 models are able to qualitatively recreate the tropo-

spheric amplification seen in the reanalysis, it is of interest to see how these models

predict changes in tropospheric amplification under future climate scenarios. In the

stratosphere, there are two primary considerations for future climate development

– the impact of greenhouse gases, such as CO2, and the impacts of, and effects

on, stratospheric ozone, O3. In the troposphere, increased CO2 leads to a warm-
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ing effect, while in the stratosphere, this is reversed, with increased CO2 leading

to a cooling effect. Meanwhile, the historical loss of ozone due to ozone-depleting

substances has led to the cooling effect of greenhouse gases being amplified, but

as ozone recovers over the next century, this effect will be reversed, with increased

ozone reducing, and in some cases even overturning, the stratospheric cooling effect

(Maycock, 2016).

The CMIP5 multi-model ensemble archive contains four Representative Concen-

tration Pathway (RCP) scenarios, based on possible increases in radiative forcing

(Wm-2) by 2100: RCP 2.6, RCP 4.5, RCP 6.0, and RCP 8.5. (RCP 2.6 is based on

a radiative forcing increase of 2.6 Wm-2, etc.) The time period covered is 1 January

2006 to 31 December 2100 for each model run. For this study, RCP 4.5 and RCP 8.5

are used, as these are the scenarios which are available from the majority of models.

See Table A.1 for details of which models provided each dataset.

Scenario RCP 4.5 assumes a radiative forcing increase of 4.5 Wm-2 by 2100,

requiring a decline in greenhouse gas emissions by 2040. The regression analysis

for this in the Northern Hemisphere is shown in Figures 5.8a and 5.8c, and for

the Southern Hemisphere in Figures 5.8b and 5.8d. Results from the ERA-interim

reanalysis are shown as a baseline, along with each model’s historical simulation.

As with the historical curve, the curve of MPI-ESM-MR lies closest to ERA-interim

in the Northern Hemisphere. The magnitude of the difference between each model’s

RCP 4.5 and its historical curve at the surface in the Northern Hemisphere varies

by model from around 0.1 hPa for MPI-ESM-MR to more than 0.5 hPa for BNU-

ESM and NorESM1-M (Fig. 5.8e). At the surface, the RCP curve of five models

is lower than that of the historical, while it is higher for the other four. In the

Southern Hemisphere (Fig. 5.8f), the curves exhibit a pattern of similarity which

nearly all (except for MPI-ESM-MR) suggest an increasingly negative difference

between RCP 4.5 and the historical simulation the closer it gets to the surface. As

indicated by the narrower confidence band of ERA-interim, there is less variation in

the stratosphere, which is replicated by the models as their RCP 4.5 and historical

curves become closer together as height increases.
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(a) High-top models, NH (DJFM) (b) High-top models, SH (ASON)

(c) Low-top models, NH (DJFM) (d) Low-top models, SH (ASON)

(e) RCP 4.5−Historical, NH (DJFM) (f) RCP 4.5−Historical, SH (ASON)

Figure 5.8: (a,b,c,d) Wintertime pressure slope estimates β1 obtained by regression on
standardised pressure at 25 km, showing curves for ERA-interim (thick black), 9 CMIP5
historical simulations (solid colour), and 9 RCP 4.5 simulations (dotted colour). ERA-
interim shows a 95% pointwise confidence band. (e,f) Difference between RCP 4.5 and
historical curves for each of the 9 models. 82



(a) Northern Hemisphere (DJFM) (b) Southern Hemisphere (ASON)

Figure 5.9: Wintertime pressure slope estimates β1 obtained by regression on standard-
ised pressure at 25 km for MPI-ESM-MR, showing ERA-interim (thick black), CMIP5
historical (solid colour), RCP 4.5 for the first half-century (dashed colour), RCP 4.5 for
the second half-century (dotted colour), and RCP 4.5 for the whole century (dot-dash
colour). The historical curve shows a 95% pointwise confidence band.

A notable model to look at in further detail is MPI-ESM-MR, being the model

that was consistently the closest to ERA-interim when recreating the phenomenon

in Section 5.2. As shown in Figure 5.9a, this model in the Northern Hemisphere does

not suggest substantial changes to the tropospheric amplification phenomenon up to

2100, as all curves are very close to ERA-interim, but two of the three RCP 4.5 curves

do lie mostly outside of the 95% confidence band of the historical curve. The 2006–

2100 RCP 4.5 curve follows ERA-interim very closely, much like the historical curve.

The first half-century 2006–2050 lies just to the right, and the latter half-century

2051–2100 lies just to the left. The majority of both half-century curves would lie

just outside the 95% confidence band of ERA-interim (not shown). In the Southern

Hemisphere (Fig. 5.9b), all three curves for RCP 4.5 are located significantly further

to the right than both ERA-interim and the model’s own historical simulation.

Tropospheric amplification in the Southern Hemisphere for the model increases, by

roughly 50% from 1950–2005 to 2051–2100. However, as indicated in Figure 5.8f, it

is the only high-top model which shows such a striking difference between its RCP

4.5 curve and its historical simulation. It shows a large increase in the anomalous

pressure in the troposphere and lower stratosphere.
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Considering each of the other models individually (not shown), the four curves

of RCP 4.5 2006–2050, 2051–2100, 2006–2100, and the historical simulation, are

all consistently much closer to each other than they are to the curves of the other

models or ERA-interim. This suggests that there is much more variability between

models than there is between different simulations using the same model. When

considering half a century (not shown), there is a similar variation in the location

of the curves, with 2006–2050 sitting a bit further to the right of the historical

curve, and 2051–2100 sitting closer to it. This may be indicative of the proposed

reduction in greenhouse gas emissions after 2040, which would result in a reduction

in stratospheric cooling.

Scenario RCP 8.5 assumes a radiative forcing increase of 8.5 Wm-2 by 2100,

which implies no changes in policy to reduce greenhouse gas emissions, resulting in

three times today’s CO2 emissions. The regression plots for both the northern and

Southern Hemisphere are shown in Figure 5.10. As with RCP 4.5, there is more of

a difference between the results from different models than there is between a single

model’s historical simulation and that model under RCP 8.5 forcing.

Comparing the curves of RCP 4.5 and RCP 8.5, there is a general trend in both

high-top and low-top models for the Northern Hemisphere in which the pressure

anomalies in RCP 8.5 have a higher magnitude at all altitudes than they do in RCP

4.5. This might suggest that a higher radiative forcing is consistent with a stronger

tropospheric amplification effect, but for that to be more certain, natural variability

would need to be eliminated. Additional simulations could be run to investigate

specific changes in radiative forcing, such as to stratospheric ozone, which would

further refine the conclusion here by studying the different components which can

cause higher radiative forcing. Maycock (2016) noted that with the decline in ozone-

depleting substances, ozone levels are expected to return to pre-1980 levels, with this

increase offsetting some of the stratospheric cooling due to increasing CO2 during the

next century. (In models with interactive chemistry, ozone recovery offsets 50% of

cooling in RCP 4.5, and 20% of cooling in RCP 8.5.) Maycock (2016) also discovered

that models which do not include interactive chemistry have ozone trends imposed
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(a) Northern Hemisphere (DJFM) (b) Southern Hemisphere (ASON)

(c) Northern Hemisphere (DJFM) (d) Southern Hemisphere (ASON)

(e) Northern Hemisphere (DJFM) (f) Southern Hemisphere (ASON)

Figure 5.10: (a,b,c,d) Wintertime pressure slope estimates β1 obtained by regression on
standardised pressure at 25 km, showing curves for ERA-interim (thick black), 9 CMIP5
historical simulations (solid colour), and 9 RCP 8.5 simulations (dashed colour). ERA-
interim shows a 95% pointwise confidence band. (e,f) Difference between RCP 8.5 and
historical curves for each of the 9 models. 85



Figure 5.11: Long-term trend of each model, taken over the Northern Hemisphere polar
cap at 25 km, RCP 4.5. Faded curves are the time series of each model; solid lines are the
averaged trend of those time series.

which cause anomalous warming in the upper stratosphere and cooling in the lower

stratosphere in RCP 4.5 experiments. Since that includes the majority of models

here, and the ones which do include interactive chemistry are all low-top models, any

additional simulations designed to investigate other radiative forcings, particularly

those involving ozone, would need to use different models.

While they do all recreate the tropospheric amplification effect quite well in their

historical simulations (Section 5.2), none of the high-top models show the 16 km

peak or the 7 km tropopause in the Southern Hemisphere in their RCP simulations

(Figs. 5.8b, 5.8d, 5.10b, 5.10d). However they do have points at around 15 km

and 9 km where the gradient of the curve changes. This could indicate a change

in the atmospheric system in which the phenomenon will no longer occur in the

Southern Hemisphere with the same effects, or it could be an indication that the

models themselves do not have sufficient information to project future S-T coupling

efficiently.

Per Section 3.2, the annual cycle is removed before any further investigations

take place. Since this is taken as an average over the entire data set, any long-term
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Figure 5.12: Long-term trend of each model, taken over the Northern Hemisphere polar
cap at 25 km, RCP 8.5. Faded curves are the time series of each model; solid lines are the
averaged trend of those time series.

trend in the data will be left behind, and can be plotted as a ‘best-fit’ line on the

time series of the anomalies. Figure 5.11 shows the long-term (100 year) trend of

polar cap pressure for each model in RCP 4.5, taken at 25 km. There is a slight

positive trend across all models except NorESM1-M, but it appears too small to

be significant. Figure 5.12 is the same plot but for the RCP 8.5 simulations, and

suggests a more significant trend towards increased polar cap pressure across all

the models over the next 100 years. Together, these plots imply that there is a

general trend towards higher pressures, at least at this level, which is increased with

a stronger radiative forcing difference. If this trend is removed from the regressions

that produce Figures 5.8, 5.9 and 5.10, the plots of the RCP simulations move

slightly closer to that of the model’s historical curve, but the difference overall is

not reduced by much. The only exception is for the Northern Hemisphere RCP 8.5

simulations, where the difference between RCP 8.5 and the historical simulations is

much smaller after the trend is removed (Fig. 5.13). This implies that the majority

of the difference shown in Figure 5.10e could be a direct result of the upward trend,

but that this is not necessarily the case for the other simulations.
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Figure 5.13: Difference between RCP 8.5 and historical curves for each of the models
after the long-term trend (Fig. 5.12) is removed, Northern Hemisphere.

5.4 Summary

• High-top models, with a fully-resolved stratosphere, are better at recreating

the tropospheric amplification phenomenon than low-top models.

• In the Northern Hemisphere, there is not much difference in magnitude be-

tween historical simulations from CMIP5 models and the future projections

from RCP simulations in the same models.

• In the Southern Hemisphere, a number of models which recreated tropospheric

amplification in their historical simulations do not develop a tropospheric am-

plification profile of a similar shape to that historical curve in their RCP

simulations.
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6 Climate models of varying complexity

6.1 Introduction

Taking any of the components of CMIP5 models, and either simplifying the calcu-

lation to reduce computing time, or completely parameterising its effects, results in

a climate model which is faster to run, but less complex. These less-complex mod-

els are therefore less accurate, as certain atmospheric processes are ignored. This

chapter investigates models of varying complexity, from a simple dynamical core

model to a complex GCM, in an effort to determine which physical processes need

to be resolved by the model in order to recreate tropospheric amplification. The

aim is to infer which specific dynamical mechanisms are the drivers of tropospheric

amplification in the atmosphere.

6.2 Dry Dynamical Core Model: GFDL-SDC

The effects of different model setups, involving different parameterisations, radiative

cooling systems, and other factors, have been investigated in 35 perpetual January

simulations (Jucker et al., 2014) from a version of the GFDL spectral dynamical

core model (GFDL-SDC, Polvani and Kushner, 2002), which is forced by Newto-

nian cooling towards a prescribed temperature distribution. Newtonian cooling is

an idealised radiative forcing scheme which represents the thermodynamics of the

climate system as a relaxation of the temperature field back to the prescribed equi-

librium, Te, where Te is a function of latitude and pressure. The Newtonian cooling

term is defined as

Q =
T − Te
τ

,

with equilibrium temperature Te, absolute temperature T , and relaxation time τ ,

where Te and τ are zonally symmetric (Polvani and Kushner, 2002; Jucker et al.,

2013). The degree of cooling is therefore proportional to how far the temperature

is from the equilibrium state. The model has a T42 spectral resolution (64 latitude

measurements and 128 longitude measurements), and 40 vertical levels up to about
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Figure 6.1: Dynamic temperature (colour) and zonal mean zonal wind (contours) for
the GFDL-SDC perpetual January configuration. Contour interval is 10 ms-1, solid lines
denote positive, dashed lines denote negative, and thick lines denote zero values. (From
Jucker et al., 2013, Fig. 6.)

0.01 hPa (∼80 km). In this investigation,Te and τ are determined by radiative

transfer calculations above 100 hPa. For further details on the model setup, refer

to Jucker et al. (2013).

The ‘perpetual January’ setup is used in order to get a higher number of win-

ter stratospheric events, such as SSWs, than those which exist in the observational

archives. As a result, these simulations have no annual cycle. Each run was config-

ured with a different setup for: the height h and wave number N of ‘topography’ in

the model, centred on 45°N, which provides orographic forcing; the amplitude A of

the polar vortex, calculated as the difference in relaxation temperature between the

winter pole and equinox conditions at 1 hPa; the relaxation time at the equator at

100 hPa, τt; and the relaxation time at high latitudes at 100 hPa, τp. The full details

of each model run are summarised in Table H.1 and described in detail in Jucker

et al. (2014). Each of the simulations was run for 10,000 days, following a spin-up

of 2000 days. Jucker et al. (2014) state that the simulation with no orographic forc-

ing is similar to Earth’s Southern Hemisphere, while the simulations which do have

orographic forcing are similar to the Northern Hemisphere. Figure 6.1 shows the

zonal mean temperature (K, colour shading) and zonal mean zonal wind (contours,

interval 10 ms-1) for the perpetual January configuration. Jucker et al. (2013) noted

the close similarity between this and the equivalent plot for ERA-interim (their Fig.

1, not shown here).
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Figure 6.2: Profile of estimated β1 for 35 dry dynamical core model perpetual January
runs (detailed in Table H.1). ERA-interim is Northern Hemisphere wintertime with a 95%
pointwise confidence band.
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Figure 6.2 shows the β1 profile for these 35 runs for the model’s Northern Hemi-

sphere. Apart from Run 1 (red), which is the simulation with no topography, the

curves all have a similar shape to each other, none of which resemble the tropo-

spheric amplification profile from ERA-interim. However, the shape is similar to

the Northern Hemisphere ‘summer’ pattern of ERA-interim (Fig. 6.3), suggesting

that there is a lack of a particular wintertime system or feature in this dry core

model that is needed for tropospheric amplification. This is corroborated by the

simulation with no topography; it alone does show a strong tropospheric signal,

but at the same time does not show the stratospheric maximum or the tropopause

minimum. In this respect, it is rather similar to the Southern Hemisphere ‘summer’

pattern of ERA-interim (Fig. 6.3). Figure 6.4 shows the estimates of β1 for the

model’s Southern Hemisphere, which would be summertime given the model’s con-

figuration of perpetual January. The curves here are all very similar to each other,

and are also similar to the curve of Southern Hemisphere summer in Figure 6.3. In

summary, the curves of the GFDL-SDC runs are very similar to that of the summer

plot in ERA-interim of the hemisphere that the run is designed to represent.

Table 6.1 shows the standard deviation σ of the p25 time series for each config-

uration of the model, and Table 6.2 shows the same for the four different seasonal

patterns of ERA-interim (these are different from the values for σ shown in Table

4.2—0.805 and 0.603 hPa—as those are for the whole year, and not split by season).

The Northern Hemisphere model runs have a lower standard deviation than North-

ern Hemisphere winter in ERA-interim, suggesting that there is a lack of variability

in the model’s stratosphere. The Southern Hemisphere model runs suggest a simi-

lar lack of variability, as the standard deviation is lower than Southern Hemisphere

summer in ERA-interim. Model Run 1 in the Northern Hemisphere, which is stated

to be similar to Earth’s Southern Hemisphere in winter, also has a lower standard

deviation than ERA-interim’s Southern Hemisphere winter, and a higher one than

Southern Hemisphere summer. This again suggests the model is lacking a particular

system or feature that is needed to provide sufficient wintertime variability.

The polar vortex is an obvious choice for a missing system, and it is certainly
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Figure 6.3: ERA-interim seasonal pressure slope estimates β1 obtained by regression
on standardised pressure at 25 km, showing NH winter, SH winter, NH summer, and SH
summer.

Figure 6.4: Profile of estimated β1 for 35 dry dynamical core model perpetual January
runs (detailed in Table H.1), Southern Hemisphere.
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Table 6.1: Standard deviation σ (hPa) of the pressure time series at 25 km for 35 dry
dynamical core model runs (detailed in Table H.1).

Northern
Hemisphere

Southern
Hemisphere

Northern
Hemisphere

Southern
Hemisphere

Run 1 0.467 0.149 Run 19 0.519 0.140

Run 2 0.407 0.145 Run 20 0.434 0.151

Run 3 0.426 0.147 Run 21 0.557 0.148

Run 4 0.650 0.157 Run 22 0.369 0.141

Run 5 0.574 0.159 Run 23 0.552 0.150

Run 6 0.583 0.157 Run 24 0.326 0.143

Run 7 0.635 0.169 Run 25 0.480 0.137

Run 8 0.438 0.145 Run 26 0.428 0.145

Run 9 0.622 0.156 Run 27 0.603 0.150

Run 10 0.390 0.139 Run 28 0.412 0.151

Run 11 0.531 0.147 Run 29 0.569 0.155

Run 12 0.442 0.165 Run 30 0.430 0.158

Run 13 0.435 0.173 Run 31 0.580 0.157

Run 14 0.476 0.148 Run 32 0.503 0.141

Run 15 0.560 0.157 Run 33 0.587 0.164

Run 16 0.406 0.140 Run 34 0.565 0.138

Run 17 0.539 0.147 Run 35 0.732 0.150

Run 18 0.359 0.142

Table 6.2: Standard deviation σ (hPa) of seasonal ERA-interim pressure time series at
25 km.

Northern
Hemisphere

Southern
Hemisphere

Winter (DJFM) 1.278 (ASON) 0.909

Summer (JJASO) 0.194 (JFMAM) 0.259
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the case that many of these model runs have no polar vortex. However, even the

simulations where the polar vortex exists (Runs 26–33, where A > 0) do not have

a notable difference in the shape of the regression curve. The standard deviation

of those runs is also similar to all the other runs. This implies that there are other

factors not included in GFDL-SDC which would be needed for the curve profile to

become closer to the tropospheric amplification profile of ERA-interim.

6.3 Model with Intermediate Complexity: MiMA

MiMA (Model of an idealised Moist Atmosphere, Jucker and Gerber, 2017) is a

more complex model than GFDL-SDC which has a comprehensive radiation scheme

(MiMA uses the Rapid Radiative Transfer Model, instead of Newtonian cooling;

see Section 6.4), and includes prognostic moisture and an annual cycle. As with

GFDL-SDC, its code is based on GFDL’s Flexible Modelling System (FMS). MiMA

is still considerably less complex than CMIP5-class models, and serves as a model

of intermediate complexity.

Unfortunately the original data available from MiMA does not have daily data

or geopotential height on each pressure level, immediately failing two of the four

required criteria listed in Section 5.1. However, 5-day data was available, run for

ten 360-day years, which included surface temperature Ts, surface pressure ps, and

geopotential height at the surface Zs, as well as specific humidity q and temperature

T on 80 vertical levels p up to 0.01 hPa (∼80 km). After interpolating the data over

time to generate daily values, the geopotential height field Z can be reconstructed

from the available data and the hypsometric equation (4):

Z2 − Z1 =
RdTv
g0

ln

(
p1

p2

)
(4)

Here, Rd = 287 Jkg-1K-1 is the dry air gas constant, g ≈ g0 = 9.81 ms-2, and

Tv =
Tv(p1) + Tv(p2)

2
is the mean virtual temperature Tv between layers p1 and p2,

with Tv = T (1 + q(1
ε
− 1)) = T (1 + 0.61q) where q is specific humidity.

Data from eighteen different model configurations were available, with each one

having a different setup for: number (M) and height (O) of Northern Hemisphere
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Figure 6.5: Illustration of the MiMA model setup, showing the warm pool, Gaussian
topography, and 1 m ‘land’ region. (From Jucker and Gerber, 2017, Fig. 3.)

midlatitude Gaussian ‘mountains’, centred on 45°N latitude; depth of a Northern

Hemisphere midlatitude ‘land-like’ shallow layer L between 40°N and 50°N; and

amplitude of tropical zonal heat flux, generating a ‘warm pool’ region W of maximal

sea surface temperatures. This setup is illustrated in Figure 6.5. The control run

(CTRL) has a 100 m mixed layer ‘slab ocean’ with no topography, no land area,

and no warm pool. When present, the midlatitude ‘land’ region simulates a land-sea

contrast by using a significantly shallower mixed layer ocean region with a reduced

heat capacity, rather than any actual land features. Figure 6.6 shows the DJF

climatology of zonal mean temperature (K, colour shading) and zonal mean zonal

wind (contours, interval 10 ms-1) for the control run (CTRL) and a simulation

with 4 km wave-1 topography and 1 m midlatitude ‘land’ (L01.O4M1). The control

simulation has no annual cycle in the tropical tropopause layer, while the L01.O4M1

simulation is much more ‘Earth-like’, with an annual cycle comparable to that of

the observed atmosphere. As with GFDL-SDC, these profiles are both similar to

that of ERA-interim (not shown). Full details on the model setup are provided in

Jucker and Gerber (2017).

Figure 6.7 is the regression plot of β1 for the eighteen configurations of MiMA.

There are four configurations which are much more similar to ERA-interim than

the others – L01.O4M1 (blue), W30.L01.O4M1 (blue-grey), L01.O4M2 (green),

and W30.L01.O4M2 (dark pink). A few of the remaining configurations, such
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Figure 6.6: DJF dynamic temperature (colour) and zonal mean zonal wind (contours)
for two MiMA configurations: (a) uniform slab ocean with mixed layer depth 100 m
(CTRL); (b) simulation with 4 km wave-1 Gaussian topography and 1 m midlatitude
‘land’ (L01.O4M1). Contour interval is 10 ms-1. (From Jucker and Gerber, 2017, Fig. 1.)

as L01 (purple) and W30.L01 (olive green), bear a resemblance to the Northern-

Hemisphere-like curves of Figure 6.2, which makes sense as the models have the

same basis in GFDL-FMS.

Figure 6.8 shows three panels with a subset of the curves from Figure 6.7, where

each panel represents a single unchanged variable. 6.8a (L01) shows all the simula-

tions with a midlatitude ‘land’ shallow layer of 1 m (the rest of the ocean remains

at 100 m); 6.8b (O4Mx) shows all the runs with a Gaussian mountain height of 4

km (with x being 1 or 2 mountains, corresponding to topography wave number 1 or

2); and 6.8c (W30) shows all the simulations with a ‘warm pool’ zonal heat flux of

30 W/m2.

Figure 6.8a shows four curves which are similar in profile to ERA-interim, and

two which are not. Those curves which are similar all come from model configura-

tions which include at least one Gaussian ‘mountain’ with height 4 km.

Figure 6.8b then shows all the curves from runs which include at least one

Gaussian ‘mountain’ with height 4 km. The same four curves from 6.8a are present,

alongside four other curves which are less similar to ERA-interim. Those curves

which are less similar come from simulations which do not include a shallow ‘land’

feature. These two plots suggest that the presence of a Gaussian ‘mountain’ is a

necessary but not sufficient factor to recreate the ERA-interim profile of tropospheric

amplification.

Figure 6.8c shows six curves which each come from a model configuration includ-
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Figure 6.7: Profile of estimated β1 for 18 MiMA model runs with varying configura-
tions, showing Northern Hemisphere wintertime. ERA-interim is Northern Hemisphere
wintertime with a 95% pointwise confidence band.
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(a) 1 m ‘land’ section (b) 4 km Gaussian mountain topography

(c) 30 W/m2 warm pool heat flux (d) Southern Hemisphere

Figure 6.8: Profile of estimated β1 for: (a,b,c) MiMA model runs with specific configu-
rations and ERA-interim, showing Northern Hemisphere wintertime; (d) all MiMA model
runs and ERA-interim, showing Southern Hemisphere wintertime.
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ing a ‘warm pool’ with zonal heat flux 30 W/m2. The two curves which are most

similar to ERA-interim have both a shallow ‘land’ region and at least one Gaussian

‘mountain’. The curve with only a ‘land’ feature, W30.L01 (olive green), is more

similar in profile shape to the majority of plots in Figure 6.2. The curve with two

Gaussian ‘mountains’ and no land, W30.O4M2 (light brown), is similar in shape

to ERA-interim, but does not have a similar magnitude; notably, the stratospheric

maximum is much lower. Combined with the previous two plots, this implies that

the presence of a shallow ‘land’ region and at least one Gaussian ‘mountain’ is suf-

ficient to recreate the profile of tropospheric amplification in MiMA. Is is probable

that the presence (or absence) of a ‘land’ feature alters the stationary wave pattern,

thus affecting stratospheric driving through the wave-driven pump.

Each of the four curves which are similar to ERA-interim has a higher strato-

spheric peak, at around 18–20 km, and also a higher tropopause, around 10 km.

This suggests that MiMA’s troposphere is a bit too thick, and has pushed the strato-

spheric processes upwards. The amplification at the surface is also between 1.5 and

2.5 hPa higher than expected, which may be another indicator of a troposphere that

is too active, or one that is too thick.

Figure 6.8d is the regression plot of β1 for the eighteen configurations of MiMA in

the Southern Hemisphere. Here, only one of the four simulations that was similar to

ERA-interim in the Northern Hemisphere is also similar in the Southern Hemisphere;

W30.L01.O4M1 (steel blue), which is the configuration with a ‘warm pool’ with zonal

heat flux 30 W/m2, a ‘land’ region, and one 4 km Gaussian ‘mountain’. There is

one other similar curve, W30 (light grey), which has a ‘warm pool’ but no land or

topography. It can be inferred from this that while the model can reasonably recreate

the profile of tropospheric amplification in the Northern Hemisphere, which can be

attributed to topographical features, there is no obvious causal processes in the

Southern Hemisphere. This may be a result of the fact that the ‘land’ region and

Gaussian ‘mountains’ are both applied solely to the model’s Northern Hemisphere,

and the fact that circulation in the Southern Hemisphere is much more zonally

symmetric.
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Table 6.3: Standard deviation σ (hPa) of the pressure time series at 25 km for 18 MiMA
model runs (wintertime).

Northern
Hemisphere

Southern
Hemisphere

Northern
Hemisphere

Southern
Hemisphere

CTRL 0.234 0.604 O4M2 0.593 0.404

L01.O4M1 1.435 0.528 W15 0.265 0.418

L01.O4M2 1.736 0.428 W30.L01.O4M1 1.463 1.024

L01 0.219 0.329 W30.L01.O4M2 1.599 0.624

L10 0.289 0.357 W30.L01 0.470 0.743

L50 0.207 0.321 W30.O4M1 0.886 0.654

O2M1 0.719 0.272 W30.O4M2 1.014 0.550

O2M2 0.766 0.403 W30 0.377 0.970

O4M1 0.864 0.474 W45 0.458 0.695

Table 6.3 shows the standard deviation σ of the p25 time series for each configura-

tion of the model, which can be compared with Table 6.2 for ERA-interim. Many of

the Northern Hemisphere model configurations do not have sufficient stratospheric

variability, but it is clear again that those which are closest to ERA-interim’s North-

ern Hemisphere winter standard deviation of 1.278 are those which include a ‘land’

feature and a Gaussian ‘mountain’. This therefore suggests that these features are

required specifically to introduce sufficient stratospheric variability which can then

lead to tropospheric amplification. In the Southern Hemisphere, it is again con-

figurations W30.L01.O4M1 and W30 which are closest to ERA-interim’s Southern

Hemisphere winter standard deviation of 0.909, reinforcing the findings from Figure

6.8d.

6.4 Discussion and Extension

It has been shown that the presence of topography and land are very important fac-

tors in the development of tropospheric amplification in the Northern Hemisphere.

It is prudent to note here that all but three of the GFDL-SDC configurations in Fig-

ure 6.2 also have wave 1 or 2 mountain(s) (at 3 km height), and that model does not

recreate tropospheric amplification, so while topography is an essential component,
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(a) Northern Hemisphere (DJFM) (b) Southern Hemisphere (ASON)

Figure 6.9: Profile of estimated β1 for four MiMA model runs with different configura-
tions for continent shape, sea surface temperature, and stratospheric resolution, showing
Northern Hemisphere wintertime. ERA-interim is Northern Hemisphere wintertime with
a 95% pointwise confidence band.

other aspects of MiMA that are not present in GFDL-SDC are also important. The

primary difference here is the use of the Rapid Radiative Transfer Model (RRTM) for

radiative cooling (Mlawer et al., 1997) instead of Newtonian cooling (Jucker et al.,

2013). This includes parameterisations for carbon dioxide, ozone, and water vapour

(among other factors), with ozone of particular importance here. The absorption of

shortwave UV by ozone induces a meridional temperature gradient, which is one of

the primary processes behind the formation of the winter polar vortex, and as dis-

cussed in Chapter 3, tropospheric amplification only happens when the polar vortex

is present. While GFDL-SDC does include polar vortex parameterisations as well,

those based on Newtonian cooling are insufficient to reproduce tropospheric ampli-

fication. This may imply the relevance of another factor of RRTM – the inclusion

of moisture in the model, in the form of water vapour. GFDL-SDC, conversely, has

a dry atmosphere.

Figure 6.9 shows the β1 profiles for four model runs from an extended version of

MiMA, which has numerous additional configuration options, including continents,

evaporative resistance over land (which simulates the effect of a limited water sup-

ply), and q-flux-based sea surface temperatures. ‘Realistic continents’ (9720 days)
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has a topographical setup that is similar to the real-world continent distribution,

including a higher polar albedo; ‘simple continents’ (7200 days) has a simplified

continental shape and topographical distribution that exists to introduce topogra-

phy to the model, but is only somewhat comparable to the real world; ‘fixed sst’

(7200 days) is the same simple continent layout, but with sea surface temperatures

prescribed rather than variable; and ‘fixed sst strat res’ (7200 days) is the same

again, but with a higher resolution in the stratosphere (and, consequently, a lower

resolution in the troposphere).

Some of these configurations do appear to recreate the expected shape of the tro-

pospheric amplification anomaly for the Southern Hemisphere; most notable is the

curve of the realistic continents run. However, in the Northern Hemisphere, there’s

no indication that the realistic continents setup has helped recreate the phenomenon.

Overall, these extended simulations seem to be able to produce the expected shape

in the Southern Hemisphere, to some degree, in all four configurations. After real-

istic continents, the high-res stratosphere ‘fixed sst strat res’ curve is closest, and is

much more so than the standard ‘fixed sst’ curve. This again reinforces the theory

that a better-resolved stratosphere is needed to identify S-T coupling events.

The other curves in the Southern Hemisphere, and all of the configurations for

the Northern Hemisphere, do not seem to have been able to recreate the expected

shape of tropospheric amplification at all, but they do all suggest a major increase

in pressure at the surface, but of more than double the standard 2 hPa and without

a drop-off at the tropopause. This is different to the slight drop in pressure seen

in the Northern Hemisphere summer (Fig. 6.3, dotted) and the GFDL-SDC model

(Fig. 6.2), and also very different to the base theories of the Rossby wave pump

(Fig. 3.1a–c). There is a slight similarity between these curves and the regression

for ERA-interim’s Southern Hemisphere summer (Fig. 6.3, dot-dash), and they

are also reminiscent of the plots produced when the regression is taken from lower

down in the atmosphere (∼15 km or below, not shown). This could suggest that

the tropospheric processes in this configuration are extending too high into the

atmosphere, or that the tropopause itself may be too high. Alternatively, it could
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be an indication that the effects of the polar vortex in the model are too strong, but

given that there is no exploration of the polar vortex available here, this cannot be

confirmed. To investigate polar vortex amplitude further, runs would be needed from

configurations of MiMA which do show the full profile of tropospheric amplification,

on which the polar vortex amplitude could be adjusted.

Table 6.4: Standard deviation σ (hPa) of the pressure time series at 25 km for four
extended MiMA model runs (wintertime).

Northern
Hemisphere

Southern
Hemisphere

realistic continents 1.303 1.142

simple continents 1.058 1.057

fixed sst 1.342 1.022

fixed sst strat res 1.863 1.149

Table 6.4 shows the standard deviation σ of the p25 time series for each configu-

ration of the extended MiMA model. The stratospheric variability in these configu-

rations is higher than ERA-interim for the Southern Hemisphere, and also for three

of the four configurations in the Northern Hemisphere. Variability in the simple con-

tinents configuration is slightly lower, while variation in the high-res stratosphere

configuration is much higher, which could be another indication of an over-active

troposphere.

Overall, MiMA appears to be able to reproduce the tropospheric amplification

profile, but it is very dependent on the configuration used. The extended version

of MiMA does not appear to be consistent; with additional runs and additional

configurations tested, a more stable conclusion could be developed, and it would

be interesting to vary the topography of the extended version back towards the

configuration in L01.O4M2 to see where the extended version falls short.

6.5 Summary

• The dry dynamical core model GFDL-SDC is not able to recreate the profile

of tropospheric amplification; even though ostensibly designed to represent

winter, the profiles look like the equivalent summer in ERA-interim.
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• Certain configurations of the intermediate-complexity model MiMA are able

to recreate the tropospheric amplification profile, but this is very dependent

on the setup used.

• It can therefore be inferred that moisture is required in the model in order for

tropospheric amplification to be observed.

• The presence of land and topography in the model setup are important in the

development of the tropospheric amplification profile in the Northern Hemi-

sphere, as they result in increased stratospheric variability.
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7 Contribution of the zonal mean and baro-

clinic eddy components of meridional

polar cap mass flux

7.1 Introduction

In this chapter, the mass fluxes will be further investigated in order to assess the

contribution of the zonal mean and eddy components of the meridional flow, and

the contribution of both vertical and horizontal mass flux on the resulting change

in pressure.

The equations of hydrostatic balance and mass continuity will be used to better

indicate what the pressure plots of Chapters 4–5 are showing. Based on quasi-

geostrophic (QG) theory, the zonal mean meridional wind [v] ∼ 0, so it should also

be possible to determine whether tropospheric amplification follows the QG theory,

or is partially ageostrophic. The last section then describes regional mass changes

instead of zonal mean flow. This should give a clear indication of where on the 65°

parallel mass is flowing into the polar cap, and where it is flowing out.

7.2 Relationship between mass flux and pressure tendency

The relationship between mass flux and pressure change can be derived from the

equations of hydrostatic balance,

∂p

∂z
= −ρg , (5)

and mass continuity,

∂ρ

∂t
+∇H · (uρ) +

∂

∂z
(wρ) = 0 . (6)

By rearranging Equation 5,

ρ = −1

g

∂p

∂z
,
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and therefore, assuming constant g and using the shallow atmosphere approxima-

tions (Thuburn and White, 2012),

∂ρ

∂t
=

∂

∂t

(
−1

g

∂p

∂z

)
= −1

g

∂2p

∂t∂z
. (7)

By substituting (7) into (6),

−1

g

∂2p

∂t∂z
= −∇ · (ρu)− ∂

∂z
(ρw) . (8)

Let A =
∫
A

dA be the area of the polar cap,

A =

∫
A

dA =

∫ π
2

φ0

a dφ

∫ 2π

0

dλ a cos(φ) = 2πa2(1− sin(φ0)) , (9)

where a = 6371 km is the mean radius of the Earth, and φ0 = 65° is the latitude

of the edge of the polar cap. Then let p̂ be average polar cap pressure at a fixed

height,

p̂ =

∫
p dA

A
. (10)

Integrating Equation 8 with respect to z and A,

[
∂

∂t

∫
A

p dA

]z2
z1

=

∫ z2

z1

∫
A

dA

(
g∇ · (ρu) + g

∂

∂z
(ρw)

)
dz ,

then using (9) and (10),

[
∂

∂t
p̂A

]z2
z1

=

∫ z2

z1

∫
A

dA

(
g∇ · (ρu) + g

∂

∂z
(ρw)

)
dz . (11)

Using the divergence theorem,

∫
A

(∇ · F) dA =

∮
F · n ds , (12)

with F = ρu, and substituting in Equation 11,

[
∂

∂t
p̂A

]z2
z1

=

∫ z2

z1

(∮
gρu · n ds

)
dz + g

∫
A

dA [ρw]z2z1 .
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Figure 7.1: Diagram of horizontal and vertical mass movement into the column of air
above the ‘polar cap’.

This can be simplified to

[
∂p̂

∂t

]z2
z1

=
F

A
+
W

A
, (13)

where the horizontal mass flux

F = −
∫ z2

z1

(∫ 2π

0

gρva cos(φ)dλ

)
dz , (14)

and the vertical mass flux

W = g

∫
A

dA [ρw]z2z1 . (15)

Equation 13 is the relationship between pressure and mass flux, showing that the

change in polar cap pressure p̂ over time is equal to the sum of the horizontal and

vertical mass fluxes into the polar cap, F
A

+ W
A

. This is illustrated in Figure 7.1.

From (14), F can be defined in terms of geopotential height z. The approxima-

tion g ≈ g0 = 9.81 assumes gravitational acceleration is constant with height from

z1 to z2.
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F = −
∫ z2

z1

dz 2πag cos(φ)[ρv]

= −a cos(φ)

∫ z2

z1

dz

∫ 2π

0

dλ (ρgv)

= −a cos(φ)

∫ 2π

0

dλ

∫ z2

z1

dz (ρgv)

g ≈ g0 ⇒
∫
g dz ≈ g

∫
dz

⇒ F = −ag cos(φ)

∫ 2π

0

dλ

∫ z2

z1

(ρv)dz

≈ −ag cos(φ)

∫ 2π

0

dλ

z2∑
k=z1

(ρv)k ∆zk

= −2πag cos(φ)

z2∑
k=z1

[ρv]k ∆zk

The integrals are approximated as summations using the available data grid points.

From (15), W can be defined using a polar cap average, similar to polar cap

pressure p̂:

W = g

∫ π
2

φ0

a dφ

∫ 2π

0

dλ a cosφ
(
ρw|z2 − ρw|z1

)
= g

∫ π
2

φ0

a dφ 2πa cos(φ) ([ρw]z2 − [ρw]z1)

= 2πa2g(1− sin(φ0))
(

ˆ[ρw]z2 −
ˆ[ρw]z1

)

Equation 13 could be integrated over time, to reduce some of the natural vari-

ability in the data, or the pressure change over time could be found using finite

differences; either way, an equation exists where change in polar cap pressure p̂ is

theoretically proportional to mass flux, F+W
A

. Using data from ERA-interim, an

investigation can be done to see how closely these values agree.

Figure 7.2 shows ∂p̂
∂t

and F
A

at the surface for the winter of 1998–1999. The

vertical integral is taken over the entire atmospheric column, and as such, W ≈ 0

and
[
∂p̂
∂t

]
≈ F

A
. This is reflected in the plot, which shows that the two curves have a

similar magnitude, and many of the peaks and troughs coincide.
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Figure 7.2: Surface mass flux at φ = 66°N, boreal winter 1998–1999. Vertical integral
taken over the entire atmospheric column.

Figure 7.3 shows ∂p̂
∂t

(7.3a), F+W
A

(7.3b), and F
A

and W
A

(7.3c) integrated over

12–25 km for the winter of 1998–1999. It is clear that F+W
A

does not closely follow

∂p̂
∂t

, but the magnitudes of the two curves are comparable, and certain peaks and

troughs do occur in similar places. A notable effect in Figure 7.3c is that the

horizontal component F is almost completely cancelled by the vertical component

W , which implies that mass flux in and out of the polar cap region across the 66°

parallel is mostly balanced by the vertical mass flux into and out of the 12–25 km

chunk from above and below. This also explains why F+W
A

, being the difference of

two large values, does not match ∂p̂
∂t

very closely.

Figure 3.5 previously showed two periods of anomalously positive stratospheric

pressure in this time period; one running from mid-December to early January, and

the other encompassing the first half of March. There are no clear mass flux peaks

in Figures 7.3a or 7.3b that these events correspond to, and a large positive mass
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flux would be needed to generate the positive pressure change seen in Figure 3.5.

The comparison can be repeated for the Southern Hemisphere, although in this

case, the sign of F is reversed. Figure 7.4 shows the mass flux and pressure change

for the 2002 winter, which is known for having a major SSW occur, and thus a

large positive pressure anomaly. This period does have a notable continued high

magnitude of F
A

, but it is also opposed by W
A

. Figure 7.4b shows a large negative

value of F+W
A

at the start of September, and is generally more negative than positive

throughout the winter period.

It is clear through both of these winter periods that the magnitude of the mass

flux throughout the 12–25 km region is very small, at less than |0.002| kg · s−3 ·m−1,

or |0.002| Pa · s−1. This makes it difficult to distinguish any influential mass flux,

which leads to tropospheric amplification, from the natural variability of the system

and other anomalies. This suggests that another approach may be needed, or that

a different dataset should be used; notably, mass conservation within ERA-interim

is not very good, which may affect the outcome.

Figures 7.5 and 7.6 show the same as Figures 7.3 and 7.4, but for the NCEP-

DOE reanalysis instead of ERA-interim. Immediately noticeable in Figures 7.5c

and 7.6c are the major peaks and troughs in the curves of NCEP-DOE which match

those of ERA-interim; a positive F
A

mirroring a negative W
A

in early December 1998,

immediately preceding an opposite state which persists until mid-January (Figs.

7.3c and 7.5c), and a low, wide peak/trough pair in December 2002 (Figs. 7.4c and

7.6c) are just two examples. It was show previously in Chapter 4 that ERA-interim

and NCEP-DOE are very similar when pressure is considered, and this is reinforced

by Figures 7.5a and 7.6a, which are themselves very similar to Figures 7.3a and

7.4a respectively, which show ∂p̂
∂t

. The remaining plots, of F+W
A

, are also similar to

each other, but not as closely as ∂p̂
∂t

, as while the major peaks and troughs coincide,

the intermediate variability does not. This reinforces the conclusion above, that the

influential mass flux is difficult to distinguish given that its magnitude is small, but

does suggest that major events can still be identified.
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(a) Polar cap pressure change ∂p̂
∂t

(b) Total mass flux F+W
A

(c) Horizontal mass flux F
A and vertical mass flux W

A

Figure 7.3: Mass flux in the 12–25 km region at φ = 66°N, boreal winter 1998–1999
(ERA-interim).

112



(a) Polar cap pressure change ∂p̂
∂t

(b) Total mass flux F+W
A

(c) Horizontal mass flux F
A and vertical mass flux W

A

Figure 7.4: Mass flux in the 12–25 km region at φ = 66°N, austral winter 2002 (ERA-
interim).
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(a) Polar cap pressure change ∂p̂
∂t

(b) Total mass flux F+W
A

(c) Horizontal mass flux F
A and vertical mass flux W

A

Figure 7.5: Mass flux in the 12–25 km region at φ = 66°N, boreal winter 1998–1999
(NCEP-DOE).
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(a) Polar cap pressure change ∂p̂
∂t

(b) Total mass flux F+W
A

(c) Horizontal mass flux F
A and vertical mass flux W

A

Figure 7.6: Mass flux in the 12–25 km region at φ = 66°N, austral winter 2002 (NCEP-
DOE).
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7.3 Horizontal Mass Flux

In this section, the longitudinal dependence of meridional mass flux will be consid-

ered, in an effort to determine whether there are particular regions with a recurring

flow of mass in a particular direction, and examine whether polar cap mass flux as

a whole is geostrophic in nature. This in turn could inform whether mass flux into

and out of the polar cap occurs in regions with particular topography or a particular

persistent atmospheric phenomenon. In order to see the greatest regional effect of

mass flux, it is useful to identify days where that mass flux has the largest mag-

nitude. In other words, maximal values of the total mass flux on the 66° parallel,

F66 = ρv, with density ρ66 at 66°, and meridional velocity v66 across 66°.

Figure 7.7a shows the total meridional mass flux [ρv] at 66°N integrated vertically

between 12 and 25 km for the 1998–1999 winter. A 10-day low-pass filter (see

Appendix I) was applied to the data to smooth out the most extreme peaks and filter

out anomalous short-term extremes, the inclusion of which would not be conducive

to determining an ongoing regional trend. Afterwards, the date with the largest

positive mass flux was identified as 8 January 1999, and the date with the largest

negative mass flux was identified as 30 November 1998. These events are explored

further in Figures 7.8 and 7.9, which show the density ρ (in kg/m3), the meridional

velocity v (in ms-2), and the meridional mass flux F (in kg m-2 s-2).

Figures 7.8c, 7.8d, 7.9c, and 7.9d show the total meridional velocity v and the

eddy mean meridional velocity v∗ across the 65°N parallel, where v = [v] + v∗ with

[v] as the zonal mean. Given that the plots for v and v∗ for each day are almost

identical, v ≈ v∗, and thus it could be assumed that [v] ∼ 0, in agreement with the

QG theory mentioned above. Figures 7.8a, 7.8b, 7.9a, and 7.9b show the absolute

density ρ, and density relative to the mean ρ∗, over the polar region. Density is

almost uniform over the polar region, with polar values slightly lower than at lower

latitudes, and as such ρ acts as a scalar multiplier to v in the ρv term. Figures 7.8e

and 7.9e show ρv, which are similar in wave pattern but at a lower magnitude than

v.
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Given that v∗ � [v],

ρv = ([ρ] + ρ∗)([v] + v∗) ≈ [ρ]v∗ + ρ∗v∗ ,

and therefore

[ρv] ≈ [ρ][v∗] + [ρ∗v∗]

≈ [ρ] · 0 + [ρ∗v∗] = [ρ∗v∗] .

Figure 7.7b shows the eddy meridional mass flux [ρ∗v∗] at 66°N over the same

vertical region and time period as Figure 7.7a, while Figure 7.7c shows the multiplied

zonal means of density and velocity, [ρ][v]. It is clear from Figure 7.7 as a whole

that [ρv] 6≈ [ρ∗v∗], which means that [v] � 0 and the earlier assumption of a fully

quasi-geostrophic system should not hold. This in turn suggests that, while v ≈ v∗,

given that the values of ρ and ρ∗ are also small, [v] is not negligible when calculating

[ρv], and therefore anomalous mass flux into and out of the polar cap has both

QG-like and ageostrophic components:

[ρv] = [ρ][v] + [ρ∗v∗] .

There is a clear wave-2 pattern in meridional velocity for both days, as well as

a wave-2 pattern in the density anomalies of 8 January (Fig. 7.8b), and a wave-1

pattern in the density anomalies of 30 November (Fig. 7.9b). With more dates

investigated (not shown), there are notable wave-1 and wave-2 patterns in both the

density anomalies and the meridional velocity, and depending on how they interact,

this can result in either a wave-1, wave-2, or wave-4 pattern in the ρ∗v∗ term (Figs.

7.8f, 7.9f). It is reasonable to conclude from this therefore that there is no systematic

preference to tropospheric amplification events occurring specifically in wave-1 or

wave-2 states. In other words, there is no wave state that is typical of these events.

This supports the similarity between wave-1 and wave-2 plots in Chapter 6, where

there is no major difference between curves where the configuration has one or two
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Gaussian mountains in either GFDL-SDC or MiMA.

Comparing Figure 7.7a with the pressure anomalies over the same time period

in Figure 3.5 shows that the positive mass flux in December does seem to coincide

with the positive pressure change, and there is also a small peak in mass flux at the

beginning of March, where there is another peak in pressure. However, there are

also a number of peaks and troughs in mass flux that do not correspond to any clear

pressure events, which may suggest that there are other processes acting to counter

meridional mass flux, potentially including vertical mass flux.

As in previous chapters, the analysis here can be repeated in the Southern Hemi-

sphere. Figure 7.10 shows a day with a high positive austral cap mass flux (thus,

mass leaving the polar cap). Unlike the Northern Hemisphere examples, it is no-

ticeable in Figure 7.10f that there is larger-scale wave pattern, resulting in more

positive mass flux (yellow) across the 65° parallel than negative.
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(a) [ρv]

(b) [ρ∗v∗]

(c) [ρ][v]

Figure 7.7: Zonal mean meridional mass flux integrated vertically over 12–25 km at
φ = 66°N, winter 1998–1999. The bold curve shows a 10-day low-pass filter.
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(a) Total air density ρ (b) Air density eddy ρ∗

(c) Total meridional wind v (d) Meridional wind eddy v∗

(e) Total mass flux F = ρv (f) Mass flux eddy FE = ρ∗v∗

Figure 7.8: Vertical averages over 12-25 km for 8th January 1999, Northern Hemisphere.
The 65° parallel is shown as a grey line.
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(a) Total air density ρ (b) Air density eddy ρ∗

(c) Total meridional wind v (d) Meridional wind eddy v∗

(e) Total mass flux F = ρv (f) Mass flux eddy FE = ρ∗v∗

Figure 7.9: Vertical averages over 12-25 km for 30th November 1998, Northern Hemi-
sphere. The 65° parallel is shown as a grey line.
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(a) Total air density ρ (b) Air density eddy ρ∗

(c) Total meridional wind v (d) Meridional wind eddy v∗

(e) Total mass flux F = ρv (f) Mass flux eddy FE = ρ∗v∗

Figure 7.10: Vertical averages over 12-25 km for 19th October 1994, Southern Hemi-
sphere. The 65° parallel is shown as a grey line.
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7.4 Summary

• Horizontal and vertical mass flux components F and W act to cancel each

other out, leaving a very small overall total mass flux. Pressure tendencies

are the result of the incomplete cancellation of these two terms. While larger

anomalous pressure periods are robust between different reanalysis, the inter-

mediate values are subject to substantial variability.

• v∗ � [v], but [ρv] is significantly small that [v] is not negligible. Mass transport

F therefore has contribution from both quasi-geostrophic and ageostrophic

components.

• There are wave-1 and wave-2 patterns in ρ∗ and v, resulting in wave-1, -2, or

-4 patterns in ρ∗v∗. There appears to be no systematic preference of wave-

state coinciding with anomalous mass flux, and thus no wave-state specifically

indicative of tropospheric amplification.
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8 Conclusions

The main achievements of this thesis are summarised below, followed by suggestions

for how this work can be extended in the future.

8.1 Quantifying Stratosphere-Troposphere Coupling

Section 3 introduced the concept of tropospheric amplification, in which a polewards

(resp. equatorwards) flow of mass in the tropospheric polar cap region is associated

with a larger than normal influx (or outflow) of mass in the stratospheric polar

cap region. This can be visualised as either a mean composite of anomalies of pcap

from Equation (1), or as a regression slope coefficient β1 from Equation (2). The

regression model uses all the available data, and is more representative of the whole

system than the mean composite method. These plots can then be used to quantify

tropospheric amplification through regression slope estimates; for example, based

on Figure 3.3, a 3.8 hPa increase in pressure at 15–18 km implies that on average

there will be a 3.4 hPa increase in pressure at the surface and a 2.2 hPa increase in

pressure at the tropopause.

This approach can also be used to quantify the ‘strength’ of S-T coupling at

a particular time. Taking the pressure at 25 km, 16 km, 7 km, and the surface,

the values can be compared against each other and the average expected from the

ERA-interim regression. The difference between those values and the regression line

could then be generated, resulting in a measure of the current S-T coupling. As

discussed in Section 4.3, the measure could similarly be taken from the temperature

field, which produces a visually similar result.

Tropospheric amplification is shown clearly in every modern reanalysis dataset

which started after 1979. In the Northern Hemisphere, representation of the pressure

anomaly profile is robust, as the curves are very similar for each reanalysis. There

is a clear stratospheric maximum of 2 hPa at 16 km, a minimal value of 1 hPa near

the tropopause (7 km), and a tropospheric amplification of 2 hPa near the surface.

In the Southern Hemisphere, the thickness of the Antarctic ice cap and the lack
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of middle-atmosphere observations results in less agreement between the reanalyses.

There is no particular benefit to using any one of the more recent reanalysis datasets

over another, and depending on what data is available, both the 25 km pressure data

(p25) and the 100 hPa temperature data (T100) can be used to produce similar results.

Quantification of S-T coupling using pressure and height is relatively easy to

understand, compared to more complex metrics such as PV diagnostics. As shown

in Chapter 4, it is clear that temperature and pressure are a valid proxy for the

same information—particularly at certain altitudes where their correlation is very

high—so if any of the necessary data are not readily available, either can be used to

produce a similar result.

8.2 Climate model simulation of Tropospheric Amplifica-

tion

By comparing results from reanalysis data with those from complex GCMs from the

CMIP5 project, it was discovered that ‘high-top’ models with a lid of above 1 hPa,

and therefore a more realistic stratosphere, were better at recreating tropospheric

amplification than ‘low-top’ models. This suggests that a resolved stratosphere

makes climate models more accurate, and that without that, a substantial amount

of necessary information would be omitted.

Correlation between the regression slope profiles for CMIP5 models and those

of reanalysis is another way that a metric can be derived from this phenomenon,

as it can be used to quantify how closely any particular model comes to recreating

this aspect of S-T coupling with respect to ERA-interim. Low-top models generally

have a lower correlation value between their β1 and that of ERA-interim, of between

0.42 and 0.75 in the Northern Hemisphere, while high-top models have a correlation

of 0.72 to 0.98. This same method could be used to quantify the S-T coupling

accuracy of many more models. The investigation could be improved by repeating

the regression model analysis for climate models using their T100 data, as was done

with the reanalysis data, in order to compare and contrast their β1 profiles.

The study of more idealised models with varying complexity revealed that GFDL-
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SDC, a dry core model with Newtonian cooling, could not recreate the tropospheric

amplification process. When radiative schemes were replaced with ones which in-

cluded moisture and ozone, as in MiMA, tropospheric amplification began to appear

in the Northern Hemisphere when topographical features were also present in the

model. This implies that in the Northern Hemisphere, the phenomenon is linked

to effects resulting from topography, such as asymmetries in the circulation and

an increase in stratospheric variability, which then cause baroclinic instability. In

the Southern Hemisphere, identifying a specific causal process was inconclusive, but

again, the result was most accurate when stratospheric variability was closest to

that of the reanalysis.

8.3 Tropospheric Amplification in the Future

Future climate projection simulations from CMIP5 models revealed that there are

no substantial changes in tropospheric amplification in the Northern Hemisphere

over the next 100 years. There was a suggestion from a few of the eleven models

that there may be a slightly larger tropospheric amplification effect in the first half

of the 21st century, and a slightly smaller one in the latter half of the century, but

this result was not consistent between the models.

What was most apparent in the investigation of RCP scenario simulations was

the large variation between climate models. The climate change responses of one

model varied much less from that model’s historical simulation than each of the

different climate models’ historical and RCP simulations varied from each other.

In the Southern Hemisphere, the results were even less consistent. A few models

showed that tropospheric amplification in this hemisphere did not match the profile

seen in reanalysis, while others suggested there would not be much change from the

current profile. With little change projected, there is no precedent for needing to

alter forecasting or climate management systems to accommodate for changes in the

system.
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8.4 Stratospheric and Tropospheric Mass Flux

Hydrostatic balance and mass continuity shows there is a relationship between mass

flux and pressure change, but the fact that this is the result of a difference calculation

between two large values (except at the surface) means no clear results can been

identified. This suggests that a different approach is needed, including considering

integrals over time of mass flux instead of finite difference of pressure, which should

smooth out the natural variability and fluctuations, instead of amplifying them.

Comparing the vertical and horizontal components of mass flux into the polar

cap has shown that the effect of vertical mass movement is almost exactly sufficient

to cancel out the horizontal component, meaning both are major factors in the

change of pressure in the region. As such, there was no clear period of time in which

significantly more mass entered the polar cap region compared with what left the

region, so there was no clear indication of a period of prolonged, higher-than-average,

high pressure.

Looking at the regional distribution of mass movement has not revealed any

obvious patterns in the geographic location of poleward vs equatorward mass flux,

but it has revealed interesting results about the contribution of the zonal mean

and eddy components of pressure and velocity. While the mean meridional velocity

[v] is negligible next to the eddy component of velocity v∗, it is clear that [v] is a

dominant factor in determining the overall zonal mean mass flux [ρv] on a particular

day. This means that zonal mean mass flux has significant contributions from both

quasi-geostrophic and ageostrophic components.

8.5 Future Work

Studies of sudden stratospheric warmings are prevalent in existing literature, but

studies of anomalous stratospheric cool periods do not appear to be. Extending

the work of Section 3.4, which looked at the effects of SSWs and anomalous strato-

spheric cooling, by comparing the mechanics behind these phenomena, may increase

the understanding of the processes behind both, given how similar their associated

pressure changes are.
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On the modelling side, existing evaluations of long-term trends, both in this

thesis and in previous papers, can be extended into projections of future climate.

Additionally, models could be developed to better represent stratospheric processes

– it is mentioned numerous times here how including stratospheric processes greatly

increases a model’s effectiveness in representing the true climate state. Continuing

investigation into the differences between the simple model GFDL-SDC and the

intermediate model MiMA, future investigations may wish to test the outcomes

with certain parts of the Rapid Radiative Transfer Model disabled. Specific things

to investigate would include adding water vapour parameters to the previously-dry

GFDL-SDC, or including the ozone part of RRTM in MiMA without water vapour.

From this, it may be possible to determine in more detail the parameters, and thus

the processes, required for a model to recreate tropospheric amplification.
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Appendices

A CMIP5 Models

Table A.1: CMIP5 model output analysed in this thesis, including model name, mod-
elling group/institution, atmospheric horizontal grid resolution, number of vertical levels,
model ‘lid’, and datasets used (World Climate Research Programme, 2013).

Model Name Institution i Horizontal
Resolution

Vertical
Levels

Grid
Topii Runs

BCC-CSM1.1 BCC T42 26
2.917 hPa

(low)

Historical
RCP 4.5
RCP 8.5

BNU-ESM GCESS T42 26
2.194 hPa

(low)

Historical
RCP 4.5
RCP 8.5

CanESM2 CCCMA Spectral T63 35
0.5 hPa
(high)

Historical
RCP 4.5
RCP 8.5

CMCC-CESM CMCC
3.75°× 3.75°

(T31)
39

0.01 hPa
(high)

Historical
RCP 8.5

CMCC-CM CMCC
0.75°× 0.75°

(T159)
31

10 hPa
(low)

Historical
RCP 4.5
RCP 8.5

CMCC-CMS CMCC
1.875°× 1.875°

(T63)
95

0.01 hPa
(high)

Historical
RCP 4.5
RCP 8.5

CNRM-CM5
CNRM-
CERFACS

TL127 31
10 hPa
(low)

Historical
RCP 4.5
RCP 8.5

MPI-ESM-LR MPI-M 1.8° T63 47
0.01 hPa

(high)

Historical
RCP 4.5
RCP 8.5

MPI-ESM-MR MPI-M 1.8° T63 95
0.01 hPa

(high)

Historical
RCP 4.5
RCP 8.5

MPI-ESM-P MPI-M 1.8° T63 47
0.01 hPa

(high)
Historical

NorESM1-M NCC
1.9°× 2.5°
(lat × lon)

26
2.194 hPa

(low)

Historical
RCP 4.5
RCP 8.5

iSee Table A.2 for Modelling Group / Centre names
iiModels with a lid above 1 hPa (∼48 km) are considered ‘high-top’, while models with lids

below this are considered ‘low-top’ (e.g. Charlton-Perez et al., 2013; Cagnazzo and Manzini, 2009)
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Table A.2: CMIP5 Modelling Groups and Institution IDs

Institution ID Modelling Centre / Group

BCC Beijing Climate Center, China Meteorological Administration

CCCMA Canadian Centre for Climate Modelling and Analysis

CMCC Centro Euro-Mediterraneo per i Cambiamenti Climatici

CNRM-CERFACS Centre National de Recherches Météorologiques / Centre Européen
de Recherche et Formation Avancée en Calcul Scientifique

GCESS College of Global Change and Earth System Science, Beijing Nor-
mal University

MPI-M Max-Plank-Institut für Meteorologie

NCC Norwegian Climate Centre

I acknowledge the World Climate Research Programme’s Working Group on

Coupled Modelling, which is responsible for CMIP, and I thank the climate mod-

eling groups (listed in Table A.2 of this paper) for producing and making available

their model output. For CMIP the U.S. Department of Energy’s Program for Cli-

mate Model Diagnosis and Intercomparison provides coordinating support and led

development of software infrastructure in partnership with the Global Organization

for Earth System Science Portals. (World Climate Research Programme, 2013)

B Reanalysis Datasets

• ECMWF ERA-40 (Uppala et al., 2005) data have been provided by ECMWF,

obtained from the ECMWF Data Server at http://apps.ecmwf.int/datasets/

• ECMWF ERA-interim (Dee et al., 2011) data have been provided by

ECMWF, obtained from the ECMWF Data Server at http://apps.ecmwf.int/datasets/

• JMA JRA-55 (Ebita et al., 2011) Japanese 55-year Reanalysis project, car-

ried out by the Japan Meteorological Agency (JMA), data obtained from Dr

Blanca Ayarzaguena

• NCEP-DOE Reanalysis 2 (Kanamitsu et al., 2002) data provided by the

NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at

http://www.esrl.noaa.gov/psd/
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• NCEP-NCAR Reanalysis 1 (Kalnay et al., 1996) data provided by the

NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at

http://www.esrl.noaa.gov/psd/

Table B.1: Reanalysis datasets analysed in this thesis, including reanalysis name, refer-
ence paper, time period, atmospheric horizontal grid resolution, number of vertical levels,
and model ‘lid’

Reanalysis
Name

Reference Period
Horizontal

Grid
Vertical
Levels

Grid
Top

ERA-40 Uppala et al. (2005)
Sep 1957 –
Aug 2002

3° 23 1 hPa

ERA-interim Dee et al. (2011)
Jan 1979 –
Dec 2015

3° 37 1 hPa

JRA-55 Ebita et al. (2011)
Jan 1958 –
Dec 2015

2.5° 37 1 hPa

NCEP-DOE Kanamitsu et al. (2002)
Jan 1979 –
Dec 2013

2.5° 17 10 hPa

NCEP-NCAR Kalnay et al. (1996)
Jan 1948 –
Dec 2013

2.5° 17 10 hPa

C Geopotential Height Interpolation

The data was interpolated from pressure levels as follows:

• The zonal average of geopotential Φ was taken,

[Φ]φ,p,t ≈ n−1
λ

nλ∑
λ=0

Φλ,φ,p,t ,

with longitude λ, at each latitude φ, pressure level p, and time step t.

• Geopotential height was calculated, Z = [Φ]
g

, where g ≈ 9.81.

• Cubic spline interpolation was used, taking Zφ,t on log(p) as the input, and

producing output ξ at kilometre increments of Z.

• Pressure values corresponding to these output levels were calculated as p = 10ξ.
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D Removing the Annual Cycle

Removing the annual cycle involves two primary steps: calculating the climatology,

and calculating the anomalies. To calculate the climatology C, all values for a single

day index t are summed, and divided by the total number of occurrences of that day

index nt (this is usually the number of years in the dataset), generating an average:

Ct =

∑nt
i=1 Zt,i
nt

For datasets including leap years, such as ERA-interim, Day 366 is calculated as

the average of Day 365 and Day 1 (regardless of whether Day 366 actually exists

in any given year), C366 =
C365 + C1

2
, so that the climatology will have 366 days.

A 90-day low-pass filter is then applied to the climatology to smooth any extreme

values. To calculate the anomalies, the climatology is subtracted from the initial

dataset by day index (this means that the anomaly for Day 200 is always based on

the climatology of Day 200, regardless of whether it was the 19th or 18th of July).

Z∗t = Zt − Ct, t = 1, . . . , 366

The anomaly dataset is the same size as the initial dataset, and contains the data

used after ‘removing the annual cycle’.
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E Calculating pcap

This method can be used to calculate the polar cap average time series of any data

set, but since pressure is the primary consideration, polar cap pressure p̂ ≈ pcap will

be the focus.

The area of the polar cap is:

A =

∫
A

dA =

∫ π
2

φ0

a dφ

∫ 2π

0

dλ a cos(φ) = 2πa2(1− sin(φ0))

Pressure averaged over the polar cap is:

p̂ =

∫
p dA

A

1. If the data has four dimensions, longitude λ, latitude φ, height Z and time t,

take the zonal average:

[p]φ,Z,t ≈ n−1
λ

∑
λ

pλ,φ,Z,t (16)

2. Based on the model grid resolution, latitude φ is represented by the discrete

parallels y. ERA-interim, for example, has a 3°×3° resolution, so for the polar

cap |φ| > φ0 = 65°, ERA-interim’s polar cap is y = 66°, 69°, . . . , 87°, 90°.

3. A weighting factor hy is calculated for each latitude y to compensate for the

reduction in grid-box size as the data nears the pole:

hy = cos
( πy

180

)
(17)

4. Calculate the polar cap average pcap over latitudes y at each timestep t and

height Z:

pcap,Z,t =

∑
y[p]y,Z,t hy∑

y hy
(18)
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Figure E.1: Diagram of mass movement into the column of air above the ‘polar cap’.
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F Calculating the Annular Mode

To calculate the annular mode, starting with the anomaly dataset of geopotential

height X, only the data from the hemisphere in question is retained (equator to

pole, whole year), and the iterative EOF projection method from Baldwin et al.

(2009) is used. EOF u and PC a, as in Section 2.4, are initially drawn from the

Normal distribution N(0, 1), and the iteration is

u =
XTa

aTa
(*)

a =
XWu

uTWu

The weighting matrix W contains the cosine of latitude. As in Baldwin and Dunker-

ton (2001), a separate EOF calculation is made for each pressure level, and as in

Baldwin and Thompson (2009), the EOFs are calculated from zonal mean anoma-

lies. The annular mode spatial pattern u at each pressure level is then found by

projecting the original daily mean geopotential height data X onto the first PC time

series a using the same equation (∗) (Baldwin and Thompson, 2009; Baldwin et al.,

2009). The time series of the annular mode is directly the first principal component

a. Note that this EOF calculation is invariant to sign, so the decision was made to

follow the same positive/negative convention as Baldwin and Dunkerton (2001).

G Calculating the 95% Confidence Interval

The confidence interval C is calculated from the slope parameter β1 of Equation 2,

C = (β1 − c σE , β1 + c σE) ,

where c = 1.96 is the critical value under the standard Normal distribution X ∼

N(0, 1), such that P (−c < X < c) = 0.95, and σE is the standard error of β1 from

the linear model, σE =
√

σ2

n
where σ is the standard deviation.

The 95% pointwise confidence band is the 95% confidence interval applied to β1

at each geopotential height level.
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H GFDL-SDC Model Configurations

• h is the height of ‘topography’ in the model, which provides orographic forcing.

• A is the amplitude of the polar vortex, calculated as the difference in relaxation

temperature between the winter pole and equinox conditions at 1 hPa.

• τt is the relaxation time at the equator at 100 hPa.

• τp is the relaxation time at high latitudes at 100 hPa.

• N is the wave number of the topography.

Table H.1: Model configurations of the GFDL-SDC model as used by Jucker et al. (2014)

Simulation h (km) A (K) τt (days) τp (days) N

Run 1 0 0 40 20 0

Run 2 1.5 0 40 20 1

Run 3 1.5 0 40 20 2

Run 4 3 0 10 20 1

Run 5 3 0 10 20 2

Run 6 3 0 20 20 1

Run 7 3 0 20 20 2

Run 8 3 0 20 30 1

Run 9 3 0 20 30 2

Run 10 3 0 20 40 1

Run 11 3 0 20 40 2

Run 12 3 0 30 10 1

Run 13 3 0 30 10 2

Run 14 3 0 30 20 1

Run 15 3 0 30 20 2

Run 16 3 0 30 30 1

Run 17 3 0 30 30 2

Run 18 3 0 30 40 1
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Table H.1: Model configurations of the GFDL-SDC model as used by Jucker et al. (2014)

Simulation h (km) A (K) τt (days) τp (days) N

Run 19 3 0 30 40 2

Run 20 3 0 40 20 1

Run 21 3 0 40 20 2

Run 22 3 0 40 30 1

Run 23 3 0 40 30 2

Run 24 3 0 40 40 1

Run 25 3 0 40 40 2

Run 26 3 5 40 20 1

Run 27 3 5 40 20 2

Run 28 3 10 40 20 1

Run 29 3 10 40 20 2

Run 30 3 15 40 20 1

Run 31 3 15 40 20 2

Run 32 3 20 40 20 1

Run 33 3 20 40 20 2

Run 34 5 0 40 20 1

Run 35 5 0 40 20 2
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I Low-Pass Filter

The low-pass filter is started by creating a weighting vector w based on the total

number of days N , and the number of days used in the filter c (in this case, 10 or

90), where

wj =1 for j <
N

0.8c

1 for j > N − N

0.8c

0 otherwise ,

which is then used in a fast Fourier transform. The Fourier transform of the data

x is taken, multiplied by the vector w, and then inverted with an inverse Fourier

transform to produce the result y. Let f be the Fourier transform of x, where n is

the length of f :

fh =
n∑
k=1

xke
1
n

(−2πi(k−1)(h−1)) for h = 1, . . . , n

Then let z = fw, where p is the length of z and m is the length of x:

yh =
1

m

[
p∑

k=1

zke
1
p

(2πi(k−1)(h−1))

]
for h = 1, . . . , p
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