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Abstract

Although the auditory signal usually provides stiéint information for speech
perception, visual cues become important when dl@ay signal is compromised, as in the
case of a hearing loss. However, research hasrsti@t/visual cues are used even when the

auditory signal is completely intelligible (McGu&MacDonald, 1976).

Subsequent studies have investigated the impaetoting the quality of auditory
information on the integration process. Grant 8edz (1998) studied audiovisual integration by
hearing-impaired subjects, and reported that ewsnwhe auditory input is poor, speech

perception can improve with the aid of visual cues.

Integration for artificially reduced auditory ingubas also been investigated. One form
of reduction was that used by Remez et al. (19849, reduced speech signals to three time-
varying sinusoids following the formants of the sgle (“sine-wave speech”). Remez et al.
showed that sine-wave speech can be highly inileldign sentences, but in studies of audio-
visual perception of individual syllables, sine-waeductions have yielded poor performance
(e.g., Anderson, 2007). It is possible that tHatre= unfamiliarity of this form of speech led to

the poor results in integration studies.

This question was addressed by Exner (2008), whtuated the effects of increased
exposure to sine-wave syllables on auditory only amdio-visual perception. She found that
even two hours of training produced significant roy@ment in performance. However, it was

not clear in her study was whether performancerbadhed asymptotic levels.



The present study investigated the effects of lotrgéning periods to determine if
further improvements to sine-wave performance @adhieved. Five listeners received ten
hours of auditory only training with eight syllablspoken by three talkers. Results showed
significant improvement across training sessions toe amount of audio-visual integration did
not change. This supports the argument of GraBe#z (1998) that integration is a process

independent of auditory or visual processing.
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CHAPTER 1: Introduction and Literature Review

It is commonly thought that the auditory inputhge dominant modality for
understanding speech, when in fact both auditodyvasual inputs are used simultaneously.
Although the auditory signal usually provides enougormation to understand speech, visual
cues become important when the auditory signatisgpdegraded in some way (e.g., listening in
background noise, reverberation, or with a hediosg.) People rely on visual cues in these
situations to assist them in understanding speg&sfen with normal hearing and a perfect
auditory signal, listeners still use visual anditargt inputs at the same time to improve their

speech perception. This can be demonstrated ihisskaown as the McGurk Effect.

It is known that the visual stimulus can actualtacge the perception of an auditory
sound. McGurk and McDonald (1976) studied audsual integration, in an experiment which
the presentation of an auditory syllable such bsabial /ba/ shown with a visual, velar
consonant /ga/ resulted in the perception of thedaar consonant sound /da,/ a fusion of /ba./
and /ga./ When reversing this process, a visadlghired with an auditory /ga/ a combination
response, /baga/ was reported. This kind of resp@noften reported because the strong visual
stimulus /ba/ cannot be ignored. The McGurk andgMaald study indicates that speech is not
a purely auditory percept; rather, it is influendscdthe visual input, even when the auditory
signal is perfect. Today, it is well documentedttaudio-visual integration occurs
automatically, without the listener’s conscious eem&ss. Evaluating both the auditory and
visual speech signals people receive is importama full understanding of audio-visual

integration.



Auditory Cues for Speech Perception

Normally, auditory cues alone provide enough infation for the auditory speech signal
to be intelligible. There are three main waysharacterize a consonant auditory signal. These
are place of articulation, manner of articulatiangd voicing. The place of articulation is the
point of contact in the mouth where the sound &lpced (location). These include bilabials,
labiodentals, interdentals, alveolars, palatal-@kes, palatals and velars. The manner of
articulation describes how the speech organs amvied in making a sound (how the sound is
produced.) These include stops, fricatives, afas, liquids and glides. Voicing refers to the
presence or absence of vocal folds vibrations. Whe vocal folds are vibrating the sound is
voiced and when not vibrating the sound is voiceleBhis information can be found in the

spectral and temporal envelopes of a speech wandgtaadefoged 2006)

A number of studies have investigated specific wafydegrading the auditory signal to
determine how reduced auditory information impaleésintegration process. One method of
degrading the auditory stimulus that has been stlitivolves reducing the speech sound to a
series of sine-waves that follow the formant suitetof that speech. Remez et al. (1981) created
“a three-tone sinusoid replica of a naturally proehliutterance” commonly referred to as sine-
wave speech. The sinusoid components followedoattmeant structure of the original utterance.
The study employed three different conditions.tdngrs in the first group, condition A, were
told nothing about the nature of the sound. Listerin the second group, condition B, were
informed they would hear a sentence produced lmngater. In the third group, condition C,
listeners were told exactly what they would heall.groups were asked to report what they

heard to the best of their ability. Although lisées in the third group reported that almost &l th



words presented had an unnatural voice quality, Were found to be intelligible. The results of
this study showed that speech is still intelligibleen when speech is drastically reduced to just

three time-varying sinusoids.

Other studies, one in particular by Shannon €t18P5), focused on degrading selected
aspects of the speech waveform in a manner sitoildre processing used in cochlear implants.
Shannon et al. showed high intelligibility of redd-information signals, suggesting that the
normal speech signal is highly redundant in thabittains more information than is required for
identification. In Shannon's study, the fine-stawe information from speech syllables was
replaced with band-limited noise, but the temperalelope of the speech signal was retained.
Results indicated that speech recognition wasilples®r these signals even with only three or
four filter bands, indicating that minimal tempocailes alone can provide effective information

for the identification of speech sounds.

Visual Cues for Speech Perception

Although visual cues are very important for ideyitify speech sounds, the visual signal
provides less information than does the normaltatngsignal. One can identify primarily the
place of articulation by using visual input aloaad that itself can be ambiguous (Jackson,
1988). There is some information on manner otaldition, but absolutely no voicing
information in the visual signal. Therefore onamat always identify a sound correctly from

visual information alone.

For example: /p, b, m/ constitute a viseme groupemes are visual phonemes that have

more then one speech sound, but are all produdaddsumilar facial and articulatory movements



(Jackson, 1988). The phonemes /p, b, m/ all Ha@esame place of articulation, but differ in the
manner of articulation and voicing. This can makery difficult to identify speech sounds
when there is no auditory signal. The difficukeyél for speechreaders varies depending on the
characteristics of different talkers. Jackson tbtirat the talkers who created more viseme
categories were more intelligible than the talken® created fewer. Other visual cues also
contributed to the difficulty level of the talkench as eye movements, facial hair, gestures and
head movements. All of these cues transmit orferte with information from the talker to the

listener.

Audio-Visual Integration Theories

Researchers have introduced several models toilbesloe process of integration
between the two modalities for optimal speech p#iae of auditory-visual stimuli. Two of
these that have received considerable attentiomted’re-Labeling Model of Integration (PRE)
and the Fuzzy Logical Model of Perception (FLMAhe Pre-Labeling Model of Integration
suggests that the prediction of auditory—visual JA&€ognition involves a combination of
information gained from auditory-only and visualhpperformance (Braida, 1991). The PRE
model suggests that an optimum processor is usedéanformation from both unimodal
conditions, and preserve this information in thdtimmodal case, with no biasing from other
modalities. Thus, the PRE model predicts that A¥exh recognition should be equal to or
better than the auditory or visual recognition alobtained from observers. According to Grant
and Seitz (1998), the PRE model seemed bettetitoae integration efficiency. They
measured how far a listener’s actual performangeatkel from the predicted audio-visual

recognition score. The closer an individual wath®predicted score, the better the individual



was integrating. Because an individual’s integmrafficiency could not be predicted by
knowing his or her auditory-alone or visual-alomefprmance, Grant argued that auditory —
visual integration is independent of a person’sitglio extract auditory and visual information
from speech. Further integration occurs earlygrio actual phoneme identification (Grant,

2002).

In contrast, the Fuzzy Logical Model of PerceptibhMP) suggests that integration
occurs very late, after identification of the anditand visual inputs (Grant, 2002). The
reasoning behind this comes from Massaro (1998g preferred method for applying the
FLMP is to fit the model to the data from auditovisual, and auditory-visual conditions. These
are evaluated independently. Massaro arguestfratriation from the auditory and visual
inputs is then compared to prototypes in memoetermine the number of response
alternatives and the support for each responsmattee. Finally, the identification responses
are determined from the response alternatives. FLIWP then uses data from stimulus/response
confusion matrices (similar to the PRE model) ttedaine the probability that a particular
stimulus presentation will elicit a particular regge alternative (Massaro, 2000). This model
employs confusion data from auditory, visual, anditory-visual conditions, while the PRE

model only considers auditory and visual matrices.

Current Audio-Visual Perception Sudies

Several recent studies in our laboratory have imyat®ed audio-visual perception of
degraded speech stimuli. Andrews (2007) and Huif(2@07) both degraded audio stimuli in a
manner similar to that of Shannon et al. (1995, faund good levels of identification.

However, Tamosuinas (2007) used sine-wave speealafoing the first three formants, F1+ F2
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+ F3), similar to the work of Remez et al. (1984 #dound poor performance. One possible
explanation for this difference was that Tamosugparticipants had no prior exposure to sine-
wave speech. Previous studies in our lab have sltio&t increasing exposure to unfamiliar
stimuli can improve performance. In 2008, Exnaleated the effects of increased exposure to
sine-wave syllables on audio-visual perceptione ®lind that even two hours of training
produced a significant improvement in performaneewever, what was not clear in her study
is whether the performance had reached asympeMatd. The present study addressed this by
increasing the amount of training so the participdrad more exposure to sine-wave speech.
Participants were tested prior to training in amg#only, visual-only, and auditory + visual
conditions. After five hours of training under @&ody-only conditions, a mid-test was
administered. Finally a post-test was administafésr the completion of all the training hours
to determine whether intelligibility increased aféxposure to sine-wave stimuli and whether

audio-visual integration was impacted by auditomjydraining.

It was anticipated that increased exposure towene speech would produce additional
improvements in performance. It was also of irgete assess any potential effects on
integration performance. Some previous work hggasted that a more ambiguous auditory
stimulus will facilitate auditory-visual integratio However, some level of intelligibility of the

auditory input is clearly required for an auditagntribution to the percept.

The present study specifically investigated whetdglitional training in the auditory
alone condition improved auditory-only performande.addition, the present study evaluated
whether auditory-only training improved auditoryswal integration. It was expected that

integration performance would not improve for tveasons: 1) Training should reduce

11



ambiguity in the auditory signal. 2) Grant & S€it8998) have argued for the independence of

the integration process.

The results of this investigation should providgights into the intelligibility of highly
reduced speech sounds that may be helpful in thigrdef aural rehabilitation programs for

hearing impaired persons.
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CHAPTER 2: Methods

Participants

Participants in the present study included fiveehers. Three females and two males,
ages 19-22, participated. All five listeners reépdrhaving normal hearing and normal or
corrected vision. None of the listeners reportagltaaining in linguistics or phonetics. None
had heard of the McGurk effect. Participants wemagensated for their involvement in the

study.

Each talker produced each stimulus syllable firees, to create a set of tokens for

stimulus creation.

Interfaces for Simulus Presentation

Each participant was presented with three conditi@pvisual only, 2) degraded auditory
only, and 3) degraded auditory and visual. Fomnvibeal portions of the stimulus, a 50 cm video
monitor was positioned directly in front of the peipants outside the window of the sound
booth. The monitor was positioned at eye levgbraximately four feet away from the
participant’s face when seated. Stimuli were presston recorded DVDs using a DVD player

for each condition. The sound was turned off fisual only presentations.

The degraded auditory stimuli were presented filoerhieadphone output to the video
monitor. TDH-39 headphones were used. The videwoitor was turned off for auditory only

presentations.

13



Stimulus Selection

A limited set of eight CVC syllables were presends stimuli for the study. Previous
digital recordings from three talkers were usethis study, including one female and two males

between the ages of 20-23. All three talkers wattese English speakers.
The syllables satisfied the following conditions:

1) The pairs of stimuli were minimal pairs, théial consonant being the only difference.

2) All stimuli contained the vowel /ae/, becauseéaes not involve lip extension or lip

rounding.

3) Multiple stimuli were used in each category dicalation, including: place (bilabial,

alveolar, velar), manner (stop, fricative, nasat)] voicing (voiced and voiceless).

4) All stimuli were presented without a carriergse.

5) Stimuli were known to elicit McGurk- like respses.

Stimuli

For each condition, the same single-syllable stinvale administered:
Bilabial: mat, bat, pat
Alveolar: sat, zat, tat

Velar: gat, cat

14



The four following dual-syllable stimuli were uskdthe degraded auditory and visual
conditions. The first word indicates the visuansiius; the second word indicates the auditory

stimulus.

1) bat-gat

2) gat-bat

3) pat-cat

4) cat-pat

Visual and Audio Digital Video Recording

The syllables from the three talkers were condeirtéo degraded speech stimuli using a
PRATT script created by Chris Darwin. This prognaraduces sine wave speech by reducing
the stimuli into three sine waves representinditisethree formants of the original signal,

similar to the procedure described by Remez ¢1881).

Video Explosion Deluxe video editing software wasdito dub the degraded auditory
stimuli onto visual representations of the talkb\Ds were burned and consisted of sixty
randomized stimuli to minimize memorization amohg participants. Four testing DVDs were
created for each of the three talkers containirditary and visual stimuli. Ten training DVDs

were created for each of the three talkers comtgiauditory-only stimuli.

Testing Procedure

Testing for this study was completed in The Ohmt&SUniversity’s Speech and Hearing
Department. Participants were instructed to reselt @f instructions. The instructions explained

15



the following to each participant: “You will be h&®g and/ or seeing different talkers. The
talkers will be saying different syllables (wordall, ending in “at.” The syllables might be an
English word such as, “mat,” or might not be an lismgword such as, “zat” or “gat.” The
speech syllables that you will hear have been diegleor have been “messed up.” Concentrate
on what you hear and see, and tell me what sylkadnlethink the person said. It is important
that you take a guess for each syllable presentatihe participants were given a written
closed set of responses including; bat, pat, nadf tat, nat, sat, zat, gat, cat, bgat, pcat, ptat,
bdat. This was given to them on a piece of paperttiey could look at during testing. They
were told there would be three testing conditi@nslitory alone, visual alone, and auditory +

visual and to respond verbally to what they peregiv

Participants were tested individually in a souttdrauating booth, with the door closed to
create a quiet environment. A chair was positiongtie booth so that each participant could
see the video monitor directly in front of themheTauditory stimulus was presented to the

headphones worn by the participant.

Listeners were given a ‘pre-test’ under auditoryydA), visual-only (V) and auditory-
visual (AV) conditions, feedback not provided. Hoe ‘pre-test,’ listeners were presented with
60 A-only trials from each talker, 60 V-only trift®m each talker, and 120 AV trials from each
talker. Listeners were then given five trainingssess, each one hour in length, with stimuli
under A conditions only, feedback provided. A ‘niébt’ was presented, in the same format of
the ‘pretest.” After this, another five trainingssions were presented, each one hour in length,
with stimuli under A conditions only, feedback pided. Finally, the listeners were given a

‘post-test,” again following the format of the ‘prest’ and ‘mid-test.” Total testing and training

16



for each participant took approximately fifteen loand was broken up into eight sessions of 1

1/2 — 2 hours. Within each session, breaks werelweaged to minimize fatigue.

17



CHAPTER 3: Results and Discussion

The pre-test, mid-test and post-test data werlyzathto determine whether training
improved a subject’s ability to correctly identdpeech sounds. Results for two different types
of stimuli were analyzed. First, percent corréentification was evaluated for the congruent
stimuli (same auditory and visual syllables). Thes evaluated for all three testing conditions,
auditory (A), visual (V), and auditory-visual (A+V)Second, the percent response of the
discrepant stimuli (different visual and auditotyrailus), which are known as the McGurk type
responses, were evaluated. These responses weszomed as percent correct because there
is no “correct” response among the different stimiihese responses were categorized into
three different categories: auditory (the respanstly the same as the auditory stimulus),
visual (the response was in the same viseme getipeavisual stimulus), and “other” (the
response differed from both the auditory and vistiahulus). The “other” responses were then
categorized into three categories: combinatiore¢ponse containing the first consonant of a
stimulus of both the visual and auditory stimulg.ebgat), fusion (a response in which the initial
consonant is at a place intermediate to the visndlauditory stimuli, e.g., dat), and neither (the

response differed from both the combination andfustimuli).

Percent Correct Performance

Figure 1 shows the percent correct identificationdil three testing conditions, auditory
(A), visual (V), and auditory-visual (A+V) for thare-test mid-test, and post-test. Results shown
are averaged across all listeners and talkersreTdre several things worth noting from this
figure. First, there was a significant improvemienperformance of listeners in the A and A+V
conditions from pre-test to post-test for all tatkeA two factor repeated measures ANOVA
indicated a significant main effect of test (pradnpost), [ F(2,8) = 24.7, p= .002]. In additi@n,
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significant main effect of modality was observed YA AV), [ F(2,8) = 19.4, p= .005]. Means
comparisons indicated significant improvement flome-test to mid-test, but no significant
improvement from mid-test to post-test. Theseltesodicate that the listeners benefited more
in the first five hours of training than in thetidise hours of training. In addition, no signifita

interaction effect was found: [F (4,16) = 2.87,.p8].

Figures 2, 3, and 4 show the percent correctiiigation for auditory-only, visual- only,
and auditory-visual presentation for each of thedhalkers, averaged across listeners, in the
pre-test and post-test conditions. All talkersvebdd improved intelligibility from the pre-test to
post-test in A, V, and A+V conditions. Althougtetmtelligibility of all talkers did improve, the
amount of improvement was variable across talk&hse variation across talkers supports the
fact that individual talker characteristics can aapintelligibility of degraded speech signals
(e.g., Andrews, 2007). Another thing worth notargong these graphs is shown in Figure 2.
Figure 2 shows the percent correct identificationtfie auditory-only condition. A larger
improvement following training was seen for talkBa and JK than for talker KS. It is possible
that the sex of talker KS (female) with a corresfingly higher pitched voice made it more

difficult to identify her productions.

Training Sessions

Figure 5 shows the overall percent correct ideggifon for auditory-only training for
each listener, averaged across talkers. For nstsbérs, performance improved across sessions,
as can be seen by comparing scores for trainirgjasesne versus training session ten. Training

data for individual listeners are shown in the Apliz.
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Integration

Figure 6 shows the amount of AV integration exl@fiacross talkers and listeners for the
pre-test, mid-test, and post-test. Averaged adeskers and listeners. The amount of AV
integration was defined as the difference betwerlioavisual performance and the better single
modality, A or V). Results showed no increase WiAtegration from pre-test to mid-test and
post-test. Again, this supports the idea thahtngi improves performance only in the auditory

condition, and did not impact integration ability.

McGurk Type Integration

As noted previously, there is no “correct” respofty the discrepant stimuli. Therefore,
Figure 7 shows the percent response for discregtienali, as visual, auditory, and other
responses (which consist of fusion, combinatiomeather) for pre-test, mid-test and post-test,
averaged across talkers and listeners. Listehersed slightly more reliance on the auditory
modality after training, with a corresponding retiic in “other” responses. This suggests that
after the listeners were trained in the auditoonalcondition, they changed their processing

strategy for discrepant stimuli.

Figure 8 analyzes the “other” responses (whichsisbof fusion, combination, and
neither responses) from Figure 7. Figure 8 shawsgmt McGurk-type integration for dual
syllables, averaged across talkers and listerigsseners showed a larger percentage of
combination responses (e.g.,bgat) prior to traingmgl more fusion responses (e.g., dat) after
training. This result is not expected given pregistudies in the laboratory, in which fusion
integration percentages are typically high and daation responses are generally low. The

confusion responses were likely lower for two défet reasons: 1) The subjects were never

20



presented with a combination stimuli such as bgatcat in training. During training in the
auditory alone condition they were presented widgihtesingle syllables; bat, mat, pat, cat, tat,
sat, and zat. As a result the listeners may hieeed their response strategies. 2) The
combination response, possibilities, e.g., bgattyically not permissible consonant clusters in

American English.

Confusion Matrices

Tables 1 and 2 show confusion matrices for auditoy performance, in the pre-test
and post-test conditions, averaged across listamet$alkers. The confusion matrices are
shown to indicate how stimuli were perceived ptotraining and after training. Results show

an increase in the percent correct for every stisitiom pre-test to post-test.

The largest percent correct increase from pretogsost-test were from the stimuli mat
and gat. Mat is a nasal consonant (manner ofuation) that is characterized by a relatively
low frequency resonance. Results indicate thdt téining the listeners were able to hear the
nasalized sound. Gat has a velar place of artionlaharacterized by a steeply sloping F2
transition. Listeners apparently became betteoatparing the steeply falling F2 transition with
other stimuli. Future research might address wlege two syllables were much more

intelligible after training.

Tables 3 and 4 show confusion matrices for auditovisual performance, in the pre-test
and post-test conditions. Table averaged acrbfistahers and talkers. Results show an
increase in the percent correct for every stimédois pre-test to post-test. When listeners did
pick the incorrect stimuli, a large percent of heorrect responses were in the appropriate

viseme categories, suggesting the use of visuainmdtion. Pat, bat, and mat were very easily
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confused due to the fact that they are all visusdlyent. /P/, /b/, and /m/ are all bilabials (same
place of articulation) and only differ in mannerasficulation and voicing, thus making it very
hard to distinguish among these three syllabléat and cat were also easily confused because
they were in the same viseme group. Gat and ediah velar (place of articulation) stops
(manner of articulation) that only differ by voign Zat and sat were also easily confused. Zat
and sat are both alveolar (place of articulatitmjative (manner of articulation) consonants and
only differ by voicing. In the pre-test tat was stlg confused with other alveolars, but in the
post-test it was mainly confused with cat. Cat tatdire both voiceless stops and only differ by
place of articulation. These results indicate thatlisteners showed an improvement in the

ability to detect voicing after training.

Comparison with Previous Studies

The findings in this study are consistent with tho§ Exner (2008). Exner evaluated the
effects of increased exposure to sine-wave sykataeauditory-only and audio-visual
perception. She found that even two hours of imgiproduced significant improvements in
performance. What was not clear in her study istivr the listeners had reached asymptotic
levels. This study increased the number of training holessubjects received from two training
hours to ten training hours to see if audio-viqaeformance would show further improvement.
The present study suggests that additional traidoes improve performance with this stimulus

reduction, at least up to five hours of exposure.
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Chapter 4. Summary and Conclusion

Overall, results of testing indicated an improvetria performance in the A and A+V
conditions from the pre-test to post-test, withgmiicant improvement from pre-test to mid-
test, but not from mid-test to post-test. Thiggests that the listeners benefited from the first
five hours of training more than the last five @uAlso, the amount of integration did not a
change as a function of training, suggesting tta@ting in an auditory alone condition improved
only listeners’ auditory performance. This findiaggues that different types of training methods
may be necessary in order for integration to océar example, training listeners in all three
modalities, A-only, V-only, and A+V conditions mighe needed. Interestingly, the degree of
benefit from training varied across listeners, &l &s across the talkers. Some listeners
improved more than others. Also, some listenemaved substantially less with talker KS
(female), and more with talkers JK and DA (malBurther analysis must be done to determine

how the sex of the talker influences intelligibyjlfor this type of auditory stimulus reduction.

Listeners in this study were trained for a longeriod than the previous study by Exner
(2008), who provided only two hours of training @émThis study improvements were made
from pre-test to post-test, but with only a sigrafit improvement from pre-test to mid-test.
Therefore, training periods in excess of five hanesnot necessary for this stimulus set.

Training is important, but how one is trained Brmtely more important.

Overall, results from this study indicate that withining a listener’s performance can
improve considerably when listening to highly detp@ auditory signals. This is important in

gauging the amount of information that is actualgilable in such signals. Generalization of
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this skill improvement to other stimulus sets guastion that should be addressed in future

work.

In addition, specific attention should be giveritte potential benefits of training in A+V
conditions, to determine if integration skills daamdeveloped. The present study suggests that
training in all three conditions, auditory-onlysuial-only, and auditory + visual is needed to
improve one’s integration ability. Results of tetsidy can be used for the design of aural
rehabilitation programs for hearing impaired pessofiraining for patients with a hearing loss in
dual modalities may help an individual make uswe/ot residual hearing he or she has,
consistent with the argument of Grant and Seit®8) $hat integration is a process independent

of auditory or visual processing.

24



Chapter 5: References

Anderson. C. (2007Auditory and Visual Characteristics of Individual Talkersin Multimodal
Speech Perception. The Ohio State University Department of Speechtdaaring

Science. Unpublished Honors Thesis, Project Advidamet M. Weisenberger, Ph.D.

Braida, L.D. (1991). “Crossmodal integration in ttentification of consonant segments,” Q. J.

Exp. Psychol. 43A (3), 647-677.

Andrews, B. (2007) Auditory and visual information facilitation speech integration. Senior

Unpublished Honors Thesis, The Ohio State Uniwersit

Exner, M. (2008). Trainingffectsin Audio-Visual Integration of Sne Wave Speech. Senior

Unpublished Honors Thesis, The Ohio State Uniwersit

Grant, K.W. (2002). Measures of auditory-visuaégration in nonsense syllables and sentences.

The Journal of the Acoustical Society of America, 104 (4), 2438-2450.

Grant, K.W. & Seitz, P.F. (1998). Measures of aug visual integration in nonsense syllables

and sentence3he journal of the Acoustical Society of America. 104 (4). 2438-2450.

Huffman, C. (2007)The role of auditory information in audiovisual speech integration.

Unpublished Honors Thesis, The Ohio State Uniwerist

Jackson, P.L. (1998). The theoretical minimal @mitvisual speech perception: Visemes and

coarticulation.The Volta Review, 90 (5), 99-114.

25



Ladefoged, P. (2006A Course in Phonetics-Fifth Edition. Boston : Wadsworth.

Massaro, D. (1998)Iusions and issues in bimodal speech perception. In Auditory-Visual

Speech Processing Conference. Terrigal, Sydneyraiias p. 21-26.

Massaro, D. W., and Cohen, M.M. (2000). Test ofitang-visual integration efficiency within
the framework of the fuzzy logical model of pergept J. Acoust. Soc. Am., 108, 784-

789.

McGurk, H., & MacDonald, J. (1976). Hearing lipsdaseeing voiceNature, 264, 746-748

Remez, R.E., Rubin, P.E., Pisoni, D.B. & CarreD.T(1981). Speech Perception without

traditional speech cues. Science, 212 (4497). ®07-9

Shannon. R.V,, Zeng, F. G. Kamath, V., Wygonski&JEkelid, M. (1995). Speech recognition

with primarily temporal cuesscience, 270, 303-304

Tamosiunas, M. (2007Ruditory-visual integration of sine-wave speech. Unpublished Honors

Thesis, The Ohio State Univeristy

26



List of Tables and Figures

Table 1: Confusion matrix (in percent) for auditanyly conditions in the pre-test, averaged

across listeners and talkers.

Table 2: Confusion matrix (in percent) for audyt@nly conditions in the post-test, averaged

across listeners and talkers.

Table 3: Confusion matrix (in percent) for auditeryisual conditions in the pre-test, averaged

across listeners and talkers.

Table 4: Confusion matrix (in percent) for auditeryisual conditions in the post-test, averaged

across listeners and talkers.

Figure 1: Percent correct performance in the angitosual, and auditory-visual conditions in

pre-test, mid-test, and post-test, averaged atisbssers and talkers.

Figure 2: Percent correct identification in the ikarg-only conditions in the pre-test and post-

test by each talker, averaged across listeners.

Figure 3: Percent correct identification in thewaonly conditions in the pre-test and post-test

by each talker, averaged across listeners.

Figure 4: Percent correct identification in the itary + visual conditions in the pre-test and

post-test by each talker, averaged across listeners

Figure 5: Percent correct identification in the ifmg-only conditions in the training sessions by

each listener, averaged across talkers.

27



Figure 6: Amount of integration in the pre-testdrest, and post-test, averaged across listeners

and talkers.

Figure 7: Percent response dual-syllable stimulataditory-only, visual-only, and auditory +

visual conditions in the pre-test, mid-test, andtgest, averaged across listeners and talkers.

Figure 8: McGurk type integration for combinatidusion, and “other” responses in the pre-test,

mid-test, and post-test, averaged across listamefsalkers.

28



stimuli

stimuli

Table 1
Pre-test Confusion Matrix, Auditory-only
Average of all listeners and talkers

response

bat pat mat gat cat zat tat sat nat dat hat ptat bgat | pcat | bdat
bat 11.4 | 10.86 | 8.23 2.53 3.16 | 17.72 | 4.43 | 20.25 5.7 12.66 1.27 1.27 0.63
pat 6.06 | 12.12 | 8.48 6.06 11.5 8.48 7.88 12.7 | 12.12 | 6.06 242 242 0.61 3.03
mat 15.5 3.45 | 62.07 1.72 5.17 3.45 3.45 1.72 1.72
gat 3.49 4.07 3.49 | 35.47 | 6.98 5.81 1.16 8.14 4.65 | 13.37 2.33 8.14 0.58 2.33
cat 2.94 3.53 7.65 | 13.53 | 28.24 | 6.47 3.53 6.47 4.71 0.59 1.76 8.82 10 0.59
zat 1.69 15.25 | 5.08 | 3.39 | 37.29 13.56 | 8.47 | 5.08 169 | 339 | 1.69 | 3.39
tat 5.08 | 6.78 | 10.17 | 3.39 | 25.42 | 5.08 | 10.17 | 6.78 | 8.47 | 6.78 6.78 | 5.08
sat 5.08 3.39 1.69 [11.86 | 1.69 | 27.12 | 5.08 | 25.42 | 5.08 8.47 1.69 3.39

Table 2
Post-test Confusion Matrix, Auditory-only
Average of all listeners and talkers
response

bat pat mat gat cat zat tat sat nat dat hat ptat | bgat | pcat | bdat
bat | 39.49 | 13.38 | 6.38 | 3.18 | 5.73 | 10.19 | 573 | 121 191 0.64
pat 15.43 | 27.78 | 8.64 6.79 4.32 247 | 26.54 | 6.79 0.62 0.62
mat 5.08 83.05 | 3.39 3.39 3.39 1.69
gat 5.14 8.57 1.71 | 65.71 | 6.86 4 3.43 4 0.57
cat 585 | 1754 | 292 | 12.28 | 4269 | 2.34 | 11.11 | 2.92 0.58 1.75
zat 3.45 8.62 5.17 1.72 4.6 56.9 5.17 | 10.34 1.72
tat 3.39 | 11.86 | 5.08 | 12.07 | 35.59 | 6.78 | 23.73 1.7
sat 10.17 | 5.08 8.47 8.47 | 23.73 | 6.78 33.9 1.7 1.7
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stimuli

stimuli

Table 3
Pre-test Confusion Matrix, Auditory + Visual
Average of all listeners and talkers

response
bat pat mat gat cat zat tat sat nat dat hat ptat bgat | pcat | bdat
bat 53.9 | 26.47 8.82 0.98 3.9 0.98 3.92 0.98
pat 27.45 | 37.25 | 19.61 0.98 1.96 1.96 0.98 0.98 2.94 0.98 1.96 0.98
mat 18.64 | 6.78 | 70.34 0.85| 0.85 0.85
gat 0.88 | 0.88 54.87 | 1239 | 6.19| 1.77| 9.73| 442| 531 2.65 0.88
cat 1.85 2.78 1.85 | 23.15 | 47.22 1.85 1.85 2.78 2.78 0.93 1.85 4.63 9.26 0.93
zat 1.78 | 4.42 | 61.95| 0.88 | 15.93 .88 | 12.39 1.77
tat 1.78| 7.08| 2.65| 2212 | 19.47| 16.81 | 1593 | 2.65| 7.08 0.88 3.54
sat 0.85 0.85 3.42 0.85 | 41.03 0.85 35.9 0.85 | 11.97 1.71
Table 4
Post-test Confusion Matrix, Auditory + Visual
Average of all listeners and talkers
response
bat pat mat gat cat zat tat sat nat dat hat ptat bgat | pcat | bdat

bat 75.49 | 13.73| 3.92| 0.98 098 | 196 | 2.94

pat 28.85 | 60.58 6.73 2.88 0.96

mat 9.4 423 | 82.91 341

gat 0.89 0.89 0.89 | 77.68 | 11.61 2.69 0.79 2.68 0.89

cat 5.5 12.8 | 66.06 0.92 3.67 2.75 0.92 0.92 1.83 1.83 1.83 0.92

zat 085| 085| 424| 085 71.19| 254 | 13.56 5.08 0.85

tat 0.86 1.72 | 37.07 | 6.03| 40.51| 10.34 | 1.72| 0.86 0.86

sat 1.71 9.4 0.85 | 38.46 4.27 | 39.32 5.13 0.85
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List of Figures

Figure Al: Percent correct identification in thelaary-only conditions for each training session

by talker AK, averaged across listeners.

Figure A2: Percent correct identification in thel@ory-only conditions for each training session

by talker KS, averaged across listeners.

Figure A3: Percent correct identification in thel@ary-only conditions for each training session

by talker DW, averaged across listeners.

Figure A4: Percent correct identification in thel@ory-only conditions for each training session

by talker DK, averaged across listeners.

Figure A5: Percent correct identification in thel@ory-only conditions for each training session

by talker SA, averaged across listeners.
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