
all the other sequences of the formation of life still need 
much investigation in order to  provide us with a compre- 
hensive picture. However, as more data become available 
from year to  year we may be justified in hoping that 
in the not too distant future at least some of the problems 
will be resolved. 
What we can safely say now is that nature is controlled 
by the entirety of its laws, that these laws interact with each 
other, and that the scientific world emerges as a unity 
in which each particle has its own well defined place, 
time, and function. 
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Molecular Hysteresis and Its Cybernetic Significance 

By Eberhard Neumann[*] 

The general foundations for a thermodynamic analysis of hysteresis phenomena in solutions 
and suspensions of polyelectrolyte systems are presented using examples of molecular hyster- 
esis in biopolymers and membranes. The fundamental cybernetic significance of metastable 
states and molecular hysteresis for a physical interpretation of phenomena of life such 
as memory recording and biological rhythms is discussed. 

1. Introduction 

“ I  believe that the ultimate goal of biological study is to 
‘translate’ the phenomena of life into meaningful physical 
cuncepts”.-A haron Kat chalsky 1 **I 

[*] Priv.-Doz. Dr. E. Neumann 
Max-Planck-Institut fur Biophysikalische Chemie 
34 Gottingen-Nikolausberg, Postfach 968 (Germany) 

I*”] “Wer ist’s”, Nachr. Chem. Techn. 20 (13), 247 (1972). 

Modern physical chemistry of biological macromolecules 
has its roots in classical colloid chemistry. Because of 
their colloid properties high molecular weight constituents 
of biological cells and tissues have been called biocolloids. 
However, it was soon recognized that many cellular com- 
ponents thus classified were not colloidal aggregates of 
small molecules but large polymers of colloidal dimen- 
sions“’. 
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The majority of biological macromolecules are linear 
polymer chains whose constituent monomer residues are 
electrically charged under physiological conditions of pH 
(about pH 7 to  pH 8) and ionic strength (about 0.15 
mol/l). Thus, for instance, all nucleic acids and acidic muco- 
polysaccharides are strong polyelectrolytes. The "surfaces" 
of many structural proteins, enzymes and biomembranes 
are densely covered with electrically charged groups and 
hence may be considered as polyelectrolyte systems. 
In recent decades increased attention has been devoted 
to  the electrochemical properties of biopolymers and bio- 
polyelectrolyte organizations such as membranes. It has 
been recognized that various aspects of the specific organi- 
zation and function of these cellular components are deter- 
mined by the electrical interactions between them and 
their environment. Thus changes in structure and function 
of such systems may be regulated and controlled by electri- 
cal influences of the environment[2]. This cybernetic aspect 
gains particular interest in connection with another 
remarkable property of many "biocolloids": the capability 
of developing long-lived rnetastab/e states. 

It is known from colloid chemistry that colloids of high 
electric charge may frequently exist in states that are not 
thermodynamically stable; such systems may undergo irre- 
versible phase changes[3? Thus it is not surprising that 
polyelectrolyte organizations of biopolymers and biomem- 
branes are also capable of developing long-lived metastable 
states. I n a  variety of cases such metastabilities are reflected 
in pronounced hysteresis phenomena. 
Perhaps the most familiar examples of long-lived metasta- 
bilities are the hysteresis loops displayed by ferromagnetic 
materials. But hysteresis phenomena are also seen in other 
fields of physics and chemistry; for instance, in melting- 
crystallization cycles of ammonium salts or in adsorption- 
desorption processes on porous materials. In these cases 
hysteretic behavior has been macroscopically interpreted 
in terms of domain and pore structures[4! 
The term hysteresis was coined by Ewing in order to 
describe the (history-dependent) reaction of magnets to  
changes of the external electric fieldc5]. The word is derived 
from the Greek 9otspsh = to  lag behind ; for instance, in 
a magnetization-demagnetization cycle the magnetic polar- 
ization lags behind the applied magnetic field intensity. 
In contrast to  the classical macroscopic hysteresis pheno- 
mena in and on condensed phases, microscopic hysteresis 
of individual molecules in homogeneous solution has been 
discovered only recently. In 1956, Cox, Jones, Marsh, and 
Peacocke found that the potentiometric acid-base titration 
of ribosomal ribonucleic acid (rRNA) does not yield an 
equilibrium curve, but exhibits hysteresis in the degree 
of proton binding as a function of the pH It 
was later shown that the rRNA hysteresis is an intramolecu- 
lar phenomenon[71. 
The result of a spectrophotometric acid-base titration of 
rRNA is shown in Figure 1. The hysteresis loop is practi- 
cally time-independent (see Section 2) and can be traced 
several times. The direction of cycling, however, is fixed: 
titration of a neutral solution with acid always yields the 
lower branch, subsequent titration of the acidic solution 
with base always follows the upper branch of the limiting 
loop. Within the boundary loop we may obtain scanning 

CIP,' 0 8 10P ti 
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I 
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Fig. 1. Spectrophotometric titration of ribosomal RNA. Absorbance (A) 
at 280 nm as a function of pH; 0. acid titration (curve A); D, subsequent 
base titration (curve B), A ,  scanning loop. After [7]. 

curves similar to those observed in magnetic hysteresis. 
Because these inner curves reflect intermediary states of 
the system, scanning can in principle be used to scrutinize 
these states. The analysis of scanning curves is therefore 
a (novel) method of studying structural subunits in biopo- 
lymers such as rRNA in solution[*! 
Numerous examples of hysteresis in solution and suspen- 
sion are now known. Less numerous, however, are attempts 
to analyze these nonequilibrium phenomena and to eluci- 
date the molecular origin of the underlying metastabilities. 
Indeed, for some time, hysteresis seems to have been 
considered by physicists and chemists as a curiosity that had 
to be avoided. That cycling of the loop is directional 
appears inconsistent with the time-independence of stable 
hysteresis loops. Directionality and changes with time are 
properties of irreversible (natural) processes whereas time- 
independence is the criterion for the limiting case of equilib- 
rium (or of stationary states). Time-independent irreversi- 
bility, as reflected in long-lived hysteresis, apparently could 
not be treated either by the methods of classical thermostat- 
ics or by those of nonequilibrium thermodynamics. 
It is the merit of Aharon Katchalsky to  have contributed 
to  a conceptual clarification of this apparent contradiction 
and, furthermore, to have recognized the important role 
which metastabilities and hysteresis may play in central 
phenomena of life, such as memory recording or biological 
rhythms['. lo]. Hysteresis is a well known expression of 
physical memory; thus modern computer technology uti- 
lizes hysteresis cycles of ferromagnetic and ferritic materials 
as memory devices for information storage. 
In biology the mechanism of memory recording is still 
an unsolved problem. We may, however, conclude from 
biochemical and pharmacological studies that in the mul- 
tistage process of biological memory formation there could 
plausibly be a physical step which is based on the direc- 
tionality of hysteresis in macromolecules or membranes1 "1. 

As a further dynamic aspect of hysteresis, circulation 
around a hysteresis loop presents in principle a possibility 
of producing periodicity on a molecular level by chemico- 
diffusional coupling['*. l2]. This recognition is of great 
interest not only for the dynamics of enzyme catalysis 
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but also for the attempts to  interpret biological rhythms“ 31 

in terms of oscillatory chemical reactions. 
Particularly challenging is the observation of hysteresis 
in nerve m e m b r a n e ~ I ’ ~ . ’ ~ ~ .  There is no doubt as to  the 
fundamental role of electrochemical excitability of mem- 
branes for communication and control in all living 
organisms. However, the elementary processes of genera- 
tion and conduction of bioelectric impulses are not well 
understood. It is remarkable that, according to  Adam’s 
molecular theory of nerve excitability, the release of action 
potentials proceeds via short-lived metastable states of 
the nerve membrane[“]. 
These short remarks may indicate that the study of metasta- 
bility and molecular hysteresis, as observed in macromole- 
cules and membranes in solution and suspension, may 
be classed as an effort to “translate” some “biobgical pheno- 
mena to physical-mechanistic concepts”19J. 

2. Thermodynamics of Hysteresis 

2.1. Hysteresis and Metastability 

In order to understand the special dynamic properties 
of hysteresis, we must delve into the nature of metastable 
states. Wherever long-lived hysteresis is observed, it indi- 
cates thermodynamically metastable states and cooperative 
nonequilibrium transitions. As is the case for macroscopic 
hysteresis phenomena in and on condensed phases, molecu- 
lar hysteresis in solution and suspension also seems to  
be linked with domain structures. A domain may be 
defined as a structural unit or a structural region whose 
elementary units are able to change their state coopera- 
tively, i .  e. as a whole. Cooperative structural transitions 
in biopolymers and membranes may be thermodynamically 
classified as “diffuse” phase transitions and may be treated 
to  a good approximation as first-order phase transi- 
tions~17 - 201 

It is frequently observed that phase changes encounter 
energy barriers which may hinder nucleation or/and propa- 
gation processes. These barriers must be reduced (e. g .  
by establishing nucleation centers) if the system is to  pass 
through equilibrium states during the transition. If this 
is not possible under given experimental conditions, the 
system will pass instead into metastable states. Superheat- 
ing and supercooling phenomena in thermal phase changes 
are manifestations of such transition barriers. 
Thermodynamically the transition behavior of cooperative 
systems with metastabilities may be described by a state 
function y ( x )  of the van der Waals typeLz1’. Figure 2a 
schematically shows such a function for the transformation 
of a domain between two states I and 11. Between the 
two stable branches of this state function there is a (dotted) 
non-realizable range of instability. The equilibrium path, 
between B and D for 131, may be traced at x=x(G). 
If sufficiently high energy barriers prevent an equilibrium 
transition, changes in state can only occur via metastable 
regions. State I is metastable between B and 2 (region 
III), state I 1  is metastable between D and 4 (region IV). 
The phase changes are unidirectional and irreversible, and 

take place at different x-values. At x(1) the transition from 
I to I1 (between 2 and 3) occurs; the transition from 
I 1  to  I (between 4 and l), however, occurs at x(I1). Thus, 
the irreversible phase changes fix a direction of cycling 
the hysteresis loop: 1+2+3+4+ 1. 

’1‘ 

1 4 - 
XlCl X l I l  x FjmJ x i m  xIG1 

Fig. 2. a)  Schematic representation of a phase transition: I, I1 stable 
states; 111, IV, metastable states. y .  internal parameter, e.g.  volume or 
extent of reaction; x, external parameter, e.g.  temperature or pH value. 
Cf. text. b) Time course y ( t )  after a change from x(G)  to x(C); see 
text. 

In order to  obtain hysteresis it is not necessary that both 
states I and I1 be metastable. It is sufficient that only 
one state develops metastability, e. g .  state I1 in the region 
IV. In this case the transition IV to I would be irreversible 
whereas the change from I to I1 would occur along the 
equilibrium path at x(G). 
It may be seen from Figure 2 that in the hysteresis region 
between the transition points the internal parameter y 
is not a single-valued function of the external variable 
x. Thus, in contrast to equilibrium curves, hysteresis implies 
two values for y at one given value of x .  Depending on 
the initial state, I or 11, and depending on the direction 
of the change in x, the system may be either on the upper 
or on the lower branch of the y ( x )  cycle. In the region 
of hysteresis the system “remembers” the history of tracing, 
the path by which the actual state change has been reached. 
It is this simple type of memory of path that distinguishes 
hysteresis from thermodynamic equilibrium. A state of 
equilibrium is “memoryless”. Equilibrium may be reached 
by various routes; but once equilibrium is established, 
the system “forgets” preceding events. The memoryless 
state of equilibrium is the dead end of all directional, 
irreversible processes[9! 
Abrupt, irreversible transitions characterize the dynamic 
behavior of a single domain. In an assembly of domains 
which have different stabilities, the distribution of transi- 
tion points (along the x-axis) leads to an apparently smooth 
hysteresis curve, in which the consecutive irreversible 
transitions of individual domains cannot be distinguished 
(within experimental accuracy). Scanning curves may arise 
in systems having domains of different size and stability. 
Whereas hysteresis is a general indicator of cooperativity 
and metastability, scanning curves imply the existence of 
“polycrystallinity” or domain structures. Thus, the very 
observation of scanning curves classifies the rRNA mole- 
cule as such a “polycrystalline” multidomain system. 
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2.2. “Time-Independence” of Stable Hysteresis 

As mentioned above, hysteresis is ascribed to ther- 
modynamically metastable states[221, the lifetime of which 
may differ from one system to another. 

Figures 2 a  and 2 b illustrate how a hysteresis domain may 
react to a change of the environment. Suppose the system 
is in state I a t  point B and x is changed from x(G) to x(C). In 
typical examples one observes that the internal parameter, 
after an initial fast change (halftime 7), levels off to an 
apparently constant value C. If, within the limits of 
experimental accuracy, this value remains constant for 
long observation times t$7, we attribute longevity to the 
underlying metastability. When the apparent temporal 
invariance holds only for short observation times, one 
speaks of short-lived metastable states. In the limit of an 
extremely small transition probability for the conversion 
from C to equilibrium at E, the extent of transition 5 
remains apparently constant (i.e. d(/dt = 0) in spite of a 
non-zero affinity A.  Hence the domain state C is 
comparable with a state of hindered equilibrium 
(A>O;  d(/dt = 0) such as the (metastable) mixture of 
H, and 0, at room temperature, which reacts immeasurably 
slowly to give the thermodynamically stable H,O vapor. 
It is a consequence of the apparent time-independence, 
that long-lived metastable states can be described by ther- 
modynamic state functions, in the same way as equilibrium 
states. 
The behavior of a domain is apparently reversible as long 
as external perturbations are restricted to  the regions of 
metastability. If in our example the system at B is subjected 
to  a displacement of x from x(G) to  x(C) and then back 
to  x(G), the domain will first change to  point C and 
then will return from C to  B. If, however, the external 
change proceeds beyond x (I), so that the irreversible 
transition t o  state I1 can occur, then-due to  the direc- 
tionality of the transition 2-3-the system remains in 
state 11, even when the original condition of x(G) is re- 
established. Only a change of x in the opposite direction, 
going beyond x (II), can bring the system back to  its original 
condition in state I at point B. This nonequilibrium beha- 
vior means that such a domain may serve as a matrix 
for a permanent record of directed chemical or physical 
changes of the environment. 
A cyclic variation of x ,  extending beyond both transition 
points x(1) and x(II), generally leads to  hysteresis loops 
whose sizedepends on the cycling rate. Short-lived metasta- 
bility results in relaxation hysteresis which, in the limit 
of very slow cycling, shrinks to the equilibrium curve. 
Stable hysteresis, however, does not decrease in size when 
the cycling velocity is diminishing (within the definition 
of time-independence for the underlying long-lived meta- 
stable states). 

23. Entropy Production 

The direction of rotation around a hysteresis loop is fixed 
by the entropy increase which accompanies directional 

(irreversible) changes of state. The entropy change dS of 
such a reaction system is correlated with changes in the 
internal energy dU, the work term dWand the chemical 
contribution Adk, through the Gibbs equation for chemical 
reactions (or phase changes) that proceed irreversibly at 
the (absolute) temperature T[231: 

T d S = d U + d W + A d S  ( 1 )  

In the equations defining the afinity and the variation 
of the advancement of reaction, respectively 

pj denotes the chemical potential, vj the stoichiometric 
coefficient, and nj is the number of moles of component 
j (or of a component in phase j ) .  

In nonequilibrium thermodynamics, the entropy change 
of a reaction system is divided into the two terms d,S 
and Thus 

dS = d.S + d,S (3) 

The term d,S gives the contribution of the entropy which 
can be exchanged (as heat d,Q) with the environment, 
d,S =d,Q/T, whereas d,S represents the irreversible contri- 
bution created internally within the system. By definition 
diS is positive, diSrO.  If we now utilize the first law, 
dU=d,Q-dWand insert Eq. (3) into Eq. (l), we obtain 

This relationship states that there is entropy production 
(diS>O) in a reaction system only if the reaction or phase 
change proceeds irreversibly (i. e. if A > 0). 
The entropy production accompanying a hysteresis cycle, 
AiS, is derived by cyclic integration of Eq. (4): 

( 5 )  

As noted earlier, the intrinsic directionality of hysteresis 
offers the possibility of recording “information” (and of 
erasing the record by continuing the cycle). This informa- 
tion (=negentropy) is based on entropy production of 
the recording matrix. The cost of storing as well as of 
erasing the imprint is “paid for” by investing work. That 
entropy production means loss of useful work can be 
derived directly from Eq. (1). For a closed cycle we have 
(at constant T )  

Since the state variables S and U depend only on the 
state of the system, (for a variation which returns to the 
original state) the cyclic integrals f d U  and $dS equal 
zero. Thus Eq. (6) reduces to  
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With Eq. (5) we obtain: At x(1) we have correspondingly: 

For AiS>O, it follows that $dW<O; i.e., in order to 
close an irreversible cycle, work must be invested in the 
system. 

2.3.1. Isothermal-Isobaric Hysteresis 

The change in free energy dG accompanying a chemical 
reaction that proceeds irreversibly at constant temperature 
and at constant pressure p ,  is given by 

(dG),,, = -Ad6 < 0 (9) 

We now denote the product - T(AiS)p,T as being 
the amount of free energy which is lost during an isother- 
mal-isobaric hysteresis cycle. 

This energy dissipation results from all processes k which 
occur irreversibly. Comparing Eq. ( 5 )  and Eq. (LO) we 
may write: 

In Eq. (1 l), 5 is normalized and, being the relative extent 
of reaction or degree of transition, varies between < = O  
and (=I. 

2.3.1. Calculation of AiG 

Following the scheme of Figure 3, the calculation of A,G 
may be performed in a general way. Using the symbols 

t * D X  
X l I I l  x l G l  x III 

Fig. 3. Projection onto a p-x plane of the mean chemical potentials 
I, associated with the components or states. Cf. text and Fig. 2a. 

given in Figure 2a we may choose the states I and I1 
as reference states. The difference in free energy AG(I1) 
between the states I1 and I at x(I1) is formally equal 
to the sum of the free energy changes AG(1V) accompanying 
the transition 11 + IV at x(I1) and the irreversible portion 
A,G(U. 

AG(1) = AG(II1) + A,G(II) 

Since AiG=AiG(I)+AiG(II) ,  the total dissipation of free 
energy during a hysteresis cycle is given by 

A,G = AG(I1) + AG(1) ~ AG(1V) - AG(II1) (12) 

2.3.3. Thermal (Isobaric) Hysteresis 

Provided that for thermal hysteresis the degree of transition 
5 can be determined as a function of temperature, we 
derive from Eq. (5)  a relationship for the measurement 
of the entropy production (AiS)r 

2.4. Energy Dissipation of Potentiometric Hysteresis 

The hysteresis loops obtained in isothermal-isobaric poten- 
tiometric acid-base titrations are a direct measure of the 
energy dissipation and entropy production[251. In a poten- 
tiometric hysteresis (cf., e .g . ,  Fig. 4) the mean degree of 
protonation ?i corresponds to the internal parameter y 
and the pH value corresponds to x (in the notation of 
Fig. 2). The degree of protonation is defined as the ratio 
between the number of moles of bound protons and the 
number of moles of protonation partners. 
The usual condition of such an acid-base titration is the 
retention of constant ionic strength during the titration 
cycle. This can be achieved by using a neutral salt whose 
concentration is large as compared to the concentrations 
of the reactants. If in addition the acid anion and salt 
anion are identical, e .g .  are C1- ions, we may consider 
the chemical potential of the anions to be constant, and 
obtain, for instance, for the combination of HCl and NaCl: 
dpHCI=dpH+ + d k l -  =dpH+. Under thiscondition, the con- 
tribution of protonation to the change of the chemical 
potential of the (protonated) reactant j ,  is related (to a 
good approximation) to its degree of protonation clj and 
the pH value by 

The notation n+nHa means constant n except for nHCl 

The contribution of component j to the change of the 
free energy AGk of the k-th protonation reaction in an 
acid-base cycle can be derived by cyclic integration of 
Eq. (14). 

(cf. [S’). 

Since by definition 

AG(I1) = AG(IV) + A,G(I) 
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we obtain from Eq. (11) and with a=cca Ik  for the total 
dissipation of free energy j k  

(A,G)Dr = -2.3RT$ctdpH (17) 

The integral @dpH is geometrically the area of the poten- 
tiometric hysteresis loop. Thus (AfG)p.T and the entropy 
production 

can be experimentally determined. 
Calculation of 5. The number of bound protons is con- 
veniently calculated from the difference in the amounts 
of acid or base which are necessary to  bring the solution 
or suspension’of the system to the same pH value as 
a “blank” solution. Since the investigation of hysteresis 
phenomena requires more than one acid-base cycle, more 
detailed relations (as usually needed) have to  be used in 
order to  calculate ti. Such general equations have been 
given by Revzin, Neumann, and Katchalsky[”. 

2.5. Protonation Energy of Polyelectrolyte Systems 

In those regions of the hysteresis in which protonation 
is reversible or apparently reversible (as in the metastable 
regions), the formalism of protonation equilibrium may 
be applied. For polyelectrolyte systems, the pH dependence 
of the degree of protonation aj of the group j is given 
bY 

In Eq. (19), p q .  is the pK value of the single monomer 
residue and the polyelectrolyte contribution to  the pK 
shift is defined by the relation 

- .e-Jf j  

- 2.3kT 
ApK --I 

In Eq. (20), e is the (positive) elementary charge, k is 
the Boltzmann constant, Jf, is the electrical potential at 
the site of protonation j ,  and zj is the charge number 
(with sign) of the groups which give rise to J f j .  The value 
of $ j  depends on the geometry of the system, the mean 
degree of protonation and on the ionic strength of the 
medium. 
The thermodynamic analysis of potentiometric hysteresis 
cycles often requires a knowledge of the free energy of 
protonation ApG. For the residue j ,  the standard value 
of this quantity is given by 

Provided the pK value of the monomer residue is known, 
ApGj can be determined by calculating ApK, (cf. 

2.6. Aim of Thermodynamic Hysteresis Analysis 

The thermodynamic relations discussed in Section 2 pro- 
vide the general framework for the analysis of hysteresis 
phenomena in chemical reactions or phase changes. The 
central task of such an analysis comprises the identification 
of those processes which occur irreversibly. For this pur- 
pose a comparison of measured and calculated values 
for AiG may be useful. 
Especially in polyelectrolyte systems, the thermodynamic 
analysis of temperature and ionic strength dependences 
may give hints as to the nature of the energy barrier 
which causes the metastable states and forces the system 
to hysteretically circumvent this barrier. 
From a comparison of the Eqs. (8) and (10) we see that 
(AIG)p,T is a measure of the energy investment for an 
isothermal-isobaric hysteresis cycle. Therefore the thermo- 
dynamic analysis leads in principle to the determination 
of the free energies which must be invested in the system 
in order to  re-establish the metastable states. The role 
of metastable states in triggering directed processes, at 
low expenditures of energy, is discussed in Sections 7 
and 8. 

3. Hysteresis in Nucleic Acids 

3.1. Synthetic Polynucleotides 

Especially pronounced hysteresis phenomena have been 
observed in potentiometric and spectrophotometric titra- 
tions of complexes composed of homogeneous synthetic 
nucleic acids. As a representative example, the result of 
a potentiometric acid-base titration of the polynucleotide 
complex poly(A).2poly(U) is shown in Figure 4 (cf. [‘I). 

I 1  1 I I I 

3 L 5 6 
rn PH - 
Fig. 4. Potentiometric titrations (degree of protonation 5 aa a function 
of pH) at 20°C: a) 0.1 M NaCl solution of poly(A) and poly(U) mixed 
in the molar ratio of the polymers 1.2; 0 :  acid titration (curve B); 
o, subsequent base titration (curve C). b) 0.1 M NaCl solution of poly(A); 
A ,  (curve A). Polymer concentrations at pH 7: a) c=3.24x 10-‘M 
( A . 2 U ) ;  b) c = 3 . 2 ~  IO-‘M (A). 
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The three-stranded (A. 2 U) complex is formed when polyri- 
boadenylate, poly(A), and polyribouridylate, poly(U), are 
mixed at neutral pH and sufficiently high ionic strength 
in the molar ratio of the polymers 1 : 2C2’]. The double- 
stranded complex poly(A). poly(U) may be obtained upon 
mixing the single strands in the molar ratio 1 : 1[281. In 
these helical multistranded complexes the heterocyclic 
bases adenine and uracil are specifically associated by 
way of H-bonds and regularly stacked upon each other. 
Due to  the cooperatively stabilized base stacking such 
systems may be considered as “unidimensional” crystals. 
(Because of their polyelectrolyte nature the stability of 
multistranded polynucleotide complexes is strongly depen- 
dent on the ionic strength of the medium.) 
The first indications of metastable forms in the A-U system 
are seen in the results of Warner and Breslow: the (A-U)  
complex, apparently stable at pH 5.5 with respect to  the 
single strands, is formed only to a small extent if the 
polymers are first separately brought to pH 5.5 and then 
mixed together[28! Similar results were obtained by Steiner 
and Beers[2g1. Later, Cox discovered that the size of the 
hysteresis loops observed in spectrophotometric titrations 
of ( A .  U) complexes are dependent on 
Poly(A), too, shows dependence on previous history[’’. I]. 

The partially protonated double helix poly(A). poly(A) that 
is formed at acidic pH values, has a tendency to  aggregate 
with increasing proton concentration. At a given pH, the 
extent of this aggregation depends on the ionic strength. 
Furthermore, the actual state of the system is determined 
by the sequence in which the parameters pH and ionic 
strength are changed. The aggregation of poly(A) occurs 
relatively slowly at pH values which are not too low, 
so that this aggregation does not seriously disturb experi- 
mental studies on the acid-base hysteresis in the A-U-sys- 
tem. (Aggregation of larger extent can be checked by the 
measurement of sedimentation coefficients.) 

3.1.1. The (A .2U)  Model System 

The first thermodynamic analysis of molecular hysteresis 
was performed by Katchalsky, Oplatka, and Litan using 
Cox’s results for the A-U system[251. In contradistinction 
to the original interpretation, however, neither the (A. U) 
double helix nor the (A.A) complex can here develop 
long-lived metastability, but only the (A.2U) triple 
strand@’. 
The hysteresis in the acid-base titration of the A-U system 
accompanies the “transcrystallization” reaction between 
the (A.2U) triple helix and the (A-A) double strand. The 
overall reaction may be written (in terms of the reactive 
chain residues or segments) as 

6 

Z(A.2U) Hd (A .A )  + 4 ( U )  (22) 

In the pH range 3 to  7, the measured quantity Fi (as 
shown in Fig. 4) reflects protons bound to  (A) residues. 
In the course of the acid titration the (A.2U) complex 
does not directly transform to the protonated (A .A) helix, 
but is first (partially) protonated. (This conclusion is s u p  
ported by the similarity of the sedimentation coefficient 
distributions between pH 7 and pH 4.) Thus, the measured 
quantity Cr is a sum of two contributions, one from protons 

bound to the (A.A) double helix (degree of protonation 
a2) and the other from protons bound to the triple helix 
(degree of protonation a3). If 5 denotes the extent of the 
conformational change described in Eq. (22), we obtain 
for each pH value: 

The value of az can be measured independently by titration 
of poly(A), whereas CL) may be calculated using a relation 
analogous to Eq. (19); see Eq. (35). 
in a similar way UV-spectroscopic titration data can be 
used to determine the pH-dependence of 6. Figure 5 shows 

I 

J 5 6 
PH - 

Fig. 5. Extent of reaction 5 as a function of p,H. Experimental conditions 
as in Figure4. 0. o :  data of potentiometric and A: data of spectrophoto- 
metric titrations. Cf. [ S ] .  

that the same ((pH) is obtained irrespective of whether 
the quantity measured is CL or UV absorbance[8]. Further- 
more, it is clearly seen that, along the acid branch, (A .  A) 
formation occurs only at pH values near to pH 3.5. 
The transition on the acid branch is abrupt, whereas 
the smooth base branch points to an equilibrium transition. 
a )  Molar state variables. The measured (apparent) state 
variables of high molecular weight polynucleotides are 
independent of polymer concentration cj”*. 321. Therefore 
the polymer activity coefficients may be taken as constant 
and thus can be incorporated into the standard potentials 
$. Thus 

A G = 1 v,p, = 2 v,py + RT 1 v, In c, (24) 
J J I 

For unit stoichiometric conversion, i. e. all c,= 1 mol/l, 
it follows that 

A G O  = 1 v J w p  (25) 

and with Eq. (16) we obtain: 

( A , G ) ’ =  I ( ~ V , ~ P ~ ) &  (26) 

If we relate the state parameters to the number of moles 
of (A) chain segments, the measured CL(pH) curve of Figure 
4 directly yields the free energy loss, per mole of (A), 
for one isothermal-isobaric hysteresis cycle: 

f 

362 Angew. Chem. internat. Edit. Vol. 12 (1973) 1 No. 5 



b )  Calculations of (AiG)'. As mentioned above there are 
indications that the base branch of the hysteresis in the 
A-U system is the equilibrium curve['. 331. Consequently 
our model system appears to  have only one region of 
metastability. In this region the partial protonation of 
the triple helix represents a metastable pre-equilibrium. 
This equilibrium comprises the opening of (A.2U) seg- 
ments 

- L  

( A . 2 U )  = (A) + 2(U) (28) 

I 
- I 

I 

I PH:, 
I I I 

and the protonation of open (A) segments, according to  
(A)+H+ =(AH+). 
The protonation equilibrium corresponds to  state IV in 
Figure 2a. Thus, state I1 represents the (A.2U) triple 
helix, whereas state I represents the (A.A) double helix. 
If we now choose the chemical potentials of the separated 
single strands as reference, the calculation of (AiG)' 
becomes particularly simple. For our model system the 
general case as represented in Figure 3 is reduced to  the 
scheme shown in Figure 6I'I. 

I 

By use of Eqs. (25) and (26) we can derive an expression for 
(AiG)* which corresponds to Eq. (12). 

In Eq. (29), A,Gi is the change in the free energy accompany- 
ing the reaction (A)+H+ =f(AH+.AH+) at pH',,, (cor- 
responding to  x(I1) in Fig. 3), A,G: is the free energy of the 
helix-coil transition (Eq. (28)), A,Gg is the free energy 
change for the protonation of (A) segments in the triple 
helix (and may be calculated with Eq. (21)), and a; is 
the extent of protonation at p x .  
It has been shown that, based on the assumptions underly- 
ing Eq. (29), the calculation and measurement of (AiG)' 
are in agreementLsl. Under the experimental conditions 
of Figure 4 we find that 

(A,G& = - 1.4 (kO.1) kcal/mol (A) 

(AiS)O.r = 4.9 ( i O . 1 )  cal/mol (A) deg 

The agreement of the measured and the calculated AiG 
value supports the interpretation of the hysteresis behavior, 
which was the basis of the calculation leading to Eq. 
(29). Accordingly, the hysteresis in our model system 
implies that a metastable protonation equilibrium exists 
as an intermediary during the acid titration. 
It may be added that the energy loss in this hysteresis 
system is a rather small energy investment as compared 
to  the average energy of stabilization of a chemical bond 
(z 50 kcal/mol). 

3.1.2. ( I -C)  and (dC-dG) Complexes 

It appears that three-stranded polyribonucleotide com- 
plexes (as opposed to double-stranded helices) tend to 
develop long-lived metastabilities. Polymer associates simi- 
lar to  the (A. 2 U) complex occur also in complexes of 
homopolymers of inosinic(1)-, cytidylic(C)-, and guanylic 
(G) acids. Guschlbauer and co-workers found that in the 
system poly(1) poly(C) there are two hysteresis regions 
which are separated from each other by an equilibrium 
range[341. A partially protonated triple strand of type 
(I - C  -C)  can be identified as an intermediate in the course 
of the (I .  C) conversion[35]. (This is similar to the (A . 2  U) 
intermediate in the (A.U) conversion to  (A.A) base 
paid8].) 
Extended regions of metastability are observed in poly- 
deoxyribonucleotides. Thus, the acid-base hysteresis in 
poly(dG). poly(dC) covers about 6 pH units (between pH 
2 and 8). This type of base pairing exhibits metastability 
in the physiologically relevant neutral pH range. Since 
it is known that rather long (dG.dC) stretches exist in 
DNA, we have here a possibility for a regulatory 
mechanism which could be specifically based on metastabi- 
lities in clustered (dC . dG) base pairs[341. 
The energetics of such a mechanism could be estimated 
by a thermodynamic analysis of the hysteretic behavior 
of the (dG.dC) complex. In principle such an analysis 
can be performed in a similar way as in the (A. 2 U) system. 

3.1.3. Thermal Hysteresis in Biopolymers 

The UV-absorbance of some complexes composed of 
poly(dA)and polymers of substituted uridylic acids changes 
along a hysteresis loop during a heating-cooling cycle[361. 
Similar thermal hysteresis has been observed in thio deriva- 
tives of the copolymer poly(dA-T) in solutions of high 
salt concentration (2 M NaC1)[371. The hysteresis in this 
copolymer accompanies conformational changes between 
different helix types. 
The capability of developing metastable states is apparently 
not restricted to  complexes composed of several polyelec- 
trolyte strands. For instance, the complex poly(A) I poly(-I- 
vinyluracil) in which only poly(A) is an electrolyte, shows 
thermal hysteresis within a relatively broad temperature 
range' '1. 

There is a series of examples where hysteresis is due to  
unspecific aggregation and disaggregation of molecules. 
This category probably includes all the thermal hysteresis 
loops which have been found for a series of synthetic 
nucleic acids in water-methanol mixtures at lower tempera- 
t ured 91. 
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Since optical parameters like UV absorbance at certain 
wavelengths are a measure of the degree of transition 
€ of conformational changes, we may use Eq. (13) as a 
starting point for a thermodynamic description of thermal 
hysteresis in those biopolymers in which structural changes 
can be fonowed by optical methods. 

3.2. rRNA Hysteresis 

Long-lived metastabilities can be developed not only by 
long polynucleotides but also by shorter multistranded 
structured regions in nucleic acids. An example of such 
a system is the hysteresis of rRNA (cf., e.g. ,  [401). Recent 
studies have shown that the rRNA hysteresis is clearly 
an intramolecular phenomen~n[’~. The formation of meta- 
stable states in this biopolymer is linked with the presence 
of Mg2+ ions. Furthermore, the metastabilities occur only 
along the base branch of the boundary loop and along 
the scanning curves, whereas the acid branch represents 
the equilibrium curve. From the high thermal stability 
of the metastable forms and from the analysis of the UV 
spectrum as a function of pH, it was concluded that struc- 
tured domains comprising mainly protonated G .G base 
pairs are the cause of the long-lived metastabilities in 
rRNA. 
Questions concerning the possible role of metastable states 
in rRNA structures and in the regulation of ribosomal 
processes are the subject of further  investigation^['^. 

4. Hysteresis in Proteins and Membranes 

Hysteresis is also observed for structural changes in “globu- 
lar” polyeiectrolyte systems such as proteins, and lipopro- 
tein and lipid vesicles. The hysteresis obtained in polyglut- 
amic acid is considered representative for metastability in 
polypeptides. In this case the acid-base hysteresis has been 
interpreted in terms of specific aggregation-disaggregation 
processes[41! 
For proteins, acid-base titrations are frequently used in 
order to  determine type and number of buried groups[42! 
However, the metastability indicated in the titration curves 
has rarely been thermodynamically analyzed. It should 
be stressed that the dissipation of free energy, AiG, of 
such systems represents a direct measure of the free energy 
stabilizing buried groups within the biopolymer. 
An example of functional hysteresis in proteins has been 
disc,wered in the halophilic enzyme malate-dehydrogenase 
isolated from halobacteria of the Dead Sea‘431. The change 
of the catalytic activity of this enzyme with decreasing 
and increasing salt concentration follows a hysteresis loop 
(see Fig. 7). 
Besides the hysteresis in nerve membranes[’4. ‘’I, metasta- 
bilities are also observed in suspensions of lipid vesicles. 
The thermal hysteresis found for such a spherical mem- 
brane system is bound to the presence of di- or trivalent 
ions or acetylcholine‘20J. 
The acid-base titration of membrane fragments of the cell 
envelopes prepared from Dead Sea halobacteria yields 
a hysteretic proton binding curve (see Fig. 8). The size 

1 2 3 L 
c,,c,~mollll - 

Fig. 7. Relativeenzymaticactivity, RA, ofthe haloenzyme malate-dehydro- 
genaseat 30°C; 0, values measured at decreasing and 0, values measured 
at increasing NaCl concentration CNaC, [43]. 

of this membrane hysteresis is dependent on the salt con- 
centration; at a NaCl content smaller than 1 M, the hyster- 
esis shrinks to  give the equilibrium curve. If, at constant 
pH, the salt concentration is decreased and increased in 
a cyclic mode, one also obtains a hysteresis 

Fig. 8. Proton binding curve of suspended membrane fragments prepared 
from cell envelopes of Dead Sea halobacteria; Z, mean number of protons 
bound (in arbitrary units) as a function of pH. A, acid-base cycle in 
the acid pH range; B, base-acid cycle in the alkaline pH range; ZOT, 
3 M NaCI. 

It is seen from Figure 8 that the nonequilibrium transitions 
indicated in the acid-base hysteresis occur in pH ranges 
which include the pK values associated with primary 
amino- and carboxyl groups of membrane proteins (at 
3~ NaCl at about pH 8.5 and pH 5). The hysteresis 
in these membrane fragments is probably due to metastabi- 
lities in the “ion pairs” of electrostatically associated side 
groups. It appears that electrostatic interactions also con- 
tribute to  the existence of hysteresis in the activity of 
our haloenzyme. In this protein, hysteresis derives from 
long-lived metastable states in the association-dissociation 
reaction between the dimer subunits of the tetrameric 
enzyme 

364 Angew. Chem. internat. Edit. 1 Vol. 12 (1973)  1 No. J 



The cybernetic significance of hysteresis in membranes 
and catalytically active proteins will be discussed in 
Section 8. 

5. Molecular Field Theory of Hysteresis 

A general thermodynamic description of hysteresis cannot, 
of course, answer the question of the physical origin of 
this nonequilibrium phenomenon. 
In the molecular hysteresis of nucleic acid complexes, long- 
lived metastability appears to  be due to  the cooperativity 
of base stacking and to  the electrostatic interactions 
between the polyanions. Indeed, the first attempts at a 
molecular interpretation of the hysteresis in the A-U system 
include the assumption of an electrostatic nucleation bar- 
rier to  the formation of protonated 1A.A)  sequence^^'^.*^. 
In this approach, however, only a qualitative interpretation 
has been given. 
Recently, a molecular field theory of hysteresis has been 
developed[451. According to this approach, a large energy 
barrier prevents opening of (A. 2U) segments within the 
partially protonated triple helix. (The increased protona- 
tion in the acid titration compensates a part of the electro- 
static repulsion energy arising from the phosphate residues 
of opposite strands, such that further opening of (A. 2 U) 
sequences is more difficult before a critical pH is reached.) 
We may formally write the mean free energy c for the 
stabilization of an associate such as the (A-2U) segment 
as a sum of two terms: 

The term xcomprises all attraction contributions, primar- 
ily short range forces such as van der Waals- and hydropho- 
bic interactions. The second term, R ,  accounts exclusively 
for (long range) electrostatic repulsion forces between 
charged groups. We may further specify our “molecular 
field” model for the triple helix by defining the completely 
separated (non-interacting) single strands as a reference 
state for which R = O .  (Thus R is the relative mean free 
energy of the dissociated nucleotide residues in the triple 
helix.) 
In our model the energy barrier for the separation of 
associated chain residues arises from the different manner 
in which A and R depend on the average distance, d; 
between the opposite association partners. We may assume 
that A is zero for 6>do, where do is the distance of maxi- 
mum attraction. In the simple case of Coulomb repulsion, 
R is proportional to  l/L Figure 9 schematically shows 
these correlations of R and A with $ 

Suppose now that the experimental conditions are such 
that only a few base residues within the cooperatively 
stabilized organization of the stacked (A.  2 U) triple helix 
could dissociate. The dissociated chain residues could not 
separate very far because their closed neighbors prevent 
them from moving apart from each other. A small distance 
between dissociated residues, however, means a high value 
of the l? term. Thus dissociation of only a few associates 

would create an energetically unfavorable state, i. e. disso- 
ciation encounters a nucleation barrier. 

- A  j, 
Fig. 9. Mean free energies 2 and It as a function of the mean distance 
d between the association partners in polyelectrolyte structures; see text 

This barrier can be decreased if d is increased. Such a 
decrease may be achieved by an increase in A (for instance, 
by a change in pH) thereby decreasing E(d). The thermo- 
dynamic condition for the onset of separation is given 
by 

C(d) 2 0. 

If separation occurs at 6=$, we have at this point 
x=R(d”); see Fig. 9. Since now, however, G($)=R>O, 
the dissociation of the entire assembly and the separation 
of the strands proceed irreversibly. All states for which 
0 <A< A” thus are metastable. 
Since R depends on 6 it is obvious that R (d) is a function 
of the mean fraction,x of closed ( A .  2 U) segments within 
a triple helix. We assume that this dependence is linear. 
Denoting the proportionality factor of this approximation 
by B, we may write 

= B-f  (31) 

It is easily seen that the term R has its maximum value 
iff= 1, while R = O  forf=O. 
Since any chain segment in the triple helix is subject to 
the long-range electrostatic forces (or to  the molecular 
field) of all segments, we may call Eq. (31) the molecular 
field approximation for our model. 
In the range ofexperimental conditions, in which G depends 
on d a n d  thereby o n J  we may calculate the total free 
energy G,,, as a function off by the following relation: 

G,,  = ~ A.f + ( 1  - f ) .  5-f + R T[flnf + (1 -f)ln(l -I)] 

It can be shown that for B> 2R7; the state function G,,, 
has two minimum values, one being associated with the 
metastable state and the other with the thermodynamic 
equilibrium state. Such an energy diagram containing two 
minima has already been used by Borelius in order to 
interpret long-lived metastability and hysteresis[22! 
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An important result of the theory is a condition for the 
existence of thermodynamically metastable states: 

B > 2 R T  (32) 

For our (A.2U) model system, the inequality (32) holds 
for lower temperatures (< 5OoC), whereas for the (A. U) 
double helix B<2RT. At the Curie temperatur T,, we 
have B=2RT,; that is, for TIT, ,  the hysteresis disappears 
and one obtains only the equilibrium curve[*]. 
The hysteresis loops obtained in membranes and protein 
complexes of high surface charge densities may be molecu- 
larly interpreted with a molecular field approach in a 
manner similar to the polynucleotide systems. 

6. Hysteresis as an Analytical Method 

The extreme longevity of the metastabilities in some 
biopolymers and membrane structures permits the use of 
hysteresis as an analytical method for the investigation 
of distributions of structural subunits. As already 
mentioned, the occurrence of scanning curves implies 
domain structures. The analysis of these scanning curves 
can, in principle, reveal the distribution function of the 
domains and their characteristic transition points. Once 
this function is known, the scanning behavior can be pre- 
d i ~ t e d [ ~ ~ .  471. 

Such an analysis is based on the Preisach 
which underlies Everett’s domain theory. In the simple 
model of independent domains, the domain distribution 
function $(x) can be determined in a relatively simple 
way from a limited number of scanning curves. This 
requires, however, that the mean extent ti of the irreversible 
changes fie. the fraction of transformed domains) be 
measured as a function of the external parameter x. Let 
us attribute to each domain a lower transition point xI 
and an upper one xu (corresponding to x(I1) and x(1) in 
Fig. 2). From the relationship 

(33) 

the function +(x) can be derived using experimental 
ti(x) values146! 

By assigning a lower and an upper x-limit for each scanning 
step we may describe scanning processes in a simple way. 
Thus, the paths by which a point of the hysteresis can be 
reached are represented by a domain complexion[461. 
This function describes the path-dependent history of a 
domain system in a manner analogous to the after-effect 
function introduced in 1876 by Boltzmann for the 
description of elastic after-effects depending on the 
previous history of deformationi491. Thus, Everett’s domain 
complexion is a type of memory function, and the domain 
distribution function describes the “memory capacity” 
of a multidomain system. 
In order to check whether a system of independent domains 
is present, one may use a key theorem of Everett’s theory. 
For independent domains the areas of &(x) scanning 
loops between the same x-limits have to be congruent. 

If the ti values cannot be evaluated, we may use a modifi- 
cation of this theorem due to E n d e r b ~ [ ~ ~ ] .  In this case the 
measured scanning loops (e .g . ,  E(pH) curves) between 
the same xl-  and xu values are compared. In a system in 
which the state of a domain does not depend on the 
states of the other domains, the intercepts at the same x 
value between each scanning loop are equal. 
If we utilize this theorem for the scanning loops in an 
(A.2 U) system with a relatively broad molecular weight 
distribution, we obtain the picture represented in Figure 10. 
It is seen that the “loop intercepts” AE(pH) are equal to 
within 10% accuracy. Thus the (A.2U) complexes ap- 
parently behave independently. 

L 5 6 
P H  - 

Fig. 10. Scanning loops in an (A. 2 U) system of broad molecular weight 
distribution; pH, is the lower and pH, is the upper pH limit of the 
loops. Comparison of the differences AZ between the loops at the same 
pH value; cl. Figure 4 and see text. 

Assuming that (A. 2 U) complexes of different molecular 
weight have different stabilities, the differentiation of the 
hysteresis boundary curve should yield the relative distribu- 
tion of these stabilities and the relative amount of triple 
helices of different molecular weights along the pH scale. 
Thus, the analysis of the scanning behavior is in principle 
a method of determining the distribution of molecular 
weights in biopolymer mixtures. 

7. Conformational Changes Induced by Electric 
Impulses in Polyelectrolyte Systems 

Acid-base titrations are a standard technique for studying 
the thermodynamics of structural changes in ionizable 
systems. When the titrations are performed at different 
ionic strengths, it is possible to determine the electrostatic 
contributions to the energetics of structural changes. Such 
electrostatic contributions are particularly large in poly- 
electrolyte systems. 
Eqs. (19) and (20) show that, for homogeneous polyelectro- 
lyte systems: 

i - u  z e  JI 
a 2.3kT 

log- = pH ~ pKo - ~ (34) 

In this relationship we see that c( may be changed by 
a variation in pH or by a change of the electrical potential 
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term JI. In general, \ir is determined by the intramolecular 
field. This inner field may be influenced by the degree 
of ionization (protonation) and by the ionic strength of 
the medium, but also by external electric fields t o  which 
the system may be exposed. 
In our hysteresis model system, the protonation pre-equili- 
brium of the (A.2U)  complex in the pH-range above 
the irreversible transition at pH6 may be described by 
the following relation: 

(35) 

In Eq. (35), pKjM, is the pK value of adenosine monophos- 
phate and AdG3 corresponds to  the pK shift due to  the 
fraction of the (A) segments which dissociate from (A.2U) 
segments during protonation (cf. Eq. (28)). (JI is negative, 
since it arises primarily from the negatively charged phos- 
phate residues.) At a=a; corresponding to pH = p x ,  irre- 
versible formation of (A.A) sequences occurs. 
A change in JI which leads to  u>a; may be achieved 
at constant pH by a change in the ionic strength. Indeed, 
the irreversible formation of the (A. A) double helix may 
be triggered by decreasing the salt concentration in a 
solution of metastable (A. 2 U) triple strands[331. Recently, 
we have found that electric impulses (of an initial intensity 
of about 20 kV/cm and decaying exponentially with a re- 
laxation time of about 10 ps) directly induce this con- 
formational transition[501. 
A polarization mechanism has been proposed to  explain 
the electric induction of such conformational changes. In 
accordance with this idea, the external electric field shifts 
the ionic atmosphere of the polyelectrolytic (A .2U)  
complex and thereby induces a dipole moment. At the 
negative pole of the induced macrodipole, the screening 
by the ion cloud of the negative phosphate residues is 
reduced. This, in turn, causes repulsion between the ends 
of the polyanions and leads finally t o  the unwinding of 
the triple helix'501. 
A similar mechanism has been suggested to  account for 
the induction of permeability changes in vesicular mem- 
branes of high surface charge density by electric impulses. 
Thus the displacement of the screening ionic atmosphere 
increases the mean distance between equally charged ionic 
groups on the membrane surface. The result is a permeabi- 
lity increase in the membrane. In this way we have inter- 
preted the observation that electric impulses release bio- 
genic amines from suspended chromaffin granuled5 'I. 

The electric impulses applied to  solutions of the (A. 2U) 
complex and to  vesicle suspensions are comparable to  
the voltage pulses of the action potentials in nerve mem- 
branes. During excitation the electric field present across 
the nerve membrane changes in direction and intensity 
from about - 70 kV/cm to about + 50 kV/cm. We may 
assume that large electric fields act not only across the 
membrane but also in close proximity to  it and (transiently) 
across the synaptic junction. Hence, any polyvalently 
charged system exposed to  these fields could be affected 
in a similar way as the (A. 2 U) complex or the chromaffin 
granules. 

Electrically induced conformational changes in macromo- 
lecules and membranes have been discussed as a possible 
mechanism for electrically controlled regulatory processes 
in general and for a recording of electric signals in particu- 
lar. With this in mind we may consider directed structural 
transitions induced by electric impulses in metastable 
polyelectrolyte systems as model reactions for the process 
of imprinting nerve impulses in the neuronal structures 
involved in a possible physical record of memory. 
It is known from physiological and biochemical studies 
that nerve stimulation accelerates the metabolism of inner- 
vated cells; nerve activity, for instance, enhances RNA 
and protein synthesis. The mechanism of coupling between 
electrical activity and chemical reaction is still unknown. 
In view of the hysteresis capacity of rRNA which might 
be electrically affected in a similar way as in the A-U sys- 
tem, the question is raised whether ribosomal activity may 
be regulated via rRNA metastabilities by the electrical 
activity of the cell. 
Other cellular processes, too, are influenced by nerve acti- 
vity. Thus the secretion of hormones and neuroeffectors 
(transmitter substances) is appreciably increased during 
nerve stimulation. The depolarization voltage which leads 
to  increased hormone secretion in the chromaflin cell is 
comparable to the initial intensity of the voltage pulses 
which in vitro cause outflow of neuramines from the sus- 
pended chromaffin granules. It is therefore suggestive to  
assume a mechanism according to which nerve activity 
controls directly the intensity and the extent of neurosecre- 
tion by permeability changes in the membranes of the stor- 
age vesicles transiently attached to the nerve membrane. 
Furthermore, it is suggested that the elementary processes 
of synaptic facilitation in the functional development of 
the central nervous system involve permeability changes 
combined with neuroeffector release induced by nerve 
impulses in membranes. 

It is worth mentioning that a threshold value of the impulse 
intensity of about 18 kV/cm was observed for the release 
of conformational transitions in the (A. 2 U) model system 
as well as for the induction of permeability changes in 
the vesicle membrane. The threshold value of the depolari- 
zation voltage necessary to release action potentials in 
nerve membranes is about 20mV; for an average mem- 
brane thickness of loo& 20mV correspond to  a field 
intensity of 20 kV/cm. The similarity of these threshold 
voltages has revived the discussion on the chemical control 
of the ion flows underlying the action potentials. In line 
with this idea,conformational changes induced by impulses 
in membrane components are suggested as a mechanism 
for the activation of acetylcholine[531. The relatively large 
amounts of heat accompanying the action potential imply 
the participation of chemical reactions in nerve activity. 
We note that chemical reactions and conformational 
changes which proceed irreversibly are accompanied by 
heat evolution due to  dissipation of free energy. In this 
context it is of interest that during a depolarization-polari- 
zation cycle of the nerve membrane there is net heat produc- 
t i ~ n [ ~ ~ ' .  It is a moot question whether this heat is caused 
by membrane components which change their conforma- 
tion along a hysteresis loop (cf. the hysteresis observed 
by Tasaki in squid axon membranes['41). 
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8. Hysteresis as a Basis of Chemical Oscillations 

The circular-vectorial property of hysteresis can be the 
basis for chemical oscillations. Microscopic chemical oscil- 
lations are of fundamental importance for a mechanistic 
interpretation of biological clocks’10- 541. 

The principle of molecular hysteresis-based periodicity is 
the coupling of a chemical reaction flux with a diffusional 
process. The condition for the development of oscillation 
in this case is hysteresis, either in the reaction flux or 
in the diffusional flux. For instance, a periodic change 
in the concentration of a reaction product will be caused 
by a substance which participates both in a chemical reac- 
tion catalyzed by a “hysteretic” enzyme, and in a diffusion 
process (which may be controlled by a membrane). (Theore- 
tically, coupling between auto-catalysis and enzyme reac- 
tion can also lead to  oscillations; cf., e.g. ,  f5’1.) 

Periodic changes based on chemico-diffusional flow cou- 
pling have been known for a long time in the heterocatalysis 
of gas reactions on metal surfaces (see, e.g.,[561). However, 
it has only recently been considered likely that such period- 
ic processes may also occur on the level of single catalyti- 
cally active molecules in homogeneous solution. In the 
halophilic malate-dehydrogenase we encounter an example 
of such a hysteretic catalyst’431. 
Periodic changes in diffusional flows can be caused by 
membranes which change their permeability along a hyster- 
esis loop. The cell envelopes of Dead Sea halobacteria 
could change their permeability as a function of salt concen- 
tration in this way, if the structural change indicated in 
the proton binding hysteresis could cause permeability 
changes in the cell membrane. The experimental results 
of Ginzburg et indicate that the Dead Sea halobacteria 
periodically change their salt content. Further studies may 
elucidate whether there is a correlation between membrane 
hysteresis and the hysteretic activity of the enzymes, causing 
the “salt clock” of these organisms. 
The principle of hysteretic chemicodiffusional coupling 
may be (qualitatively) described with the aid of an enzyme 
which becomes active by substrate binding at a critical 
substrate concentration S 2 .  The substrate S is assumed 
to  flow at a constant rate in the reaction space; i.e., the 
diffusional flow, J,, of S is constant. 

I 

s 2  t- 

Fig. 1 I .  Coupling scheme of transforming stattonarity into periodicity 
by hysteretic chemico-diffusional coupling. S ,  substrate concentration; 
Jd. diffusional flux; J,, reaction flux. 

In the schematic representation of Fig. 11, it is seen that 
for S > S 2  the reaction flux J , ( S )  is larger than Jd. The 
breakdown of substrate is therefore faster than the influx 

of S. Thereby the substrate level in the reaction cell will 
sink until, at a critical concentration S,,  the enzyme 
becomes inactive. Now the reaction flux is smaller than 
the diffusional influx and substrate may accumulate until 
S>S2.  At S2 the cycle can start again. The result is a 
periodic change of the reaction flux and therefore an oscilla- 
tion in the product concentration[’0! 
In a similar way, a hysteretic permeability change in a 
membrane may transform a stationary flow into a periodic 
one. In this transducer function lies the fundamental signifi- 
cance of hysteretic macromolecules and membranes. 
Whereas classical biology characterizes living organisms 
by stationary states (homeostasis), modern theories attempt 
to come closer to the actual dynamic behavior of biological 
organizations by a description which involves a quasi-sta- 
tionary condition, with oscillations around a steady aver- 
age[5 *’. Hysteresis represents a simple and energetically 
favorable mechanism for transducing stationarity into 
periodicity on a molecular level. 

9. Closing Remarks 

The discovery of conformational metastability in nucleic 
acids, proteins, and membranes has led to  a new cybernetic 
approach to a dynamic interpretation of cellular behavior. 
It is worth noting that the dynamics of biological organiza- 
tion and function may be described by a general network 
theory recently developed by Oster, Perelson, and Kat- 
chalsky. In this approach, called network thermodynamics, 
‘‘transducers’’ have been introduced as the coupling units 
between the network elements. It appears that macromole- 
cules and membranes whose structure and function involve 
metastable states are particularly suited to act as elemen- 
tary cybernetic units for “transducing” processes in general 
and for regulatory and memory reactions in particular. 
Metastable polyelectrolyte systems capable of storing 
“information” imprinted by ionic fluxes or electrical “acti- 
vity” would be of significance for fast information process- 
ing with low energy expenditures. 
In a dynamic picture of cellular organization and function 
there seems to be little room for perfect stability characteriz- 
ing ideal equilibrium states. Even simple stationarity 
appears to be insufficient for a general description of central 
biological processes such as regulation and control of 
enzyme catalysis or membrane transport, information pro- 
cessing, or selforganizationf6’, 611. I believe that nonequili- 
brium approaches involving metastable states and molecu- 
lar hysteresis may contribute to  a better understanding 
of the complex dynamics of fundamental phenomena of 
life. 
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