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A b stract

In this thesis we consider invariant control systems and Hamilton-Poisson systems on the three­
dimensional semi-Euclidean group SE(1,1). We first classify the left-invariant control affine systems 
(under detached feedback equivalence). We provide a complete list of normal forms, as well as clas­
sifying conditions. As a corollary to this classification, we derive controllability criteria for control 
affine systems on SE(1,1). Secondly, we consider quadratic Hamilton-Poisson systems on the (minus) 
Lie-Poisson space se(1,1)k. These systems are classified up to an affine isomorphism. Six normal 
forms are identified for the homogeneous case, whereas sixteen representatives (including several infi­
nite families) are obtained for the inhomogeneous systems. Thereafter we consider the stability and 
integration of the normal forms obtained. For all homogeneous systems, and a subclass of inhomoge­
neous systems, we perform a complete stability analysis and derive explicit expressions for all integral 
curves. (The extremal controls of a large class of optimal control problems on SE(1,1) are linearly re­
lated to these integral curves.) Lastly, we discuss the Riemannian and sub-Riemannian problems. The 
(left-invariant) Riemannian and sub-Riemannian structures on SE(1,1) are classified, up to isometric 
group automorphisms and scaling. Explicit expressions for the geodesics of the normalised structures 
are found.

Key words and phrases. semi-Euclidean group, (detached) feedback equivalence, left-invariant con­
trol affine system, Hamilton-Poisson system, Lyapunov stability, the energy-Casimir method, elliptic 
function, sub-Riemannian structure, optimal control.
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Introduction

Invariant geometric control theory is the study of invariant control systems evolving on 
Lie groups. In the language of differential geometry, a (left-)invariant control system on 
a Lie group G consists of a family of left-invariant vector fields 2  =  (2u) on G, smoothly 
parametrised by controls. A trajectory of such a system is an integral curve of the (nonau­
tonomous) vector field 2 u(t), where u(-) is a “admissible control.” The first major considera­
tion of control theory is the controllability of a system. That is, given any initial state of the 
system, does there exist an admissible control transforming the system into any given end 
state? Using the geometric tools of Lie theory, a number of power results have been developed 
to answer the question of controllability for invariant control systems (see, e.g., [42]).

Assuming the control system under consideration is controllable, a natural question to 
ask is whether there exists an admissible control that transforms the system to some end 
state in an optimal manner. More formally, given a (left-invariant) control system, some 
(practical) cost function and specified boundary conditions, can one determine a control and 
trajectory that minimises the cost function, subject to the control system and boundary data? 
Invariant optimal control theory is concerned with the study of such problems, as well as the 
development of tools for solving them.

Recent efforts have been devoted to the study of invariant optimal control problems with 
affine dynamics (i.e., where the underlying control system 2  is affine), particularly on low­
dimensional Lie groups. Numerous important problems can be modeled in this fashion. Such 
problems include the ball-plate problem [27], Euler’s elastic problem [41, 28], motion of a free 
rigid body [11] and the sub-Riemannian length-minimisation problem [36, 21, 42]. More gen­
eral approaches (as opposed to the treatment of a specific problem) have also been considered. 
For instance, the classification, under (detached) feedback equivalence, of control systems on 
three-dimensional Lie groups [18, 13, 16, 19], the classification of control systems on SE(2) 
under state space equivalence [1] and the investigation of (detached feedback equivalence) 
class representatives on SE(2) [2, 4]. The latter approach to control systems and optimal 
control problems on Lie groups has been facilitated by the development of theoretical tools 
in [14, 20, 15, 17].

The authors of [15, 17] note that the problem of determining the extremal controls for a 
large class of (invariant) optimal control problems reduces to the study of the integral curves 
of a quadratic Hamilton-Poisson system on the dual of the Lie algebra. (Here the Poisson 
structure is the Lie-Poisson bracket.) A natural approach is again to classify the systems and 
investigate the ensuant normal forms. In this vein, quadratic Hamilton-Poisson systems have 
recently been considered on se(2)- (the dual of the Euclidean Lie algebra with the minus 
Lie-Poisson bracket) [3] and the orthogonal Lie-Poisson space so(3)- [5].

Quadratic Hamilton-Poisson systems on Lie-Poisson spaces may be considered indepen­
dently of control theory. Indeed, these systems appear naturally in a variety of fields of
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2 Introduction

mathematical physics. The study of such systems has received increasing attention in recent 
years. For instance, (spectral and Lyapunov) stability as well as (numerical and analytical) 
integration for systems on se(1,1)-, se(2)- and so(3)- were treated in [9], [12] and [22], 
respectively. The equivalence of Hamilton-Poisson systems was considered in [22, 43, 44].

In this thesis we consider invariant optimal control on the (three-dimensional) semi­
Euclidean group SE(1 ,1). We outline the topics covered. Chapter 1 is concerned with SE(1 ,1) 
itself. We show that SE(1 ,1) is a connected and simply connected (matrix) Lie group (in fact, 
the group of motions of the Minkowski plane) and determine its Lie algebra se(1,1). We 
investigate various algebraic properties of the group, particularly as those properties pertain 
to control theory. We also determine the group of Lie algebra automorphisms (which shall be 
used for several classifications in later chapters) as well as the adjoint and coadjoint orbits (in 
particular, the coadjoint orbits reflect the Lie-Poisson structure on the dual space se(1,1)*).

In chapter 2 we treat the left-invariant control affine systems on SE(1 ,1). The equivalence 
of such systems under detached feedback equivalence is shown to reduce to the equivalence 
of affine subspaces of se(1,1) under Lie algebra automorphisms. Accordingly, we classify 
the affine subspaces of the semi-Euclidean Lie algebra. Class representatives, as well as 
classification conditions, are provided. We then reinterpret these results as a classification of 
control systems. As a corollary, we determine the controllable systems, thereby establishing 
controllability criteria for systems on SE(1, 1).

Chapter 3 is devoted to the equivalence of (quadratic) Hamilton-Poisson systems on the 
Lie-Poisson space se(1,1)-. We consider equivalence of Hamilton-Poisson systems up to 
affine isomorphisms, and prove several useful results for classification. Using this “affine 
equivalence,” the homogeneous quadratic Hamilton-Poisson systems on se(1,1)- are classified. 
This classification is then used to obtain a classification of the inhomogeneous systems. In 
both cases, normal forms are identified for each equivalence class.

Chapter 4 investigates (some of) the Hamilton-Poisson representatives obtained in chapter 
3. (This constitutes the main part of this thesis.) In particular, we consider all homogeneous 
systems and a subclass of the inhomogeneous systems. We perform a complete (Lyapunov) 
stability analysis of all systems under consideration. We also consider integration of the 
associated equations of motion for these systems. Explicit expressions for all integral curves 
are found. These are typically in terms of elementary functions. However, for two of the 
systems considered, Jacobi elliptic functions are required. A consequence of this integration 
is that we have obtained, up to an affine isomorphism, the extremal controls for a class of 
optimal control problems on SE(1, 1).

Finally, in chapter 5 we consider some optimal control problems on SE(1 ,1). In partic­
ular, we treat the Riemannian and sub-Riemannian length-minimisation problem. (That is, 
we determine the Riemannian and sub-Riemannian geodesics on SE(1 ,1).) We begin this 
investigation by introducing a natural equivalence relation between left-invariant Riemannian 
and sub-Riemannian structures, viz. equivalence up to isometric group automorphisms and 
scaling. The Riemannian and sub-Riemannian structures on SE(1, 1) are then classified under 
this equivalence relation. (For the sub-Riemannian case, we identify a single representative 
structure; a single-parameter family of structures is obtained in the Riemannian case.) We 
then consider the Riemannian and sub-Riemannian problem associated to the class represen­
tatives and find explicit expressions for all geodesics.

Appendix A covers the necessary prerequisites for an understanding of the results obtained 
in this thesis. We have also used Mathematica 8 throughout to assist with calculations; the 
code we have written may be found in appendix B.
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Original Contributions

To the best of our knowledge, the following contributions in this thesis are original:

C h ap te r 3. A characterisation of affine equivalence of homogeneous quadratic Hamilton- 
Poisson (QHP) systems in terms of linear isomorphisms (proposition 3.1.6). A necessary 
condition for affine equivalence of inhomogeneous QHP systems (proposition 3.1.7). A 
complete classification of homogeneous QHP systems on se(1,1)- under affine equiv­
alence (theorem 3.2.1, corollary 3.2.2). A result permitting the normalisation of the 
homogeneous part of an inhomogeneous QHP system on se(1,1)- (proposition 3.3.1). 
Calculation of the linear Poisson symmetries for the normalised homogeneous QHP sys­
tems on se(1,1)- (proposition 3.3.2). A complete classification of inhomogeneous QHP 
systems on se(1,1)- under affine equivalence (theorems 3.3.4, 3.3.6, 3.3.8, 3.3.10, 3.3.12 
and 3.3.14 and the accompanying lemmas).

C h ap te r 4. A sufficient condition to be an integral curve of a Hamilton-Poisson system on 
se(1,1)- (proposition 4.1.2). A complete stability analysis of the normalised quadratic 
Hamilton-Poisson systems H  through H5, as well as all inhomogeneous systems as­
sociated to Ho, Hi, H2 and H3 (propositions 4.2.1, 4.2.2, 4.2.3, 4.2.5, 4.2.9, 4.3.1, 
4.3.2, 4.4.1, 4.4.2, 4.4.3, 4.5.1, 4.5.2, 4.5.3, 4.6.1 and 4.6.13). Calculation of the inte­
gral curves of the aforementioned Hamilton-Poisson systems (for H3, proposition 4.2.4; 
for H4, propositions 4.2.7 and 4.2.8; for H5, propositions 4.2.10, 4.2.11 and 4.2.12; for 
H<°>, proposition 4.3.3; for , proposition 4.4.4; for Hg1 2̂ , proposition 4.5.4; for H (3),
propositions 4.6.4, 4.6.5, 4.6.6, 4.6.7, 4.6.8, 4.6.9, 4.6.10, 4.6.11 and 4.6.12; for Hg3), 
propositions 4.6.15, 4.6.16, 4.6.17, 4.6.18, 4.6.19, 4.6.20, 4.6.21, 4.6.22 and 4.6.23). Lin-

(3)
ear Poisson symmetries of the Hamilton-Poisson systems H4 and Hg reversing the sign 
of the Casimir function (propositions 4.2.6 and 4.6.14).

C h ap te r 5. A complete classification of left-invariant sub-Riemannian structures on SE(1,1) 
under isometric group automorphisms (L-isometries) (theorem 5.3.1). Calculation of 
the (reduced) extremal curves corresponding to (unit-speed) Riemannian geodesics on 
SE(1,1) (proposition 5.2.3). Calculation of (explicit) expressions for the Riemannian 
geodesics associated to all (left-invariant) Riemannian structures on SE(1, 1) (proposi­
tions 5.2.4, 5.2.5 and 5.2.6).

N otation

We briefly outline the notational conventions we shall employ. Lie groups are denoted using 
uppercase characters in a sans serif typeface (e.g., G). Lie algebras are denoted using lowercase 
letters in a Fraktur typeface (e.g., g). We shall also employ the following notation:

1 identity element of a Lie group.
x semidirect product of Lie groups (normal subgroup on the left).

C^(M) the set of (smooth) real-valued functions on a smooth manifold M.
Vec(M) the set of (smooth) vector fields on a smooth manifold M.

GL(V) group of invertible linear transformations of a vector space V.
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g[(V) Lie algebra of GL(V).
(S) linear span of a subset S C g or of elements B 1, . . . ,  B  G g.

Lie(S) Lie algebra generated by S C g, i.e., the smallest Lie subalgebra containing S .
(■, ■) natural pairing g* x g ^  R, (p, X ) ^  p(X ) between g* and g. 
d F  linearisation of F  G C^(M); the linearisation at x is denoted dF(x).
T 0 tangent map (differential) of a smooth map 0 between manifolds; the tangent map 

at x is denoted Tx0 .
D X  linearisation of X  G Vec(M); the linearisation at x is denoted DX(x).

X[F] directional derivative of F  G C^(M) in the direction of X  G Vec(M).



Chapter 1

The Semi-Euclidean Group SE( 1, 1)

This chapter introduces the three-dimensional semi-Euclidean group SE(1,1) and investigates 
some of its properties. We begin by showing that SE(1,1) is a Lie group and that it decomposes 
as the semi-direct product R2 x SO(1,1)0. We also discuss the relationship of SE(1, 1) to 
the Minkowski plane R1,1. Specifically, we show that SE(1,1) is the group of (orientation­
preserving) motions of R1,1.

Next we consider the topological properties of SE(1,1), showing that it is connected, 
simply connected and non-compact. We then calculate the Lie algebra se(1,1) and consider 
some algebraic properties. We show that the centres of SE(1,1) and se(1,1) are trivial. 
Consequently, we have that SE(1,1) is the only (connected) Lie group with Lie algebra se(1,1), 
up to Lie group isomorphisms. We also calculate the adjoint representations Adg, g G SE(1,1) 
and adX, X  G se(1,1), and prove that SE(1,1) is unimodular, completely solvable and not 
nilpotent. Lastly, we calculate the exponential map exp : se(1,1) ^  SE(1,1) (which turns out 
to be a diffeomorphism) and find the group of Lie algebra automorphisms Aut(se(1,1)). (The 
latter group is used in several places in this thesis for classification; e.g., for the classification 
of control affine systems in chapter 2.)

Lastly, the adjoint and coadjoint orbits of SE(1,1) are determined. The coadjoint orbits 
are the symplectic leaves of the minus Lie-Poisson structure on se(1,1)* (see section A.1.4 
and section A.3.3). Thus, calculating the coadjoint orbits gives insight into the structure of 
the Lie-Poisson structure on se(1,1)*. (We consider Hamilton-Poisson systems on se(1,1)- 
in chapter 3 and chapter 4.) In addition, having calculated the adjoint and coadjoint orbits, 
we are able to prove that there does not exist an invariant and nondegenerate bilinear form 
on se(1, 1).

1.1 The Lie Group SE(1, 1)

The sem i-Euclidean group is defined as

SE(1, 1)
1 0 0
x cosh d sinh 9
y sinh 9 cosh 9

x,y ,9  G R

(This definition is made in retrospect, after selecting the signature (-1 ,1 ) for the Lorentzian 
inner product, and determining the affine transformations that preserve this structure. See 
section 1.1.1.)

5



6 1.1. T he L ie G roup SE(1,1)

1.1.1 P roposition. SE(1,1) is a matrix Lie group.

P roof. We show that SE(1,1) is a closed subgroup of GL(3, R). For brevity, let

m(x,y,9)
1 0 0 
x cosh 9 sinh 9 
y sinh 9 cosh 9

Then m(x, y, 9)-1 =  m(w sinh 9 — v cosh 9, v sinh 9 — w cosh 9, -9 ) and m(x, y, 9)m(v, w, tf) = 
m(x +  vcosh9 +  w sinh9, y +  wcosh9 +  v sinh9,9 +  tf). That is, SE(1,1) is an abstract 
subgroup of GL(3,R). It remains to show that SE(1, 1) is closed in GL(3,R). Let (gn)neN, 
gn =  m(xn,yn ,9n) be a sequence in SE(1,1) such that limn^ ^  gn =  g G GL(3, R). (If 
g G GL(3,R), then there is nothing to prove.) Suppose xn — x, yn — y and 9n — 9 as 
n —— <xi. We have x, y, 9 G R, since R is closed. Consequently, g =  m(x, y, 9) G SE(1,1). That 
is, every sequence in SE(1, 1) that converges in GL(3,R) converges in SE(1, 1). Therefore 
SE(1,1) is a matrix Lie group. ■

The next three results concern two distinguished subgroups of the semi-Euclidean group 
and show that SE(1, 1) decomposes as a semi-direct product of those subgroups. (Section 
A.1.1 discusses the semi-direct product of Lie groups.)

1.1.2 Lemma. The pseudo-orthogonal group SO(1,1)0 

phic to R.

cosh 9 
sinh 9

sinh 9 
cosh 9 : 9 G R is diffeomor-

P roof. Define the map 0 : R — SO(1,1)0, 9 — 

we have

cosh 9 
sinh 9

sinh 9 
cosh 9 Since cosh(-) is injective,

0(9) =  0(tf) ^

Hence, 0 is well-defined and injective. If g =

cosh 9 sinh 9 cosh tf sinh tf
sinh 9 cosh 9 sinh tf cosh tf 9 =  tf.

G SO(1,1)0, then 9 G R andcosh 9 sinh 9 
sinh 9 cosh 9

0(9) =  g. Therefore 0 is bijective. Moreover, Tx0 clearly has full rank for every x G R. It 
follows from the inverse function theorem (see, e.g., [33]) that SO(1, 1)0 is diffeomorphic to 
R. ■

1.1.3 P roposition. The subsets of SE(1,1)

1 0 0 } f 1 0 0
x 1 0 : x ,y G R > and < 0 cosh 9 sinh 9
y 0 1 J 1 0 sinh 9 cosh 9

9 R

are closed Lie subgroups of SE(1, 1), isomorphic to (the Abelian group) R2 and (the pseudo­
orthogonal group) SO(1, 1)0, respectively.

P roof. Let 

G
1 0 0 I f 1 0 0
x 1 0 : 9 G R > , H = 1 0 cosh 9 sinh 9
y 0 1 J 1 0 sinh 9 cosh 9

9 R
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It is clear that G =  R2 and H = SO(1,1)0, and that G and H are abstract subgroups of 
SE(1, 1). As R2 is closed, it follows that G is a closed subgroup of SE(1, 1). Therefore, by 
Cartan’s theorem (theorem A.1.1), we have that G is a closed Lie subgroup of SE(1, 1). By 
lemma 1.1.2, we have that G =  SO(1,1)0 is diffeomorphic to R, and so, again by Cartan’s 
theorem, H is a closed Lie subgroup of SE(1,1). ■

1.1.4 P roposition. SE(1, 1) decomposes as the semi-direct product R2 x SO(1,1)0.

P roof. We have that R2 is a normal subgroup of SE(1,1). Indeed,

1
v
w

0 0  
cosh tf sinh tf 
sinh tf cosh tf

1

1 0 0 
x 1 0  
y 0 1

0 0
x cosh tf +  y sinh tf 1 0  
x sinh tf +  y cosh tf 0 1

1 0
v cosh tf 
w sinh tf

e R2,

0 -1

sinh tf 
cosh tf

and so R2 is normal in SE(1, 1). It is clear that SO(1,1)0 n R2 =  {1}. Lastly, we have

1 0 0 1 0 0 1 0 0
x cosh tf sinh tf = x 1 0 0 cosh 9 sinh 9
y sinh tf cosh tf y 0 1 0 sinh 9 cosh 9

and so SE(1, 1) =  R2 SO(1,1)0. (As R2 and SO(1,1)0 are both subgroups of SE(1, 1), we have 
R2 SO(1,1)0 C SE(1,1).) Therefore SE(1,1) is the semi-direct product R2 x SO(1,1)0. ■

1.1.1 G roup o f m otions o f th e  M inkow ski plane

In this section we show that SE(1,1) is the group of orientation-preserving motions of the 
Minkowski plane. (In fact, SE(1, 1) is the group of hyperbolic rotations and translations.) 
We first recall some concepts from Lorentzian (i.e., Minkowski) geometry. The following 
exposition draws from [40, 23].

The M inkowski plane R 1,1 is the pair (R2, ©), where 0  denotes the L orentzian  inner 
product:

x © y =  —x 1y1 +  x2y2, x =  (xb x2), y =  (y1,y2) g R2.

The Lorentzian  norm  of x =  (x1, x2) G R2 is defined as

Hx^Lor = V x 0 X = —x2 +  x2 .

(Strictly speaking, the Lorentzian norm is not a norm, as || ■ ||Lor ^  0. However, given the 
obvious analogy between Minkowski and Euclidean space, similar terminology is typically 
employed.) The norm ||x||Lor can be positive, zero, or positive imaginary. A vector x is called 
spacelike if ||x ||Lor > 0, lightlike if ||x ||Lor = 0 and tim elike if ||x ||Lor is imaginary. A 
timelike or lightlike vector x =  (x1 ,x 2) is called positive (resp. negative) if x 1 > 0 (resp. 
x 1 < 0).

A Lorentz tran sfo rm atio n  is a bijective map 0 : R2 — R2 that preserves the Lorentzian 
norm, i.e., ||0(x)||Lor = ||x||Lor for every x G R2. Every Lorentz transformation is linear (cf.
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[40]). We shall call 0 a Lorentz isom etry  if it is bijective and ||0(x) — 0(y)||Lor =  ||x — y||Lor 
for every x, y G R2. (As || ■ ||Lor is not a proper norm, Lorentz isometries are not distance­
preserving maps in the usual sense. The terminology is again inspired by the analogy with 
Euclidean space.) A Lorentz transformation is a Lorentz isometry. The converse, however, 
does not hold in general. Furthermore, it turns out that all Lorentz isometries are affine 
maps.

1.1.5 P roposition. Every Lorentz transformation is a Lorentz isometry. Every Lorentz isometry 
fixing the origin is a Lorentz transformation.

P roof. Let 0 be a Lorentz transformation. Since 0 is linear, for every x, y G R2 we have 
ll0 (x) — 0 (y ) | Lor =  ||0(x — y)||Lor =  ||x — y||Lor. Hence 0 is a Lorentz isometry. Let f  be 
a Lorentz isometry such that f (0 )  =  0. We have, for every x G R2, | | f  (x)|Lor =  llf  (x) — 
f  (0)|Lor =  I|x — 0 1Lor =  ||x||Lor. Thus f  is a Lorentz transformation. ■

1.1.6 P roposition. Every Lorentz isometry is affine.

P roof. Let 0 be a Lorentz isometry such that 0(0) =  b. Define f  (x) =  0(x) — b. Then 
we have f  (0) =  0(0) — b =  0. Moreover, | |f  (x) — f  (y)||Lor =  ||0(x) — b — 0(y) +  b||Lor = 
||0(x) — 0(y)||Lor =  ||x — y||Lor. That is, f  is a Lorentz isometry fixing the origin, and so by 
proposition 1.1.5 it is linear. Therefore f(x )  =  Ax for some A G GL(2, R). It follows that 
0(x) =  Ax +  b, i.e., 0 is affine. ■

A Lorentz isometry 0 : R2 — R2, x — Ax +  b is said to be an o rien ta tion -p reserv ing  
m otion of R1,1 if det A =  1 and x — Ax transforms positive timelike vectors into positive 
timelike vectors.

1.1.7 T heorem. The semi-Euclidean group SE(1,1) is exactly the group of orientation-preserving 
motions of the Minkowski plane.

P roof. Let 0 : x — Ax +  b be an orientation-preserving motion of R 1,1. Since det A =  1 
and x — Ax preserves positive timelike vectors, it follows that A G SO(1,1)0. (Indeed, 
SO(1,1)0 is typically defined to be the group of such maps; cf. [40].) Identifying elements 
x =  (x1,x 2) G R2 with the column vector [1 x ]T =  [1 x 1 x2]T, we can write 0 in matrix 
form as

1 0 0
0 = 1 0 ' 

b A
= b1 cosh 9 sinh 9

b2 sinh 9 cosh 9

Thus 0 G SE(1 ,1). Conversely, every element of SE(1 ,1) is of this form. Therefore SE(1 ,1) is 
the group of orientation-preserving motions of R1,1. ■

1.1.2 T opological properties o f SE(1 ,1)

We show that SE(1 ,1) is diffeomorphic to R3. It follows that SE(1 ,1) inherits the topological 
properties of R3.

1.1.8 P roposition. SE(1 ,1) is diffeomorphic to R3.

P roof. By lemma 1.1.2, SO(1,1)0 is diffeomorphic to R. Since SE(1, 1) =  R2 x SO(1,1)0, 
we have that SE(1 ,1) is diffeomorphic to R2 x R =  R3. ■
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1.1.9 Corollary. SE(1,1) is connected, simply connected and non-compact.

P roof. By proposition 1.1.8, SE(1,1) is diffeomorphic to R3. Since the topological properties 
of connectedness, simply connectedness and compactness are preserved by diffeomorphisms, 
the result follows from the corresponding properties of R3. ■

1.1.3 A lg eb ra ic  p ro p e r t ie s  o f SE(1,1)

1.1.10 T heorem. The Lie algebra of SE(1,1) is

se(1, 1)
0 0 0
x 0 9
y 9 0

: x ,y ,9  e R

P roof. For brevity, let

m(x,y,9)  =
1 0 0 
x cosh 9 sinh 9 and M (x,y,9) =

0 0 0
x 0 9

y sinh 9 cosh 9 o__i

Let g =  {M (x,y,9) : x ,y ,9  e  R}. Consider a smooth curve $(•) : (—e, e) ^  SE(1,1) defined 
by g(t) =  m(x(t),y(t),9(t)),  where x(0) =  y(0) =  9(0) =  0. We have g(0) =  1, and so 
g(0) e TiSE(1,1) =  se(1,1). However, g(0) =  M(x(0), y(0), 9(0)) e g. Thus se(1,1) C g. 
For the converse, let X  =  M (x,y, 9) e g. Then h(-) : t ^  m(xt,yt ,9t)  is a smooth curve in 
SE(1,1) such that h(0) =  1 and h(0) =  X . That is, X  e se(1,1), and so g C se(1,1). Hence 
se(1, 1) =  g. ■

Define the s tan d a rd  (ordered) basis of se(1,1) to be (Ei)3=1, where

o o o __
1 1ooo ooo

E 1 = 1 0 0 
0 0 0

, E 2 = 0 0 0 
1 0 0

, E3 = 0 0 1 
0 1 0

(Ei and E 2 are the infinitesimal generators of translations and E 3 the infinitesimal generator 
of hyperbolic rotations.) The commutator relations (in terms of the matrix commutator 
[X, Y ] =  X Y  — Y X ) of the standard basis elements are given in table 1.1.

We denote by (E *)3=1 the dual basis for se(1,1)*. That is, each element E*, i =  1,2,3 
is defined by (E *,E j) =  S j , i , j  =  1,2, 3. We shall write elements of se(1,1) in coordinates 
as column vectors. On the other hand, elements of the dual space se(1,1)* will be written as 
row vectors.

1.1.11 P roposition. The centres Z(SE(1,1)) and Z(se(1,1)) are trivial.

P roof. We first show that Z(SE(1,1)) is trivial. Let g e Z(SE(1,1)). Then ghg 1h 1 =  1 
for every h e SE(1,1). In particular,

1 0 0 
x  cosh 9 sinh 9 
y sinh 9 cosh 9

1--- 1 0 0 ---
1

1 1 0---1 o 0 1 1---

1 0 0 
x  cosh 9 sinh 9 
y sinh 9 cosh 9

11--- 1 0 0'
1 1 0---1 o 0 1

1.
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[■, ■] Ei E 2 E 3

Ei 0 0 —E 2

E 2 0 0 —Ei

E3 E 2 Ei 0

Table 1.1: Commutator relations for the standard basis ( E )?=1 of se(1,1).

That is,
1 0 0 

cosh 0 — 1 1 0
sinh 0 0 1

1 .

This implies that 0 = 0. Next, we must have

1 0
0-

1 0
0 -

1 0
0- -1 1 0

x 1 0 0 cosh d sinh d x 1 0 0 cosh d
y 0 1 0 sinh d cosh d y 0 1 0 sinh d

0 -i -1

sinh d 
cosh d

That is,
1 0 0

(1 — cosh d)x — y sinh d 1 0 
(1 — cosh d)y — x  sinh d 0 1

1 .

1 .

The only solution to this equation, for every value of d G R, is x =  y =  0. Thus g =  1, and 
so Z(SE(1,1)) =  {1}.

By proposition A.1.5 we have that Z(se(1,1)) is the Lie algebra of Z(SE(1, 1)). Since the 
latter subgroup is trivial, it follows that Z(se(1,1)) is trivial, i.e., Z(se(1,1)) =  {0}. ■

1.1.12 T heorem. 
SE(1 ,1).

The only connected Lie group (up to isomorphism) with Lie algebra se(1,1) is

P roof. Let G be a connected Lie group with Lie algebra se(1,1). By theorem A.1.12, we have 
that G is isomorphic (as a Lie group) to SE(1, 1)/N, where N is a discrete normal subgroup of 
SE(1, 1). (As SE(1, 1) is simply connected, the universal cover SE(1, 1) is SE(1, 1) itself.) By 
proposition A.1.11, N is a subgroup of the centre Z(SE(1,1)) =  {1}, and so N is trivial. Thus 
G is isomorphic to SE(1, 1). ■

1.1.13 P roposition. In terms of the standard basis (Ej)3=1; the adjoint representations of SE(1,1) 
and se(1, 1) are

Adg =
cosh 0 sinh 0 —y 
sinh 0 cosh 0 —x and adX =

O
'

O 1 
1 

__
__

1

0 0 1 0 0 0

respectively. Here

g
1 0 0 0 0 0
x cosh 0 sinh 0 G SE(1,1) and X  = x 0 0
y sinh 0 cosh 0 y 0 0

G se(1,1).
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P roof. In terms of the ordered basis (Ei)3=1, the ith column of the matrix Adg is the image 
of Ei under Adg, written in coordinates. We have

0 0 0
Adg E 1 = gE1g- 1 = cosh 0 0 0

sinh 0 0 0
0 0

0-

Adg E 2 = gE2g- 1 = sinh 0 0 0
cosh 0 0 0
0 0

0-

Adg E 3 = gE3g- 1 = —y 0 1 =
—x 1 0

cosh 0E1 +  sinh 0E2

sinh 0E1 +  cosh 0E2

yE1 — xE2 +  E3.

Therefore the matrix Adg takes the required form. Next, let

g(-) : (—e,e) ^  SE(1, 1), t 1—y
1 0 0

v(t) cosh d(t) sinh d(t) 
w(t) sinh d(t) cosh d(t)

be a curve in SE(1, 1) such that g(0) =  1 and g(0) X . Since ad is the linearisation of Ad,
we have

adx
d
dt

0 i?(0) —w(0)' 0 0 —y
Adg(t) = id(0) 0 —v)(0) = 0 0 —x

t=0 0 0 0 0 0 0

1.1.14 P roposition. The semi-Euclidean group SE(1,1) and its Lie algebra se(1,1) are

(i) not nilpotent;

(ii) completely solvable;

(iii) exponential;

(iv) solvable;

(v) not simple; and,

(vi) not semisimple.

Furthermore, SE(1,1) is unimodular.

P roof. It suffices to prove the first six properties for se(1,1), since SE(1,1) is connected 
and simply connected (by corollary 1.1.9) and thus shares the same properties. (See section 
A.1.5.)

The spectrum of adX, X  =  xE 1 +  yE2 +  0E3 G se(1,1) is (0, —0,0). Hence the spectrum 
of adE3 is nonzero, and so se(1,1) is not nilpotent. On the other hand, since the eigenvalues 
of adX are real for every X  G se(1,1), we have that se(1,1) is completely solvable. This 
implies (proposition A.1.15) that se(1,1) is exponential and solvable. By proposition 1.1.3 
and proposition 1.1.4, R2 is a normal closed Lie subgroup of SE(1,1). Consequently, T1R2 = 
(E1,E 2) is an ideal of se(1,1). Thus se(1,1) is not simple. Since se(1,1) is solvable, by 
proposition A.1.17 it cannot be semisimple.

Finally, from proposition 1.1.13, we have tr(adx) =  0 for every X  G se(1,1). Therefore 
SE(1, 1) is unimodular (see proposition A.1.16). ■
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1.1.15 P roposition. The exponential map exp : se(1,1) ^  SE(1,1) is given by

exp X 1 [x sinh 0 +  y(cosh 0 — 1)] cosh 0 sinh 0 
1 [y sinh 0 +  x(cosh 0 — 1)] sinh 0 cosh 0

where X  =  xE 1 +  yE2 +  0E3 G se(1,1). (If 0 =  0, then expX may be obtained by taking the 
limit 0 ^  0 .)

P roof. The result follows by using the series expansion of the matrix exponential, viz.

X  X 2 X 3
exp X  = 1 +  YT +  i r + ^r + . . . .

(We used Mathematica to compute this series expansion. See section B.1 for the code.) If 
0 =  0, we get the expression given in the statement of the proposition. If 0 =  0, then

exp X

This is exactly the limit 0 ^  0 of the general expression for exp X . ■

1.1.16 P roposition. The exponential map exp : se(1,1) ^  SE(1,1) is a diffeomorphism.

P roof. From proposition 1.1.14, we have that se(1,1) is exponential, i.e., the exponential 
map is a diffeomorphism. (See section A.1.5.) ■

1.1.17 P roposition. In terms of the standard basis (Ei)3=1, the automorphism group of se(1,1) is

1 0 0
x 1 0
y 0 1

Aut(se(1,1))
x y v
cy Cx w
0 0 c

: v ,w ,x ,y  G R, c G {—1,1}, x2 =  y2

1 0 0

P roof. Let 0  G Aut(se(1,1)) and write 0  in terms of (Ei)?=1 as

01 02 03
0  = 61 62 63

61 62 63
Since 0  is an automorphism, we have 0  ■ [Ei ,E j] =  [0 ■ E ^ 0  ■ E j] for every i, j  =  1, 2, 3. In 
particular, we have

0  ' [E2, E3] =  [0 ■ E2 ,0  ■ E 3]
— 01 — 6362 +  62C3 
—61 — 03 C2 +  0263 

—C1
0.

This implies that c1 =  0, a 1 
[0 ■ E 1, 0  ■ E3], we get

6263 — 6362 and 61 =  0263 — 0362. Next, using 0  ■ [E1,E 3] =

02 (c2 — 1) — 036263' 
62 (c2 — 1) — 636263 

—62
0.
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Hence 62 =  0 and 02(62 — 1) =  62 (63 — 1) =  0. Since det 0  =  63(62 — 02), we cannot have both 
02 and 62 zero, and so 63 =  ±1. That is,

0
± 62 02 03
± 02 62 63

0 0 1

Setting v =  03, w =  63, x =  ± 62, y =  02 and c =  ±1 yields

x y v
0  = cy cx w , (1.1.1)

0 0 c

where det 0  =  x2 — y2 =  0. Conversely, every linear isomorphism of this form preserves the 
Lie bracket. (See the supporting Mathematica code in section B.1.1.) Hence, every element 
of Aut(se(1,1)) is of the form (1.1.1), as claimed. ■

1.1.18 P roposition. 
of the form

The elements E 1 +  E 2 and E 1 — E2 are eigenvectors of every automorphism

x y v
y x w
0 0 1

(1.1.2)

Furthermore, (E1,E 2) is an invariant subspace and (E1 +  E 2) U (E1 — E 2) is an invariant 
subset of every automorphism.

P roof. Let
x y v

0  = cy cx w G Aut(se(1,1))
0 0 c

We have 0■ (E1 +  E2) =  (x+ y)(E1 +  cE2) and 0■ (E 1 — E2) =  (x — y)(E1 — cE2). Consequently, 
(E1 +  E2) U (E1 — E 2) is an invariant subset and (E1, E2) is an invariant subspace of 0, and 
hence of every automorphism. Furthermore, if 0  is of the form (1.1.2), then c =  1, and so 
E 1 +  E 2, E 1 — E 2 are eigenvectors of 0. ■

1.2 Adjoint and Coadjoint Orbits

We (briefly) recall the necessary concepts of the adjoint and coadjoint representations. (For 
further details, see section A.1.4.) Let G be a matrix Lie group with Lie algebra g. The 
adjoint rep resen ta tio n  of G is the map Ad : G ^  GL(g), g ^  Adg, where Adg : g ^  g is 
defined by Adg X  =  gXg-1 . The coadjoint rep resen ta tio n  of G is the map Ad* : G ^  
GL(g*), g ^  Ad*-i where Adg-i is defined by the equation

(Ad*-i P ,X ) =  (p, Adg-i X ), p G g, X  G g.

(That is, Ad*- 1 is the dual of Adg- i .) The adjo in t o rb it through an element X  G g is the 
set Orb(X) =  {Adg X : g G G}. Similarly, the coadjoint o rb it through p G g* is defined as 
orb(p) =  {Ad*-i p : g G G}.

The following two results determine the adjoint and coadjoint orbits of SE(1,1). Section 
B.1.2 and section B.1.3 list the supporting Mathematica code. The adjoint and coadjoint 
orbits are graphed in figure 1.1.
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Figure 1.1: Adjoint and coadjoint orbits of SE(1, 1)

1.2.1 P roposition. We have the following adjoint orbits of SE(1,1) through X  =  xE 1 +  yE2 + 
6E 3 G se(1,1):

(i) I f  X  =  0, then the orbit of X  is trivial, i.e., Orb(X) =  {0}.

(ii) I f  6 =  0, x2 +  y2 =  0 and x2 =  y2, then the orbit of X  is the hyperbola Orb(X) =
{(x cosh $ +  y sinh $)E 1 +  (x sinh $ +  y cosh $)E2 : $ G R}.

(iii) I f  6 =  0, x2 +  y2 =  0 and

(a) x — y =  0, then the orbit of X  is the ray Orb(X) =  {t sgn(x)(E1 +  E 2) : t > 0}.

(b) x +  y =  0, then the orbit of X  is the ray Orb(X) =  {t sgn(x)(E1 — E 2) : t > 0}.

(iv) I f  6 =  0, then the orbit of X  is the (affine) plane Orb(X) =  6E3 +  (E1 ,E 2).

P roof. If X  =  0, then Adg X  =  0 for every g G SE(1,1), and so Orb(X) =  {0}. Suppose 
6 =  0 and x2 +  y2 =  0. Let

If x2 =  y2, then

g
1 0 0 
v cosh $ sinh $ 
w sinh $ cosh $

G SE(1,1).

Adg X
x cosh $ +  y sinh $ 
x sinh $ +  y cosh $ .

0

Thus the orbit of X  is the hyperbola Orb(X) =  {(x cosh $ +  y sinh $)E1 +  (x sinh $ + 
y cosh $)E2 : $ G R}. If x — y =  0, then

Adg X
x(cosh $ +  sinh $) 
x(sinh $ +  cosh $) 

0
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The expression cosh $ +  sinh $, $ G R takes any strictly positive real value. Consequently, the 
orbit of X  is the ray Orb(X) =  {sgn(x)t(E1 +  E 2) : t > 0}. If x +  y =  0, then

Adg X
x(cosh $ — sinh $) 
x(sinh $ — cosh $) ,

0

and since cosh $ — sinh $, $ G R again takes any strictly positive real value, we have Orb(X) = 
{sgn(x)t(E1 — E 2) : t > 0}.

Suppose 6 =  0. Then

Adg X
x cosh $ +  y sinh $ — w6 
x sinh $ +  y cosh $ — v6

6

Since 6 =  0, the expressions x cosh $+ y  sinh $ —w6 and x sinh $ + y cosh $ —v6 (for v, w, $ G R) 
take any value in R. Hence, the orbit through X  is the (affine) plane Orb(X) =  6E 3 +  (E1, E 2). 
Since the preceding calculations account for any possible value of X , the classification of 
adjoint orbits is complete. ■

1.2.2 P roposition. We have the following coadjoint orbits of SE(1 ,1) through p =  xE* +  yE | + 
6E* G se(1,1)*:

(i) I f  x =  y =  0, then the orbit of p is the point orb(p) =  {6E*}.

(ii) I f  x2 +  y2 =  0 and x2 =  y2, then the orbit of p is the hyperbolic cylinder orb(p) =
{(x cosh $ +  y sinh $)E* +  (x sinh $ +  y cosh $ )E | +  tE* : $, t G R}.

(iii) I f  x2 +  y2 =  0 and

(a) x — y =  0, then the orbit of p is the plane orb(p) =  {s sgn(x)(E* +  E*) +  tE3* : s > 
0, t G R}.

(b) x +  y =  0, then the orbit of p is the plane orb(p) =  {s sgn(x)(E* — E*) +  tE3* : s > 
0, t G R}.

P roof. From proposition 1.1.13, we have

i =
cosh $ 
sinh $

sinh $ —w 
cosh $ —v , g 1 =

1
v

0
cosh $

0
sinh $

0 0 1 w sinh $ cosh $
G SE(1 ,1).

By definition (Adg-i p, X ) =  (p, Adg-i X ) for any p G se(1,1)* and X  G se(1,1)*. Thus we 
have (in matrix form) Ad*-i p =  p ■ Adg- i .

If x =  y =  0, then Ad*-i p =  6E3* for every g G SE(1 ,1), and so orb(p) =  {6E3*}. Suppose 
x2 +  y2 =  0. If x2 =  y2, then

g

Ad*-i p
x cosh $ +  y sinh $ 
x sinh $ +  y cosh $ 

6 — wx — vy
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Since 6 — wx — vy, v, w G R takes any value in R, it follows that the orbit of p is the hyperbolic 
cylinder orb(p) =  {(x cosh $+y sinh $)E*+(x sinh $+y cosh $ )E |+ tE | : $, t G R}. If x —y =  0, 
then

Ad* i p
x(cosh $ +  sinh $) 
x(cosh $ +  sinh $) 

6 wx vx
The expression 6 — wx — vy (for v, w G R) takes any real value, and cosh $ +  sinh $, $ G R 
takes any value strictly greater than zero. Consequently, the orbit through p is the plane 
orb(p) =  {s sgn(x)(E* +  E*) +  tE* : s > 0, t G R}. Similarly, if x +  y =  0, then

Ad*-i p
x(cosh $ — sinh $) 
x(sinh $ — cosh $) 

6 — wx + vx
Here 6 — wx + vx, v, w G R (resp. cosh $ — sinh $, $ G R) takes any value in R (resp. any 
strictly positive value in R), and so orb(p) =  {ssgn(x)(E* — E*) +  tE3* : s > 0, t G R}. 
These cases account for every possible value of p, and so the classification of coadjoint orbits 
is complete. ■

Recall that a nondegenerate  invariant b ilinear form  on the Lie algebra g of a con­
nected Lie group G is a bilinear form B(-, ■) : g x g ^  R such that B(X, ■) =  0 implies X  =  0 
and B([X, Y], Z ) +  B(X, [Y, Z ]) =  0 for every X, Y, Z  G g. The existence of such a form implies 
that the adjoint and coadjoint orbits of G are linearly related (proposition A.1.14). Having 
calculated the adjoint and coadjoint orbits of SE(1, 1), we are able to show that se(1,1) does 
not admit any such bilinear form.

1.2.3 P roposition. There does not exist a nondegenerate bilinear form on se(1,1).

P roof. Suppose otherwise. Then by proposition A.1.14 there exists a linear isomorphism 
0  : se(1,1) ^  se(1,1)* such that 0  ■ Orb(X) =  orb(0 ■ X ) for every X  G se(1,1). Let X  = 
xE 1 +  yE2 =  0, where x2 =  y2. By proposition 1.2.1, Orb(X) is the hyperbola {(x cosh $ + 
y sinh $)E 1 +  (x sinh $ +  y cosh $)E2 : $ G R}, and so dim(Orb(X)) =  1. Since all coadjoint 
orbits are even dimensional, we thus have dim(0-Orb(X)) =  dim(orb(0-X)). This contradicts 
the assumption that 0  is a linear isomorphism. Therefore no such 0  exists, and so se(1,1) 
does not admit a nondegenerate invariant bilinear form. ■



Chapter 2

Classification of Full-Rank Control 
System s

In this chapter we study the left-invariant control affine systems on SE(1,1). We do so by 
employing a natural equivalence relation (detached feedback equivalence) between control sys­
tems, and classifying the systems under this equivalence relation. The problem of equivalence 
of control systems on a (simply connected) Lie group under detached feedback equivalence 
is shown to reduce to the problem of classifying affine subspaces of the associated Lie al­
gebra. Having obtained a classification of control systems, we are able to determine some 
controllability criteria for systems on SE(1, 1).

Detached feedback equivalence was introduced in [20] as a natural restriction of feedback 
equivalence. (Feedback equivalence is the weakest equivalence relation that establishes a one- 
to-one correspondence between trajectories of equivalent systems; cf. [14].) The full-rank 
left-invariant control affine systems on all three-dimensional Lie groups have recently been 
classified under detached feedback equivalence (see [18, 13, 16, 19]).

2.1 Preliminaries

We briefly recall some concepts from invariant control theory, as detailed in section A.2. 
An Binput left-invariant control affine system  £  =  (G, 5) on a (real, finite-dimensional) 
connected matrix Lie group G is a control system of the form

g =  g 5(1, u) =  g(A +  U1B 1 +  . . .  +  u ^ ) ,  g G G, u =  (u1, . . . ,u f )  G R .̂ (2.1.1)

(Here A, B 1, . . . ,  B  G g and B1, . . . ,  B  are linearly independent.) A tra jec to ry -co n tro l pair 
of £  is a pair (g(-), u(-)), where u(-) is an admissible control and g(-) is a trajectory. The trace  
of £  is the ^-dimensional affine subspace r  =  A +  r 0 =  A +  (B1, . . . ,  B^). £  is said to have 
full ran k  if Lie(r) =  g, i.e., r  generates the entire Lie algebra. (The full-rank condition is 
necessary for controllability of £.) Henceforth, we shall always assume that the systems under 
consideration have full rank. For convenience, we write (2.1.1) as £  : A +  u 1B 1 +  . . .  +  u^B^. 
£  is called hom ogeneous if A G r 0, and inhom ogeneous, otherwise.

Let £  =  (G, 5) and £ ' =  (G, 5') be two left-invariant control affine systems, with traces 
r  and r ',  respectively. £  and £ ' are said to be detached  feedback equivalent (or D F  - 
equivalent) if there exist diffeomorphisms 0 : G ^  G and : R  ̂ ^  R  ̂ such that Tg 0 ■ 
5(g,u) =  5'(0(g), < (̂u)) for every g G G and u G R .̂

17
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2.1.1 P roposition. D F -equivalence is an equivalence relation.

P roof. Let £  =  (G, 5), £ ' =  (G, 5 ') and £ '' =  (G, 5") be left-invariant control affine systems. 
Let 0 =  idc and p =  idR£. Then Tg0 =  idTgg for every g G G. Hence Tg0 ■ 5(g, u) =  5(g, u) = 
5(0(g), p(u)). That is, £  is DF-equivalent to itself, and so DF-equivalence has the reflexive 
property.

Next, suppose £  is DF-equivalent to £ '. Then there exist diffeomorphisms 0 : G ^  G and 
p : R* ^  R* such that Tg0 -5(g, u) =  5'(0(g), p(u)) for every g G G and u G R*. Consequently, 
(Tg0) - 1 ■ 5 '(0(g),p(u)) =  5(g,u) for every g G G and u G R*. As (Tg0) -1 =  T^(g)0-1 , we 
have T^(g)0-1 ■ 5 '(0(g),p(u)) =  5 (0 - 1(0(g)), p - 1(p(u))) for every 0(g) G G and p(u) G R*. 
That is, £ ' is DF-equivalent to £, and so DF-equivalence is symmetric.

Finally, suppose £  is DF-equivalent to £ ' and £ ' is DF-equivalent to £ ''. That is, there 
exist diffeomorphisms 0 1,0 2 : G ^  G and p 1, p 2 : R* ^  R* such that

Tg01 ■ 5(g,u) =  5 '(01(g ),p1(u)) and Tg02 ■ 5'(g, u) =  5 ''(02(g), P2(u))

for every g G G and u G R*. Let 0 =  02 o 0 1 and p =  p 2 o p 1. We have, for every g G G and 
u G R*,

Tg0 ■ u) =  T^i (g)02 ■ Tg 0 1 ■ 5 (g, u)

=  T<̂ i(g)02 ' 5 ' (0 1(g) ,P 1(u))
=  5 ' ' (02(0 1(g) ) ,P2(P 1(u))) =  5 ' ' (0 (g) ,p (u)).

Thus £  is DF-equivalent to £ '', and so DF-equivalence is transitive. ■

The following two results demonstrate that detached feedback equivalence is natural, in 
the sense that it preserves the trajectory-control pairs and the controllability of equivalent 
systems.

2.1.2 P roposition. I f  £  is D F -equivalent to £ ', then the trajectory-control pairs of £  and £ ' are 
in a one-to-one correspondence.

P roof. Let (g(-),u(-)) be a trajectory-control pair of £. Since £  and £ ' are DF-equivalent, 
there exist diffeomorphisms 0 : G ^  G and p : R* ^  R* such that Tg0-5(g, u) =  5 '(0(g), p(u)) 
for every g G G and u G R*. We will show that (0(g(-)), p(u(-))) is the unique trajectory- 
control pair for £ ' corresponding to (g(-),u(-)). Indeed, for almost every t we have

d
d t0 (g(t)) =  Tg(t)0 ' g(t)

=  Tg(t)0 ■ 5(g(t), u(t)) =  5'(0(g(t)), p(u(t))).

That is, (0(g(-)), p(u(-))) is a trajectory-control pair of £ '. Suppose 0(g1(-)) =  0(g2(-)) and 
p(u1(')) =  p(u2(-)), where (g1(-),u1(-)) and (g2(-),u2(-)) are trajectory-control pairs of £. 
Applying 0- 1 and p -1 , we have g1(-) =  g2(-) and u 1(-) =  u2(-). Hence, trajectory-control 
pairs are mapped injectively from £  to £ '. Next, let (g'(-),u'(-)) be a trajectory-control pair 
of £ '. Then (0- 1 (g'(-)),0-1 (u'(-))) is the trajectory-control pair of £  that is mapped to 
(g'(-),u'(-)) by 0 x p. Thus, trajectory-control pairs are mapped surjectively. Therefore, the 
trajectory-control pairs of £  and £ ' are in a one-to-one correspondence. ■
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2.1.3 P roposition. Suppose £  and £ ' are D F -equivalent. 
controllable.

£ is controllable if and only if £ ' is

P roof. Let A and A' denote the attainable sets (from identity) of £  and £ ', respectively. 
Suppose £  is controllable, i.e., A =  G (see proposition A.2.2). Since £  is DF-equivalent to £ ' 
(say, with respect to the diffeomorphisms 0 : G ^  G and p : R* ^  R*), there is a one-to-one 
correspondence between the trajectories of the two systems. In particular, g(-) is a trajectory 
of £  if and only if 0(g(-)) is a trajectory of £ '. Accordingly,

A' =  {h(T) : h(-) : [0,T ] ^  G is a trajectory of £ ', h(0) =  1 }
= {0(g(T)) : g(-) : [0, T] ^  G is a trajectory of £, g(0) =  1}
= 0(A) =  G.

Therefore £ ' is controllable. Swapping roles of £  and £ ', the same argument above shows 
that if £ ' is controllable, then £  is controllable. ■

As a final step, we show that for systems evolving on a simply connected Lie group, 
detached feedback equivalence may be characterised at the level of the Lie algebra. For 
brevity, introduce the following notation:

5 ui   5 ( ' , u 1) , 5 ui---uk   [5 Mi , 5 M2---Ufc], k > 1.

(Here u 1, . . . ,  u^ G R*.) We begin with a technical lemma.

2.1.4 Lemma. The Lie algebra g is given by g =  span{5ui...ufc(1) : u 1, . . . ,  uk G R*, k G N}.

P roof. We have r  =  {5u(1) : u G R*}. Consequently, using the characterisation of Lie(r) 
in section A.1.1, we have

Lie(r) =  span{A1, [A1, A2], [A1, [A2, A3]] ,.. . ,  [A1, [A2, . . . ,  [Ak-1 , Ak] ■ ■ ■ ]] : A* G r ,  k G N}
= span{5ui (1 ) ,. . . ,  [5ui (1), [5^  (1 ) , . . . ,  [5ufc_i (1), 5ufc (1)] ••• ]] : u* G R*, k G N}
= span{5ui...ufc(1) : u* G R*, k G N}.

Since £  has full rank (by assumption), we have g =  Lie(r), and the proof is complete. ■

2.1.5 T heorem. (c f . [20]) Suppose G is simply connected. £  and £ ' are D F -equivalent if and 
only if there exists a Lie algebra automorphism ^  : G ^  G such that ^  ■ r  =  r '.

P roof. Suppose £  and £ ' are DF-equivalent. Then there exist diffeomorphisms 0 : G ^  G 
and p : R* ^  R* such that 0*5u =  5^(u), i.e., Tg0 ■ 5(g,u) =  5'(0(g), p(u)) for every g G G 
and u G R*. We may assume that 0(1) =  1. Indeed, suppose 0(1) =  a. Then (La-io0)(1) =  1 
and

Tg (La-1 o 0 ) " 5 ([g, u) T3(g) 1 ' Tg0 ' 5 (g ,u)
=  T3(g)L«-i ' 5 ' (0 (g) ,p (u))
=  c/fa -1 0 ^  p (u)) =  5 ' ((Ta-i ◦ 0 )(g^ p (u)).
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That is, £  and £ ' are also DF-equivalent with respect to La-i o 0 and p. Hence, by replacing 
0 with La-i o 0 , we can alway arrange for 0 to preserve identity.

We first show that Ti0 ■ r  =  r ' . We have r  =  {5u(1) : u G R*}. Since Ti0 ■ 5 u(1) = 
5^(u)(0(1)) =  5^(u)(1) G r ',  it follows that T10 ■ r  C r '.  Moreover, as 0 is a diffeomorphism, 
T10 is a linear isomorphism, and so dim(T10 ■ r )  =  dim (r'). Thus T10 ■ r  =  r '.

It remains to show that Ti 0 is a Lie algebra automorphism. Since the pushforward by 0 
preserves the Lie bracket of vector fields, we have 0*[5ui ...ufc, 5vi-vm] =  [0*5ui -u fc, 0*5^...vm] 
for every u 1, . . . ,  uk, v1, . . . ,  G R*. Furthermore, as the Lie bracket of two left-invariant vec­
tor fields is left-invariant (see section A.2) , we have that 5 ui...ufc, 5 vi...Vm and [5ui...ufc, 5 vi...Vm] 
are left-invariant, for every u 1, . . . ,  uk, v1, . . . ,  G R* and k, m G N. Consequently,

(0*[5ui-ufc , 5 vi-«m ])(0 (1)) =  T10 ■ [5ui-ufc , 5 vi-vm ](1)
=  T10 ' [5ui-ufc (1), 5 vi-vm (1)].

In a similar fashion,

[0 *5 ui---ufc , 0 *5 vi---vm ](0 (1)) =  [(0 *5 ui---ufc )(0 (1)), (0 *5 vi---vm )(0 (1))]
=  [T10 ■ 5 ui-ufc (1), T10 ■ 5 vr -vm (1)].

That is, we have T10 ■ [5ui...ufc(1), 5vr ..vm(1)] =  [T10 ■ 5ur ..ufc(1),T10 ■ 5vr ..vm (1)] for every 
u 1, . . . ,  uk, v1, . . . ,  G R*. Let A, B G g. By lemma 2.1.4, we can write A =  S * a i5 ui...ufc. (1) 
and B =  S j  5 vi...vm (1) for some a;*,^- G R. Consequently,

T10 ■ [A, B] =  T10 ■ S i  a i5 ui---ufc. (1) , S j  ^ j5 vi-vmj (1)

=  S i,j  a i^ jT10 ■ [5ui---ufc. (1), 5 vi---vmj. (1)]

=  S i,j  a i^j [T10 ' 5 ur --ufc. (1),T10 ' 5 vi---vmj. (1)]

=  T10 ' ( S i  a i5 ui---ufc. (1)  ̂ ,T10 ' ( S j  ^ j5 vi-vmj (1) [T10 ■ A,T10 ■ B].

That is, T10 is a Lie algebra automorphism such that T10 ■ r  =  r '.
Conversely, suppose there exists a Lie algebra automorphism ^  : g ^  g such that ^ T  =  r '.  

As G is simply connected, there exists a Lie group automorphism 0 : G ^  G such that T10 =  ^  
(see theorem A.1.6). Since 5'(1, ■) is injective, the corestriction 5'(1, ■) : R* ^  r '  =  im 5'(1, ■) 
has an inverse, say £' : r '  ^  R*. Let p : R* ^  R* be the diffeomorphism defined by
p(u) =  {'(T10 ■ 5(1, u)). Then T10 ■ 5(1, u) =  (£')- 1(p(u)) =  5 '(1 ,p(u)) for every u G R*.
Lastly, we have 0 =  L^(g) o 0 o Lg-i for every g G G, and so

Tg0 ■ 5 (g, u) =  Tg (L (̂g) o 0 o Lg-i ) ■ u)

=  T1L (̂g) ■ T10 ■ TgLg-i ' 5 (g , u)
=  T1 L (̂g) ' T10 ' 5(1, u)
=  T1L (̂g) ' 5 ' (1, p (u)) =  5 ' (0 (g), p (u)).

That is, £  is DF-equivalent to £

Accordingly, the classification of systems (on a simply connected Lie group) under de­
tached feedback equivalence is reduced to the classification of affine subspaces r  of g under 
Lie algebra automorphisms. Since SE(1, 1) is simply connected (proposition 1.1.9), we shall 
follow this approach to the classification.
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2 .1.1 L -equ iva lence  o f affine su b sp aces

Let g be an n-dimensional (real) Lie algebra and let r  =  A +  r 0 =  A +  (B1, . . . ,  B*) be 
an ^-dimensional affine subspace of g, where B 1, . . . ,  B* are linearly independent. (We shall 
employ similar terminology and notation for affine subspaces as we do for control affine 
systems.) r  is said to have full ran k  if Lie(r) =  g. r  is called hom ogeneous if A G r 0, 
and inhom ogeneous, otherwise. We shall also refer to r  as an (0 0)-affine subspace if it is 
homogeneous, and as an (0  1)-affine subspace if it is inhomogeneous.

Let r  and r '  be affine subspaces of g. We say that r  is L-equivalent to r '  if there exists 
a Lie algebra automorphism 0  : g ^  g such that 0  ■ r  =  r '.

2.1.6 P roposition. L-equivalence is an equivalence relation.

P roof. Let r ,  r '  and r ' '  be affine subspaces of g. We have id■ r  =  r ,  i.e., r  is L-equivalent to 
itself. Thus L-equivalence is reflexive. Next, suppose r  is L-equivalent to r '.  Then there exists 
0  G Aut(g) such that 0  ■ r  =  r '.  Consequently, 0 -1 ■ r '  =  r .  Since 0 -1 is an automorphism, 
it follows that r '  is L-equivalent to r .  Thus L-equivalence is symmetric. Finally, suppose r  
is L-equivalent to r '  and r '  is L-equivalent to r ''.  That is, there exist automorphisms 0 1, 0 2
such that 0 1 ■ r  =  r '  and 0 2 ■ r '  =  r ''.  Then 0 2 ■ 0 1 ■ r  =  0 2 ■ r '  =  r ' ',  i.e., r  and r ' '  are
L-equivalent. Hence L-equivalence is transitive. ■

Two L-equivalent affine subspaces must have the same dimension and homogeneity. (This 
is because automorphisms preserve both dimension and homogeneity of affine subspaces.) 
Furthermore, the full-rank condition is invariant under L-equivalence. Indeed, we have the 
following result.

2.1.7 P roposition. Let 0  : g ^  g be a Lie algebra automorphism. r  has full rank if and only if 
0  ■ r  has full rank.

P roof. Let 0  G Aut(g). Using the characterisation of Lie(r) given in section A.1.1, we have

Lie(0 ■ r )  =  span {B1, [B1,B 2] , . . . ,  [B1, [B2, . . . ,  [Bfc- 1,B fc] ■ ■ ■ ]] : B* G 0  ■ r ,  k G N}
= span {0 ■ A1, . . . ,  [0 ■ A1, [0 ■ A2, . . . ,  [0 ■ Afc- 1,0  ■ Afc] ■ ■ ■ ]] : A* G r ,  k G N}
= span {0 ■ A1, 0  ■ [A1, A2] , . . .  ,0  ■ [A1, [A2, . . . ,  [Afc- 1, Afc] ■ ■ ■ ]] : A* G r ,  k G N}
= 0  ■ Lie(r).

Therefore, if Lie(r) =  g, then Lie(0 ■ r )  =  g, and so 0  ■ r  has full rank. Conversely, if 0  ■ r  
has full rank, for 0  G Aut(g), then r  =  0 -1 ■ (0 ■ r )  has full rank. ■

The following characterisations of the full-rank condition are used throughout the classi­
fication.

2.1.8 P roposition. Two affine subspaces r  =  A +  r 0 and r '  =  A' +  r '0 are L-equivalent if and 
only if there exists an automorphism 0  such that 0  ■ A G r '  and 0  ■ r 0 =  r ' 0.

P roof. Suppose r  and r '  are L-equivalent. Thus there exists 0  G Aut(g) such that 0 T  =  r '.  
Then 0  ■ A G 0  ■ r  =  r ' , i.e., 0  ■ A = A' +  B ' for some B' G r ' 0. Consequently, from 0  ■ r  =  r ',  
we have 0■ A + 0  ■ r 0 =  A' +  T'°, i.e., A' +  B ' +  0  ■ r 0 =  A' +  r ' 0. This implies that 0■ r 0 =  r '0 
(since B' G r ' 0).

Conversely, suppose 0  ■ r 0 =  r '0 and 0  ■ A G r '.  Then 0  ■ A =  A' +  B' for some B' G r ' 0. 
Consequently, 0  ■ r  =  0  ■ A +  0  ■ r 0 =  A' +  B' +  r '0 =  A' +  r '0 =  r '.  Thus r  and r '  are 
L-equivalent. ■
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2.1.9 P roposition. Let g be a three-dimensional Lie algebra,.

(i) A (1 ,1)-affine subspace r  =  A +  (B) of g has full rank if and only if A, B and [A, B] 
are linearly independent.

(ii) A (2, 0)-affine subspace r  =  (B1, B2) of g has full rank if and only if B1, B2 and [B1, B2] 
are linearly independent.

(iii) Any (2, 1) -affine subspace of g has full rank.

P roof.

(i) We have that {A, B} is linearly independent. Suppose [A, B] G (A, B). Then Lie(r) = 
Lie({A, B}) =  (A, B) =  g, i.e., r  does not have full rank. Conversely, if {A, B, [A, B]} 
is linearly independent, then we must have dim(Lie(r)) =  dim(Lie({A, B, [A,B]})) = 
dim(g), since g is three-dimensional. That is, Lie(r) =  g.

(ii) The set {B1,B 2} is linearly independent. If [B1,B 2] G (B1 ,B 2), then we have Lie(r) = 
Lie({B1, B2}) =  (B1, B2) =  g, i.e., r  does not have full rank. For the converse, suppose 
{B1,B 2, [B1,B 2]} is linearly independent. Then dim(Lie(r)) =  dim(g), and so Lie(r) =
g.

(iii) Let r  =  A +  (B1,B 2) have full rank, where {A, B1,B 2} is linearly independent. Since 
g is three-dimensional, we have dim(Lie(r)) =  dim((r)) =  dim(g), i.e., Lie(r) =  g. ■

The next result enables one to gain a “pre-classification” of homogeneous subspaces based 
on the classification of the inhomogeneous affine subspaces of dimension one less (thereby 
reducing the computations that need to be performed).

2.1.10 P roposition. Let r  be a full-rank (  ̂ +  1,0)-affine subspace of a Lie algebra g. Suppose 
{r* : i G I } is an exhaustive collection of L-equivalence class representatives for (£, 1)-affine 
subspaces of g. Then r  is L-equivalent to at least one element of {(r*) : i G I }.

P roof. Let r  =  (A, B1, . . . ,  B*). Then A +  (B1, . . . ,  B*) is a full-rank (£, 1)-affine subspace, 
and we have r  =  (A +  (B1, . . . ,  B*)). Furthermore, A +  (B1, . . . ,  B*) is L-equivalent to r* for
some i G I . Hence, there exists 0  G Aut(g) such that 0  ■ (A + (B1, . . . ,  B*)) =  r*. Accordingly,

0  ■ r  =  0  ■ (A +  (B1, . . . ,  B*)) =  (0 ■ (A +  (B1, . . . ,  B*))) =  (r*).

That is, r  is L-equivalent to (r*) for some i G I . ■

2.2 Classification Under Detached Feedback Equivalence

In this section we classify all full-rank affine subspaces of the semi-Euclidean Lie algebra 
se(1,1) under L-equivalence. We then reinterpret these results as a classification, under 
detached feedback equivalence, of the full-rank control affine systems on SE(1,1). In addition, 
we provide complete classifying conditions for the class representatives. Finally, we obtain 
controllability criteria in terms of the detached feedback equivalence representatives. Table
2.1 provides a summary of the results obtained. Section B.2 lists supporting Mathematica 
code that verifies the calculations.



C h a pter  2. C lassification  of F ull-R ank C ontrol Systems 23

We outline the approach followed in the classification. We first distinguish between the 
dimension of the affine subspaces (since affine subspaces of different dimensions cannot be 
L-equivalent). This separation of cases constitutes sections 2.2.1 and 2.2.2. For the latter 
section, we further distinguish between the homogeneous (i.e., (2, 0)) and the inhomogeneous 
(i.e., (2,1)) affine subspaces. Note that there are no (0,0)- or (1,0)-affine subspaces of se(1,1) 
that have full rank. Furthermore, there is only one (3,0)-affine subspace, namely se(1,1) itself. 
(Accordingly, we are only concerned with the (1,1)-, (2,0)- and (2, 1)-affine subspaces.) Lastly, 
the classifying conditions separate the various cases within each proof, and consist of various 
conditions on the linear part r 0 of the affine subspace.

We recall the automorphism group of se(1,1). In terms of the standard basis (Ei)f=1, any 
automorphism 0  £ Aut(g) is of the form

x y v
0  = cy cx w

0 0 c
(See proposition 1.1.17.) Here c £ {-1,1} and x2 =  y2. (If we refer to an arbitrary automor­
phism, we shall assume it is of this form.) Lastly, let (E*)f=1 denote the dual of the standard 
basis. We shall consider the basis elements E*, i =  1,2,3 as projections onto the ith axis. 
(Indeed, for X  =  x 1E 1 +  x 2E 2 +  x3E3 £ se(1,1), we have E*(X) =  x%, i =  1,2,3.)

2 .2 .1  O n e -d im en sio n a l affine su b sp aces

2 .2.1 P roposition. Any (1 ,1)-affine subspace r  =  A  +  r 0 is L-equivalent to exactly one of the 
following affine subspaces:

r (1M) =  E 1 +  <Es) E 3( r 0) =  {0}

r21«1} =  aEa +  <E1) E3 ( r 0) =  {0}.

Here a > 0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. Suppose that E*(r) =  {0}. Then r  is of the form r  
E 3) and

■01
1 0 —61
0 1 —62
0 0 1

a^E! +  a.2 E2 +  <61E 1 +  62 E 2 +

is an automorphism such that 0 1 ■ r  =  a1E 1 +  a2E 2 +  <E3). We have [a1E 1 +  a2E2,E 3] =
a 1[E1, E 3] +  a2[E2, E3] =  —a 1E2 — a2E 2. By proposition 2.1.9, since r  has full rank, the set 
{a1E 1 +  a2E2, E 3, —a2E 1 — a1E 2} is linearly independent. That is,

a 1 0 —a2
a2 0 —a1
0 1 0

= 0 a 12 — a22 =  0.

Consequently, we have an automorphism

02

a 1 a2 0
al -a2 1c3

a 2 ai 01INi-H

1

a1-a 2
0 0 1

(det 0 2 =  a2 — a2 =  0)
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such that 0 2 ■ r  =  E 1 +  <E3). Thus r  is L-equivalent to r11,1).
Suppose E3*(r0) =  {0}. Then we have r  =  a 1E 1 +  a2E 2 +  a3E 3 +  <b1E 1 +  b2E 2), where

a3 =  0. (If a3 =  0, then r  does not have full rank.) Thus

1 0 _ai"
a3

0 1 _ 02
a3

0 0 1

is an automorphism such that 0 3 ■ r  =  a3E 3 +  <b1 E 1 +  b2E 2). We have [a3E 3,b1E 1 + 
b2E2] =  a3b1[E3, E 1] +  a3b2[E2,E 3] =  a3b1E 2 — a3b2E 1. Accordingly, the set {a3E 3,b1E 1 + 
b2E2,a 3b1E 2 — a3b2E 1} is linearly independent (again by proposition 2.1.9). Equivalently,

0 b1
0 b2
a3 0

Hence b2 =  b2, and so

a3b2
a3b1
0

= 0 a2(b1 — b2) =  0.

04

bi b2
b1-b2 b\-bl
sgn(a3)b2 sgn(a3)bi

bl - b2 bi-b2
0 0

0

0
sgn(a3)

(det 0  =  b2 — b2 =  0)

is an automorphism such that 0 4 ■ r  =  sgn(a3)a3E3 +  <E1) =  |a3|E3 +  <E1). Therefore r  is 
L-equivalent to ^ O ^ , where a  =  |a3| > 0.

We have that <E1,E 2) is an invariant subspace of every automorphism of se(1,1) (see 
proposition 1.1.18). Accordingly, 0  ■ <E1) C <E1,E 2) for every automorphism 0. Hence r ^ ’̂  
cannot be L-equivalent to ^O ^ .

Suppose r21a1) is L-equivalent to ^ ^ V , for some a, a ' > 0. That is, there exists 0  £ 
Aut(se(1,1)) such that 0  ■ r21a1) =  ^ ^ V . Then from proposition 2.1.8 we have 0  ■ (aE 3) £ 

r21<y =  a 'E 3 +  <E1), i.e.,

avE 1 +  aw E2 +  caE 3 £ a 'E 3 +  <E1).

This implies a  =  ca'. As a, a ' > 0 and c £ {—1,1}, it follows that a a'

2 .2 .2  T w o -d im en s io n a l affine su b sp aces

We begin with the homogeneous case. The classification of (2,0)-affine subspaces follows 
easily from the results for the one-dimensional case.

2.2.2 P roposition. Any (2,0)-affine subspace is L-equivalent to r (2,0) =  <E1,E 3).

P roof. By proposition 2.1.10, we have that any (2,0)-affine subspace r  is L-equivalent to 
<r(11’1)) =  <E1,E 3) or <r31„1)) =  <aE3,E 0  =  <Eb E3). ■
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2.2.3 P roposition. Any (2, 1)-affine subspace r  =  A  +  r 0 is L-equivalent to exactly one of the 
following affine subspaces:

r (!2,1) =  E 2 +  (E l,E s) E 3*(r°) =  {0}, Ei +  E 2 , El -  E 2 i  r 0

r22,1) =  El +  (El +  E 2, Es) E 3(r°) =  {0}, Ei ±  E 2 i  r°

=  aEs +  (E i,E 2) E3(r°) =  {0}.

Here a  > 0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. Suppose that ES(r°) =  {0}, E 1 +  E 2 i  r°  and E 1 — E 2 i  r° . We have r  =
a iE i +  a2E2 +  (biEi +  62E2, ciEi +  C2E2 +  Es) with b2 =  b^ Then

■01
1 0 —c1
0 1 —c2
0 0 1

is an automorphism such that ^ 1 ■ r  =  a 1E 1 +  a2E 2 +  (b1E 1 +  b2E2,E S). Next, we have an 
automorphism

^2

bi
b?-b|

62
"61- 62

0

62
61-62 
61 0

1- 62 0
0 1

(det ^2 =  b2 — b2 =  0)

such that ^ 2 ■ ^ 1 ■ r  =  a/1E 1 +  a'2E 2 +  (E1,E S) for some a/1,a /2 i  R. Since ^ 2 ■ ^ 1 ■ r
is inhomogeneous, it follows that a'2 =  0. Consequently, we have an automorphism ^ S =
diag (~r, , 1) such that ^ s ■ ^2 ■ ^1 ■ r  =  Of-Ei +  E2 +  (^ E i ,  E s) =  E 2 +  (E i,Es). Thus r

(2 1)is L-equivalent to T3 .
Suppose E3(T°) =  {0} and E 1 ±  E 2 i  r° . Then r  =  a 1E 1 +  a2E 2 +  (E1 ±  E2,b1E 1 +

b2E2 +  ES), and we have an automorphism

1 0 —b1
0 1 —b2
0 0 1

■04 =

such that 0 4 ■ r  =  a 1E 1 +  a2E 2 +  (E1 ±  E 2, ES). Since 0 4 ■ r  is inhomogeneous, a 1E 1 +  a2E2
a 1 1is not a scalar multiple of E 1 ±  E 2. That is, 

Therefore
a2 ±1

= 0, or, equivalently, a 1 t  a2 =  0.

05
a

t

ai
1 a2 a2a2 a1 22
0

a 2
a1 -a 2 I ai _L_ 2 2a1 a2
0

0
0
1

is an automorphism such that 0 5 ■ 0 4 ■ r  =  E 1 +  / (E1 +  E2), ± E S\  =  E 1 +  (E1 +  E 2, E S).a1 -  a2
Thus r  is L-equivalent to r22,1).

Suppose E S*(r°) =  {0}. Then r  =  aSE S +  (E1,E 2) and 0 6 =  diag(1, sgn(aS), sgn(aS)) is an
automorphism such that 0 6 ■ r  =  sgn(aS)aSE S +  (E1, sgn(aS)E2) =  |aS|ES +  (E1,E 2). Hence 

(2 1)r  is L-equivalent to TSa ), where a  =  |aS| > 0.
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From proposition 1.1.18, {E1,E 2 ) is an invariant subspace and {E1 +  E2) U {E1 — E 2) is 
an invariant subset of any automorphism of se(1,1). Hence, no two of r12,1), r22,1) and r 2̂̂  
can be L-equivalent.

Suppose that r32,1) is L-equivalent to r ^ V , for some a, a' > 0. Thus, there exists an
(2 1) (2 1)automorphism such that ■ r 3 a ) =  r 3 a/ . Hence, by proposition 2.1.8 we have ■ (aE 3) G 

r 32«') =  a'Ea +  {E1,E 2), i.e.,

a vE 1 +  awE 2 +  qaE3 G a 'E 3 +  {E1, E2).

This implies that a  =  qa'. As a, a ' > 0 and q G {—1,1}, it follows that a  =  a '. ■

2.2 .3  C lass ifica tio n  o f fu ll-ra n k  c o n tro l sy s te m s

Having classified the full-rank affine subspaces of se(1,1) in sections 2.2.1 and 2.2.2, we can 
now reinterpret those results as a classification, under detached feedback equivalence, of the 
full-rank left-invariant control affine systems on SE(1, 1). As a corollary, we determine the 
controllable systems.

2.2.4 T heorem. Let £  be a full-rank left-invariant control affine system on SE(1,1) with trace
r  =  a  +  r 0.

(i) I f  £  is an inhomogeneous single-input control affine system, then it is DF-equivalent to 
exactly one of the following systems:

£ (11 j1) : E 1 +  uE 3 E 3*(r°) =  {0}

£21«1) : aE 3 +  uE 1 E 3(r°) =  {0}.

Here a > 0 parametrises a family of class representatives, each different value corre­
sponding to a distinct (non-equivalent) representative.

(ii) I f  £  is a homogeneous two-input control affine system, then it is DF-equivalent to the 
system £ (2 ’ 0) : u 1E 1 +  u2E 3.

(iii) I f  £  is an inhomogeneous two-input control affine system, then it is DF-equivalent to 
exactly one of the following systems:

£j_2,1) E 2 +  u 1E 1 +  u2E3 E3(r°) =  {0}, E 1 +  E 2,E 1 — E2 G r°
£ (2 1) 
£ 2 E 1 +  u 1(E1 +  E 2) +  u2E 3 E3(r°) =  {0} ,E 1 ±  E 2 G r°
£ (2 1)
£ 3 , a aE 3 +  u 1E 1 +  u2E 2 E3(r°) =  {0}.

Here a > 0 parametrises a family of class representatives, each different value corre­
sponding to a distinct (non-equivalent) representative.

(iv) I f  £  is a homogeneous three-input control affine system, then it is DF-equivalent to the 
system £ (3 ’ 0) : u 1E 1 +  u2E 2 +  u3E 3.
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Type Conditions Representative (a > 0)

(1, 1)
E 3( r 0) =  {0} £ (11’1) : E 1 +  UE3

E 3( r 0) =  {0} £2 ’̂  : aE3 +  UE1

(2, 0) £ (2,0) : u1E 1 +  u2E3

(2, 1)

E 3*(r0) =  {0}, E 1 +  E 2, E 1 -  E 2 e r 0 £1 ’ ) : E 2 +  U1E 1 +  U2E 3

E 3*(r0) =  {0}, E 1 ±  E 2 e r 0 £ ^   ̂ : E 1 +  U1(E1 +  E 2) +  U2E3

E 3( r 0) =  {0} £ 32a1) : aE3 +  U1E 1 +  U2E2

(3, 0) £ (3,0) : U1E 1 +  U2E2 +  U3E 3

Table 2.1: Classification of full-rank left-invariant control affine systems on SE(1,1)

P roof. We illustrate by proving item (i). (The proof of the other items is similar.) Let £ 
be a single-input inhomogeneous control affine system, with trace r  =  A +  r 0. Since r  is a
(1, 1)-affine subspace of se(1, 1), by proposition 2.2.1 it is L-equivalent to exactly one of the 
subspaces r^1’̂  =  E 1 +  (E3} or =  a E 3 +  (E1}. That is, there exists e Aut(se(1,1))
such that ^  ■ r  =  r (11’1) if E*(r°) =  {0} and ^  ■ r  =  r^ l^  if E3*(r0) =  {0}. By theorem 2.1.5, 
we thus have that

£  is D F -equivalent to
£ (11’1) if E3* (r°) =  {0} 

£21a1) if E3(r°) =  {0}.

Inspection of the L-equivalence classifications of two-input systems in proposition 2.2.2 and 
proposition 2.2.3 yields the results of items (ii) and (iii). Lastly, it is clear that any (3,0)- 
affine subspace is L-equivalent to the subspace (E1,E 2,E 3}. It follows that any three-input 
homogeneous control affine system is DF-equivalent to the system £ (3,0). ■

2.2.5 Corollary. Any controllable left-invariant control affine system on SE(1,1) is DF-equiv­
alent to exactly one of the following systems:

£ (2’0) : U1E 1 +  U2E 3 £12,1) : E 2 +  U1E 1 +  U2E 3 £ (3’0) : U1E 1 +  u2E 2 +  U3E 3 .

P roof. Let £  be a left-invariant control affine system on SE(1,1), with trace r  =  A +  r 0. 
By proposition A.2.3, £  is controllable if and only if Lie(r0) =  se(1,1). Furthermore, con­
trollability is preserved under detached feedback equivalence (proposition 2.1.3). Conse­
quently, no single-input system on SE(1,1) is controllable. Since [E3, E 1] =  E2, we have 
Lie((E1,E 3}) =  se(1,1). Thus £ (2’0) is controllable, and so any controllable homogeneous 
two-input system on SE(1,1) is DF-equivalent to £ (2,0). Next, we have [E1,E 2] =  0 and 
[E1 +  E2, E 3] =  - E 2 -  E 1. Thus Lie((E1, E2}) =  se(1,1) and Lie((E1 +  E2, E 3}) =  se(1,1).

(2 1) (2 1)Hence, neither £2 ’ ' nor £ 3 'a is controllable. It follows that any controllable inhomogeneous
(2,1)two-input system is DF-equivalent to £1 ’ ). Finally, any three-input system on SE(1,1) is 

controllable, and is DF-equivalent to £ (3,0). ■





Chapter 3

Classification of Quadratic 
H am ilton-Poisson System s

In chapter 2, we classified (under detached feedback equivalence) all full-rank left-invariant 
control affine systems on SE(1, 1). A natural next step is to consider the associated (left- 
invariant) optimal control problems for some given cost and boundary conditions (see section 
A.3). In particular in this thesis, we consider optimal control problems with fixed time and 
quadratic cost:

g =  g(A +  U1B 1 +  . . .  +  u^ ) ,  g (-):[0 ,T  ] ^  SE(1,1), u(- ) :[0,T  ] ^  R  (3.0.1) 
g(0) =  1 , g(T) =  g1, g1 e SE(1,1), T >  0 fixed (3.0.2)

J ( u(-)) = x(u(t)) dt ^  min. (3.0.3)
0

Here the cost function x : R  ̂ ^  R, u ^  ut Qu is a positive definite quadratic form on R .̂ 
Using Pontryagin’s Maximum Principle (section A.3.4), the optimal control problem (3.0.1)- 
(3.0.2)-(3.0.3) is lifted to a family of invariant Hamiltonian functions on the cotangent bundle 
T*SE(1,1). This is then reduced to a single Hamiltonian function H  e C^(se(1,1)*) on 
the minus Lie-Poisson space se(1,1)-. The extremal controls for (3.0.1)-(3.0.2)-(3.0.3) are 
linearly related to the integral curves of the Hamilton-Poisson system (se(1 ,1 )-,H ). (See, 
in particular, theorem A.3.8.) Furthermore, by theorem A.3.8, H  is of the form H  =  Ha,q , 
where

HA’Q(p ) =  (p, A} +  Q(p). (3.0.4)

(Here A e se(1,1) and Q is a positive semidefinite quadratic form on se(1,1)*.) Thus the 
problem of determining the extremal controls for an optimal control problem (3.0.1)-(3.0.2)- 
(3.0.3) is reduced to the problem of finding the integral curves of the Hamilton-Poisson system 
(3.0.4).

In this chapter we shall consider all (quadratic) Hamilton-Poisson systems of the form 
(se(1,1)-,HA’Q), where Q is positive semidefinite. We classify such systems up to affine iso­
morphisms, beginning with the homogeneous systems (i.e., those for which A =  0). Based on 
the classification of homogeneous systems, we then arrive at a classification of the inhomoge­
neous systems (where A = 0). We obtain normalised class representatives for all equivalence 
classes (see table 3.1). Chapter 4 is concerned with the stability analysis and integration of 
(some of) the normal forms obtained.

29
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3.1 Preliminaries

We recall some notational conventions and some concepts relating to Lie-Poisson spaces. Let 
g be an (real) n-dimensional Lie algebra with dual space g*. Denote the standard (ordered) 
basis of g by (Ei)™=1 and the dual basis by (E*)™=1. In terms of these bases, we will write 
elements of the Lie algebra as column vectors and elements of the dual space as row vectors. 
(Consequently, the pairing (■, ■} : g* x g ^  R is given by matrix multiplication: (p, X } =  pX .) 

The (m inus) Lie-Poisson bracket {■, ■} on g* is given by

{F, G}(p) =  -  ^ad^F(p) P, dG(p)^>

= -  (p, [dF(p), dG(p)]}, F, G e C~(g*).

(Here addF(p) is the dual of the adjoint map addF(p) =  [dF(p), ■] and [■, ■] denotes the Lie 
bracket on g. As dF(p) and dG(p) are linear functions on g*, they are elements of g** =  g.) 
The Lie-Poisson space (g*, {■, ■}) is denoted by g*. A linear Poisson au tom orph ism  is a 
linear isomorphism ^  : g* ^  g* such that {F, G }o^ =  {F o^ , G o^} for every F, G e C^(g*). 
(Linear Poisson automorphisms are exactly the dual maps of Lie algebra automorphisms; see 
proposition A.3.3.)

The H am ilton ian  vector field H  associated to a Hamiltonian function H  e C^(g*) is 
defined by H [F] =  {F, H }. In coordinates, H (p) =  addH(p) p. A C asim ir function is a
function C e C^(g*) such that C =  0, i.e., Casimir functions Poisson-commute with every 
element of C^(g*).

A q u ad ra tic  H am ilton-Poisson system  is a pair (g*, Ha,q ), where g* is a Lie-Poisson 
space and Ha ,Q e C~(g*) is a Hamiltonian function of the form Ha,q (p ) =  La (p ) +  Q(p). 
Here La (p ) =  (p, A}, A e g and Q is a positive semidefinite quadratic form on g*. In 
coordinates, Ha,q  takes the form Ha,q (p ) =  pA +  1pQpT. (Here Q e Rnxn is the symmetric 
positive semidefinite matrix associated to Q.) If no ambiguity results, we shall identify a 
Hamilton-Poisson system with its Hamiltonian function.

The system (g*, Ha,q ) is called hom ogeneous if A =  0, and inhom ogeneous, other­
wise. We abbreviate a homogeneous Hamilton-Poisson system H0,q  by H q . Furthermore, 
notice that to every inhomogeneous system Ha ,q  is associated a homogeneous system H q . 
(This fact shall prove useful in relating the classification of inhomogeneous systems to that 
of the homogeneous systems.)

It is useful to consider the Hamiltonian vector field corresponding to a quadratic Hamil­
tonian function Ha,q . Indeed, let Ha,q (p ) =  La (p ) +  H q (p ) =  (p, A} +  Q(p). We have 
H q (p ) =  addHe (p) p and La (p ) =  ad^n (p) p =  adAp. Therefore, since X  ^  adXp is a linear 
map on g for every p e g*, we get

HA,Q(p) =  add(LA+HQ)(p) p

=  adA+dHQ(p) p
=  ad A p +  addne (p) p =  La (p ) +  H  q (p ).

That is, HA’Q decomposes as the sum La + H q .
Two quadratic Hamilton-Poisson systems Ha,q  and HB,R on a (minus) Lie-Poisson space 

g- are said to be affinely equivalent (or A-equivalent) if there exists an affine isomorphism 
^  : g* ^  g*, p ^  ^ 0(p) +  q such that ^0 ■ Ha ,q =  Hb r  o ^ .
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3.1.1 P roposition. Affine equivalence is an equivalence relation.

P roof. Let Ha,q , Hb ,r  and HC,S be quadratic Hamilton-Poisson systems on a (minus) Lie- 
Poisson space g - . We have idfl* ■ Ha,q =  Ha,q o idfl*, and so Ha,q is A-equivalent to itself. 
Thus A-equivalence is reflexive. Next, suppose that Ha,q is A-equivalent to HB,R. Thus 
there exists an affine isomorphism ^  : p ^  ^o(p) +  q such that ^ 0 ■ Ha ,q  = HB,R o ^ . Then 

1' Hb ,r  =  Ha,q o ^  1, and so HB,R is equivalent to Ha,q . Hence the symmetric property 
is satisfied. Lastly, suppose that Ha,q is A-equivalent to HB,R and HB,R is A-equivalent to 
HC,S. Thus, there exist affine isomorphisms ^  : p ^  ^ 0(p) +  q and ^  : p ^  ^0(p) +  q7 such 
that ^ 0 Ha,q =  Hb ,r o ^  and ^0■ Hb ,r  =  Hc,s o^ '. Then : p ^  (^0 •^0)(p) +  ̂ 0(q)+q/ 
is an affine isomorphism such that ( ^ 0 ■ ^ 0) ■ Ha,q =  ^ 0 ■ HB,R o ^  =  HC,S o ( ^  o ^ ), and so 
Ha,q is A-equivalent to HC,S. Therefore A-equivalence satisfies the transitivity property. ■

The next proposition demonstrates that A-equivalence is a natural equivalence relation (in 
the sense that affine equivalence preserves the appropriate properties of equivalent systems, 
specifically the integral curves and equilibrium points).

3.1.2 P roposition. I f  Ha,q is A-equivalent to HB,R, then the integral curves and equilibrium 
points of Ha,q and HB,R are in a one-to-one correspondence.

P roof. Let p(-) be an integral curve of Ha,q . That is, p(t) =  Ha,q(p (£)). Since Ha,q
and Hb ,r  are A-equivalent, there exists an affine isomorphism ^  : p ^  ^ 0(p) +  q such that 
^ 0 ■ Ha,q =  HB,R o ^ . We will show that ^(p(-)) is the unique integral curve of HB,R 
corresponding to p(-). Indeed,

d
dt ̂ (p (t)) =  Tp(t)^ ■ p(t)

=  ^ 0 ■ i?A,Q(p(t)) =  HB,R(^(p(t))).

That is, ^(p(-)) is an integral curve of HB,R. Suppose ^ (p 1(-)) =  ^ (p 2(■)), where p1 (■) and 
p2(-) are integral curves of Ha,q . Then p1(-) =  ^ - 1(^ (p 1(-))) =  ^ - 1 (^(p2(-))) =  p2(-), and 
so integral curves are mapped injectively from Ha,q to HB,R. Next, let p7(-) be an integral 
curve of HB,R. We have

d
-  t t - V ( t ) )  =  Tp,(t) ^ - 1 ■ p7(t)

=  ^ o 1 ■ Hb r ^ ) )  =  i?A,Q(^- 1(p/(t))),

and so ^ - 1 (p7(-)) is an integral curve of Ha,q . Hence the integral curves are mapped surjec­
tively. Therefore the integral curves of Ha,q and HB,R are in a one-to-one correspondence.

Let pe be an equilibrium state of Ha,q , i.e., Ha,q(p£) =  0. We have HB,R(^(pe)) = 
^ 0 ■ HA,Q(pe) =  0. That is, ^ (pe) is an equilibrium point of HB,R. If pe and qe are equilibria 
of Ha ,q such that ^ (pe) =  ^(qe), then pe =  ^ - 1(^(pe)) =  ^ - 1(^(qe)) =  qe. Lastly, let p  ̂ be 
an equilibrium point of HB,R. Then Ha,q(^  1(p^)) =  1 ■ Hb ,r (p )̂ =  0, i.e., ^  1(p^) is
an equilibrium point of Ha,q . Therefore the equilibria of Ha,q and Hb ,r  are in a one-to-one 
correspondence. ■
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From the definition of affine equivalence, it is straightforward to arrive at the following 
three sufficient conditions. For later reference, we shall denote these conditions by (E1), (E2) 
and (E3).

3.1.3 P roposition. ( [15, 17]) Let Ha,q be a quadratic Hamilton-Poisson system on g -. Then 
Ha,q is A-equivalent to

(E1) h a,q o tf, for any linear Poisson automorphism tf : g* ^  g*;

(E2) Ha,q +  C , for any Casimir function C : g* ^  R;

(E3) HA,rQ, for any r =  0.

P roof.

(E1) Let F  e C~(g*) and let G =  Ha,q o tf. Then

(-Ha,q o tf)[F] =  Ha,q [F] o tf =  {F, Ha,q} o tf
=  {F o tf,G} =  G [F o tf] =  (tf ■ G)[F].

Since F  is arbitrary, it follows that tf ■ G =  Ha,q o tf, i.e., Ha,q is A-equivalent to 
Ha,q o tf.

(E2) Let G =  Ha ,q +  C . Then for every F  e C^(g*) we have

G [F] =  {F, Ha,q +  C } =  {F, Ha,q} +  {F, C }

= {F,H a,q} =  Ha,q[F ].

That is, G =  Ha,q , and so Ha,q is A-equivalent to Ha,q +  C .

(E3) Let tf be the linear isomorphism tf : p ^  1 p. Then

(tf ■ -Ha,q)(p ) -  (HA,rQ o tf)(p) =  1 -Ha,q(p ) -  i?A,rQ(1 p)

=  1LA(p) +  1H Q(p) -  LA( 1 p) -  HrQ( 1 p) .

Since La is linear, we have that La ( 1 p) =  1La(p ). Moreover, as dH rQ(p) =  rdHQ(p) = 
dH Q(rp) and ad;dHC(p) p = r addHQ(p) p , we get

1H Q(p) -  HrQ( 1 p) =  1 addHe (p) p  -  addH c(1 p)( 1 p )

=  7 addHe (p) p  -  1 addHe(p) p  =  0

That is, tf ■ Ha,q =  Ha ,tq o tf, and so Ha,q is A-equivalent to HA,rQ. ■

The classification of inhomogeneous quadratic Hamilton-Poisson systems shall draw upon 
those linear Poisson automorphisms that leave a homogeneous system invariant (in a certain 
sense). This motivates the following terminology. Let H q be a homogeneous quadratic 
Hamilton-Poisson system on g* . By a linear Poisson sym m etry  we mean a linear Poisson 
automorphism tf : g* ^  g* such that H q o tf =  HrQ +  C , for some r > 0 and some 
Casimir function C . (In other words, a linear Poisson symmetry of H q is a linear Poisson
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automorphism that leaves the Hamiltonian function H q invariant up to dilations or the 
addition of a Casimir function.)

The next proposition characterises A-equivalence for homogeneous Hamilton-Poisson sys­
tems in terms of linear isomorphisms. We shall require a couple of technical lemmas for the 
proof.

3.1.4 Lemma. Let H q be a homogeneous quadratic Hamilton-Poisson system on g - and let tf0 : 
g* ^  g* be a linear isomorphism. The maps p ^  dHQ(p) and p ^  addHe(^0(p)) q, q e g* are 
linear.

P roof. Let p1,p2 e g* and A1, A2 e R. Write H q in coordinates as H q(p ) =  1pQpT, where 
Q is a symmetric positive semidefinite matrix. Then

dHQ (p) =  2 (pQ +  QpT) =  2 p(Q + QT) =  pQ.

(As Q is symmetric, we have Q = QT.) This is clearly a linear map. Next, since the map 
X  ^  adX q is linear, we have

addHa(^o(Aipi+A2p2)) q

Thus p ^  addne (^0(p)) q is linear.

addHe(Ai^o(pi)+A2̂ o(p2)) q 

adAidHe(^o(pi))+A2dHe(^o(p2)) q 

^ 1 addHe(^o(pi)) q +  ^2 addHe(^o(p2)) q.

3.1.5 Lemma. Let H q be a homogeneous quadratic Hamilton-Poisson system on g - and let tf0 : 
g* ^  g* be a linear isomorphism. Then both T0(tf0 ■ H q) and T0(Hq o tf0) are the zero map.

P roof. We have T0(tf0 ■ H q) =  (0)tf0 ■ d H q(0) and T)(Hq o tf0) =  d HQ(tf0(0)) ■ T0tf0 =
D H q(0) ■ T0tf0. We show that D H q(0) =  0, from which the result follows. For brevity, let

h h I" "|n
H  =  H q . The linearised vector field D H (0) is given in coordinates as D H (0) =  -g—1 (0) ,

L p  J i,j=1
where H i is the ith component of H , given by

Hi(p) =  -<p, [Ei, dH  (p)]), i =  1, . . . , n .

(See section A.3.2.) Write H  in coordinates as H(p) =  1 pQpT, where Q =  [qij-]n-j =1 is 
symmetric and positive semidefinite. Expressed in terms of a basis (Ei)™=1 of g, we have

n n
dH  (p) =  pQ =  ^  pfc qfc1E 1 +------+ ^  pfc qfcnEn.

fc=1 fc=1

Let the Lie bracket be specified by [Ei, E j] =  Y^t= 1 cjEg. Then
n n

[Ei, dH  (p)] ^  ' pfc qfc1 [Ei , E 1] +  ■ ■ ■ +  ^  ' pfc^nlE^ En]
fc=1 fc=1

n n
= ^  pfcqk^Eg +------+ ^  pfcqfcncfnEg

fc,g=1 fc,g=1
n n

= ^  pfcqfcgc1gE1 +-------+ ^  pfcqfcgc^En, i =  1, . . . ,  n.
fc,g=1 fc,g=1
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Thus we have the following coordinate expression for H i:

H i(p) =  -<p, [Ei, dH(p)]
n

=  -  ^  p m q ^ -----
fc,̂ =1

n
-  ^  pnpfcq*^

M=1
n

= -  pmpfcqfcg cl?,
k,g,m=1

i =  1, . . . , n.

Therefore,

dpj. (p) =  E  d p . (p?pk
dpj M,m=1 dpj

— ^  ' ($jmpfc +  pm$jfc)qfĉ ci£ , i, j  — ^  . . . , n .
k,g,m=1

It is clear that d R (0) =  0 for each i , j  =  1 , . . . , n .  Consequently d H (0) =  0, and so 
T0(tf0 ■ H q) and T0(Hq o tf0) are both the zero map. ■

3.1.6 P roposition. Let H q and HR be homogeneous quadratic Hamilton-Poisson systems on g -. 
H q is A-equivalent to HR if and only if there exists a linear isomorphism tf0 : g* ^  g* such 
that tf0 ■ H q =  HR o tf0.

P roof. Suppose there exists a linear isomorphism tf0 : g* ^  g* such that tf0 ■ H q =  HR otf0. 
Since every linear isomorphism is affine, it follows that H q and Hr  are A-equivalent.

Conversely, suppose there exists an affine isomorphism tf : g* ^  g*, p ^  tf0(p) +  q such 
that tf0 ■ H q =  Hr  o tf. From the bilinearity of the Lie bracket, we have that adX is a linear 
map on g*, for every X  e g. Similarly, X  ^  adXp is a linear map on g for every p e g*. 
Lastly, by lemma 3.1.4, the differential d?Q(p) is linear in p. Consequently,

HR(tf0(p) +  q) =  addHR(^o(p)+q)(tf0 (p ) +  q)

=  addHK(^o(p)+q) tf0(p) +  addHK(^o(p)+q)(q)
=  addHR(^o(p)) tf0(p) +  addHR(^o(p)) q +  addHR(q) tf0(p ) +  addHR(q) q
=  (Hr  o tf0)(p) +  addnR(^o(p)) q +  addHR(q) tf0(p) +  H?R(q)
=  (HR o tf0)(p) +  F(p) +  G(p) +  HR(q).

(Here F(p) =  addHR(^o(p)) q and G(p) =  addHR(q) tf0(p).) Using this, we can expand terms 
in (tf0 ■ H q)(p ) -  (Hr  o tf)(p) =  0, to get

(tf0 ■ H q)(p ) -  (Hr  o tf0)(p) -  F(p) -  G(p) -  HR(q) =  0. (3.1.1)

Take p =  0 in (3.1.1). We have H q(0) =  a d d ^ ^  0 =  0, Hr (0) =  0, F (0) =  addnR(^o(0)) q = 
0 and G(0) =  addH%(0) tf0(0) =  0. Thus HR(q) =  0. Interpret both sides of (3.1.1) as maps 
from g* to g*, and linearise both sides at the origin:

T0(tf0 ■ H q) -  T)(Hr  o tf0) -  T0F  -  T0G = 0. (3.1.2)
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From lemma 3.1.5 we have that T0(tf0 ■ H q ) =  T0(Hr  o tf0) =  0. By lemma 3.1.4, F  is a 
linear map. Similarly, by the linearity of addBe(q) and tf0 we have that G is linear. For a 
linear map L, we make the identification T0L ^ ^  L. The last two terms on the left-hand 
side of (3.1.2) are then T0F  =  F  and T0G = G, from which it follows that F  +  G =  0. From
(3.1.1) we then get that tf0 ■ H q  -  HR o tf0 =  0. ■

Lastly, we show that if two inhomogeneous Hamilton-Poisson systems are A-equivalent, 
then their associated homogeneous systems must also be equivalent. In particular, we shall 
make use of the contrapositive form of this result, viz. if the associated homogeneous systems 
of two inhomogeneous Hamilton-Poisson systems are not equivalent, then the inhomogeneous 
systems cannot be equivalent.

3.1.7 P roposition. Let Ha,q  and HB,R be A-equivalent inhomogeneous quadratic Hamilton-Pois­
son systems on g - of the form  Ha,q  = La + H q  and HB,R = Lb + HR. Then H q  is 
A-equivalent to HR.

P roof. Suppose there exists an affine isomorphism tf : p ^  tf0(p) +  q such that tf0 ■ Ha,q  = 
HB,R o tf. We have

HB,R(tf 0 (p) +  q) =  Lb (tf0(p) +  q) +  ? R (tf0(p) +  q)
=  (Lb o tf0)(p) +  Lb (q) +  (Hr  o tf0)(p) +  ?R(q) +  F(p) +  G(p) 

where F(p) =  addHR(^o(p)) q and G(p) =  addHR(q) tf0(p). (See the proof of proposition 3.1.6.) 
Using this we can expand terms in (tf0 ■ Ha,q )(p ) -  (-HB,R o tf)(p) =  0, to get

(tf0 ■ La)(p ) +  (tf0 ■ H q )(p ) -  (Lb o tf0)(p) -  Lb (q) -  (Hr  o tf0)(p)
-  HR(q) -  F(p) -  G(p) =  0. (3.1.3)

Setting p =  0 yields Lb (q) +  -HR(q) =  0. We may interpret both sides of 3.1.3 as maps from 
g* to g*, and so may linearise both sides at the origin:

T)(tf0 ■ La ) +  Ti(tf0 ■ H q ) -  T0(Lb o tf0) -  T j(Hr  o tf0) -  T0F  -  T0G = 0.

By lemma 3.1.5 we have T0(tf0 ■ La ) =  T0(tf0 ■ H q ) =  0. Furthermore, F  and G are linear 
maps. (This follows from lemma 3.1.4 and the linearity of add# (q) and tf0.) We make the
identification T0F  <— > F  and T0G <— > G. Then (43) becomes (tf0 ■ La )(p ) -  (Lb o tf0)(p) -  
F(p) -  G(p) =  0, and so (3.1.3) reduces to (tf0 ■ H q )(p ) -  (H q  o tf0)(p) =  0. That is, H q  is 
A-equivalent to Hr . ■

3.1.1 T h e  (m in u s) L ie-P o isso n  s t r u c tu r e  on  s e ( l ,1)*

Let H  e (se(1,1)*) be a Hamiltonian function. Recall that the equations of motion for 
H  are given componentwise by p. =  -<p, [E., dH(p)]) for i =  1, 2, 3. (See section A.3.2.) 
Explicitly, we have the following equations of motion for H:

/
p1 

< p2 

pis

dH

dH

dH dH 
A—p1 -  p2dp2 dp1

(3.1.4)
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3.1.8 P roposition. In terms of the dual basis (Ei*)S=1, the group of linear Poisson automorphisms 
of se(1, 1)* is

p ^  p
x y v
8y ^x w
0 0 £

: v,w,x,y e R, £ e {-1,1}, x2 =  y2 V .

P roof. By proposition 1.1.17, every Lie algebra automorphism 0  e Aut(se(1,1)) is of the 
form

x y v
0  =  £y £x w 

0 0 £_
Since linear Poisson automorphisms of a (minus) Lie-Poisson space g-  are exactly the dual 
maps of the Lie algebra automorphisms of g (see proposition A.3.3), and using the convention 
that elements of g* are written as row vectors, it follows that every linear Poisson automor­
phism of se(1, 1)* takes the form

tf : p ^  p
x
£y
0

y v
£x w
0 £

3.1.9 P roposition. The function C(p) =  -  p2 is the only functionally independent Casimir
function on se(1, 1)- .

P roof. Let F  =  f  (C), where f  : R ^  R is arbitrary. For brevity, write Fpi and Cpi for the 
partial derivatives dF/dp. and dC /dp., respectively. Then Fp3 =  f(C)Cp3 =  0 and

- p 1Fp2 - p2Fpx =  -p f (C )C p 2 - p2f(C)Cpx =  2f(C )(p1p2 - p2p1) =  0.

Consequently, F  =  0, and so F  is a Casimir function. By the Cauchy-Kowalevski theorem for 
the existence and uniqueness of solutions to partial differential equations, it follows that F  is 
the only solution to this partial differential equation, i.e., the only Casimir function. Therefore 
C(p) =  p2 - p2 is the only functionally independent Casimir function on se(1,1)-. ■

Henceforth,, whenever we mention a Casimir function C on se(1,1)*, we shall be referring 
to the specific Casimir function C(p) =  p1 -  p2.

3.2 Homogeneous System s

We now proceed to classify, under affine equivalence, the homogeneous quadratic Hamilton- 
Poisson systems on se(1,1)-. By proposition 3.1.6, it suffices to consider equivalence of these 
systems under linear isomorphisms. We shall make use of the sufficient conditions (E1), (E2) 
and (E3) of proposition 3.1.3 to obtain a list of potential representatives. In the general 
case, one would then employ linear isomorphisms in order to further simplify the potential 
representatives. However, for homogeneous systems on se(1,1)- it turns out that the use of 
(E1), (E2) and (E3) is sufficient to arrive at a complete classification (a fact we capture in a 
corollary to the following theorem). To complete the classification, we verify that none of the 
potential representatives are equivalent to each other. Table 3.1 provides a summary of the 
results obtained. Section B.3.1 lists the supporting Mathematica code.
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3.2.1 T heorem. Any homogeneous quadratic Hamilton-Poisson system H q on se(1,1)- is A- 
equivalent to exactly one of the following systems:

Ho(p)=0  H 1(p) =  2 p1

Hs(p) =  1 p3 H4(p) =  2 (p 2 +  p3)
H2(p) =  2 +  p 2)2

H5(p) =  2 [(p1 +  p2)2 +  pa].

P roof. Let H Q(p) 
tem, where

1 pQpT be an arbitrary homogeneous quadratic Hamilton-Poisson sys-

Q
a1 61 62
61 a2 63
62 63 a3

(a1, a2, a3 > 0)

is positive semidefinite (PSD). Consider the case a3 =  0. The 2 x 2 principal minors of Q 
are a1a2 -  61, -62 and - 63. Since Q is PSD, the principal minors must be nonnegative, 
and so 62 =  63 =  0. Furthermore, every PSD matrix Q =  [q.j] satisfies the inequality 
|q.j| < ■ygiiqjj < 2(q.. +  ). In particular, |61| < 2(a1 +  a2), which implies that 462 <
(a1 +  a2)2. This motivates the following three (sub)cases: a1 +  a2 =  0, 461 =  (a1 +  a2)2 > 0 or 
461 =  (a1 +  a2)2 > 0. If a1 +  a2 =  0, then a 1 =  a2 =  61 =  0 (as a1, a2 > 0), hence H q =  H0.

Suppose 461 =  (a1 +  a2)2 > 0. If 61 =  0, then

x 1 0
tf1 : p ^  p01, 01 = 1 x 0

0 0 1

is an automorphism (for x2 =  1) such that

01Q0 T
a2 +  261x +  a1x2 61 +  (a1 +  a2)x +  61x2 0

61 +  (a1 +  a2)x +  61x2 a1 +  261x +  a2x2 0
0 0 0

The discriminant of the quadratic 61 +  (a1 +  a2)x +  61x2 is A =  (a1 +  a2)2 -  462. Since 
462 < (a1 +  a2)2, we have A > 0, and so the equation 61 +  (a1 +  a2)x +  61x2 =  0 has

_ —i +—2±0 (ai+—2)2- 40'
2bitwo distinct real solutions for x, viz., x =  -  - In particular, there is a

solution for x with x2 =  1. Consequently, we get Q' =  0 1Q0]r =  diag(a1, a'2, 0), for some 
a 1, >  0. (If 61 =  0, then we have Q =  diag(a1,a 2, 0), and so Q' =  Q with a1 =  a 1 
and a '2 =  a2.) If a1 =  a '2 =  0, then H q o tf1 =  H0. Otherwise, tf2 : p ^  p02, 0 2 = 
diag ( , 1 . , , 1 . , 1) is an automorphism such that 0 2Q'0 T = diag ( ,"1 , , ,-2 , , ^ .

■ V“i+“2 ’ V“i+“2
a'Therefore H q o (tf1 o tf2) +  2(a, a, ) C =  H 1, and so H q is A-equivalent to H 1.

Suppose 461 =  (a1 +  a2)2 > 0, i.e., 61 =  2CT(a1 +  a2) for some e {-1,1}. Then
tf 3 : p ^  p03 , 03 =  diag °  is an automorphism such that

0 3 Q 0T

2—i 1 0ai+—2
1 2—2 0—i+—2
0 0 0

Thus H q o tf3 -  2(aii+aa22)C =  H2, and so H q is A-equivalent to H2.
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On the other hand, consider the case a3 > 0. We have an automorphism

such that

T 4 : p ^  P04,
1 0 _

04 = 0 1
a3_bs
«3

0 0 1

Q' =  0 4Q 0T

---
1

b'i 0
b'i a'2 0
0 0 1

Since Q is PSD, we have that Q' is also PSD. Moreover, the lower right component of Q' is 
invariant under linear Poisson automorphisms:

0Q ' 0 T
a^x2 +  +  a2y2 +  v2 qb^ 2 +  q (ai +  a2)xy +  q^y2 +  vw qv

qb^ 2 +  q (ai +  a2)xy +  qbiy2 +  vw a2x2 +  2bixy +  a iy2 +  w2 qw
qv qw 1

Accordingly, we can use the same argument as for the case a3 =  0 in order to show that H q 
is A-equivalent to H3, H4 or H5.

It remains to be verified that no two representatives are equivalent. As a typical case, 
we show that H i is not A-equivalent to H2. Suppose there exists a linear isomorphism 
T : p ^  p^, 0  =  [0jj] such that (T ■ H i )(p) =  (H2 o T)(p). Then

{03iPiP2 =  0 
032PiP2 =  0

033PiP2 =  [(0ii +  0i2)Pi +  (02i +  022)P2 +  (03i +  032>3]2
for all p i ,p2,p3 e R. Comparing coefficients, it follows that 0 3i =  0 32 =  0, 0 ii =  —0 i2 and
0 22 =  —0 2i. Consequently det 0  =  0, a contradiction. Hence no such T exists, and so H i 
is not equivalent to H2. Verifying that none of the other representatives are A-equivalent 
follows a similar argument. (See section B.3.1 for the Mathematica code that performs 
these verifications.) ■3.2.2 Corollary. Let H q be a homogeneous quadratic Hamilton-Poisson system on se(1,1)-. 
There exists a linear Poisson automorphism T and real numbers r > 0, k e R such that 
HrQ o T +  kC =  Hi for exactly one i e {0, . . . ,  5}.

P roof. This follows from the proof of theorem 3.2.1. ■

3.3 Inhomogeneous System s

Having classified the homogeneous quadratic Hamilton-Poisson systems on se(1,1)-, we now 
move on to the inhomogeneous systems. (A summary of the results obtained is given in table 
3.1.) This classification will make use of the results for the homogeneous case (in a sense that 
will be made apparent below). The next result ensures we can always bring the homogeneous 
part of an inhomogeneous system to one of the six normal forms found in theorem 3.2.1.

3.3.1 P roposition. Let (se(1, 1) - ,H a,q) be an inhomogeneous quadratic Hamilton-Poisson sys­
tem. Then Ha,q is A-equivalent to the system +  Hi for some B  e se(1,1) and exactly one
i e {0, . . . , 5 } . ’
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P roof. We have Ha,q =  La +  H q . Since H q is a homogeneous quadratic Hamilton-Poisson 
system, by corollary 3.2.2 there exists a linear Poisson automorphism T : p ^  p0, r > 0, 
k e R and exactly one i e {0, . . . ,  5} such that HrQ o T +  kC =  Hi. (That is, H q is 
A-equivalent to Hi using the sufficient conditions (E1), (E2) and (E3).) Consequently,

Ha,.q o T +  kC =  La o T +  HrQ o T +  kC =  L^.a +  Hi =  Lb +  Hi,

where B 0  ■ A. That is, Ha,q is A-equivalent to Lb +  Hi.

Using the previous result, we shall assume, without loss of generality, that any inhomo­
geneous quadratic Hamilton-Poisson system on se(1,1)- is of the form La +  Hi, for some 
A e se(1,1) and exactly one i e {0, . . . ,  5}. Moreover, proposition 3.1.7 implies that an in­
homogeneous system of the form La +  Hi cannot be A-equivalent to a system of the form 
Lb +  Hj for i =  j . Consequently, we classify the inhomogeneous systems of each different 
form independently of each other.

We outline the approach followed for the classification of inhomogeneous systems. We 
desire the homogeneous part of each inhomogeneous normal form to be as simple as possible, 
i.e., to be one of the normal forms Ho, . . . ,  H5. Thus, for each family {La+H i : A e se(1,1)} of 
inhomogeneous systems, we shall first find the linear Poisson symmetries of the homogeneous 
system Hi . Linear Poisson symmetries leave Hi invariant up to dilations or addition of a 
Casimir. Neither dilations nor the addition of the quadratic Casimir function C(p) =  p2 — p2 
affect the linear part of the inhomogeneous system. Accordingly, we can use those linear 
Poisson symmetries to normalise the linear part La of the inhomogeneous representatives, 
while leaving the homogeneous part invariant. (The problem of normalising La is reduced 
to normalising elements of the Lie algebra se(1,1) under dual maps of the linear Poisson 
symmetries.) We shall then employ general affine isomorphisms in order to further simplify 
the representatives. To complete the classification, we verify that none of the representatives 
obtained are equivalent. The calculations for these verifications can become quite lengthy 
and tedious. As such, we do not include full details, but rather illustrate the approach for 
some typical cases. The remaining cases are covered by the accompanying Mathematica 
code. Sections B.3.3 and B.3.4 list the Mathematica code.

The next result determines the linear Poisson symmetries of the homogeneous normal 
forms H0, . . . ,  H5. We denote a symmetry by T (i) if it is a symmetry of Hi. The supporting 
Mathematica code may be found in section B.3.2.

3.3.2 P roposition. The linear Poisson symmetries of Hi, for each i =  0 , . . . ,  5, are the linear 
Poisson automorphisms of the form  T (i) : p ^  p 0 (i), where for each Hi, 0 (i) is of the form  
given below:

Ho

Hi

H2

0 (o)

0 (i)

0 (2)

x
qy
0

x
0
0

x
y
0

y v  
qx w 
0 q

0 v 0 y v
qx w , qy 0 w
0 q 0 0 q

y v
x w
0 1

H3

H4

H5

0 (3)

0 (4)

0 (5)

x
qy
0
±1
0
0

y 0 
qx 0 
0 q
0 0 0 ±1 0

±q 0 , ±q 0 0
0 q 0 0 q

x y 0
y x 0
0 0 1

with (x +  y)2 1
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P roof. Clearly H0 is invariant under any linear Poisson automorphisms of se(1,1)^, and 
hence any automorphism is a linear Poisson symmetry of H0. Suppose T : p ^  p ^  is an 
arbitrary automorphism. For Hi, we have

x2 qxy 0
(H1 o T)(p) =  1 p qxy y2 0 pT

0 0 0

We must have either y =  0 or x =  0 if H 1 is to be preserved. For y =  0 we get

(Hi o T)(p) =  1 p

This is clearly a dilation of H 1 by x2 > 
p ^  p-0(1). For x =  0, we have

x2 0 0
0 0 0
0 0 0

, so T is

pT =  x2H 1(p).

(Hi o T)(p) =  1 p
0 0 0  
0 y2 0
0 0 0

„T

Then H 1 o T +  C =  y2H 1, a dilation of H 1 by y2 > 0. Therefore T is again a linear Poisson 
symmetry of the form p ^  p ^ (1). For H2,

(H2 o T)(p) =  1 p
' (x +  y)2 q(x +  y)2 0 
q (x +  y)2 (x +  y)2 0

0 0 0
pT

We see that q =  1, whence H2 o T =  (x +  y)2H2, a dilation of H2 by (x +  y)2 > 0. Therefore

(H3 o T)(p) =  1 p

Hence v =  w =  0 for H3 to be preserved, in which case T is a linear Poisson symmetry of the 
form p ^  p ^ (3). For H4, we have

„T

^  p ^ (2). For H3,
v2 vw qv

pTvw w2 qw
qv qw 1

v2 + x2 qxy + vw qv
(H4 o T)(p) = 1 p qxy +  vw w2 + y2 qw p

qv qw 1

w = 0 and either y = 0 or x =  0. If x = 0 then

0 0 0‘
(H4 o T)(p) = 1 p 0 y2 0 pT

0 0 1

We see that y =  ±1, whence H4 o T +  2C =  H4. Similarly, if y =  0 then x =  ±1. Therefore 
T is a linear Poisson symmetry of the form p ^  p-0(4). Finally, for H5,

(H5 o T)(p) =  1 p
v2 +  (x +  y)2 q (x +  y)2 +  vw qv 

q (x +  y)2 +  vw w2 +  (x +  y)2 
qv qw

qw
1

_T
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Then v = w =  0 and c =  (x +  y)2 =  1, and so H5 o T =  H5. Therefore T is a linear Poisson 
symmetry of the form p ^  pQ(5).

Conversely, if T is an automorphism of the form p ^  pQ(i), i e {0, . . . ,  5}, then it 
preserves Hi up to dilations and the addition of a Casimir function, and so is a linear Poisson 
symmetry. ■

The next six subsections perform the classification of inhomogeneous quadratic Hamilton- 
Poisson systems of the form La +  Hi, for each i =  0 , . . . ,  5. We shall annotate an inhomo­
geneous system representative with a superscript (i) if it is associated to the homogeneous 
normal form Hi.

3.3.1 In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H0

3.3.3 Lemma. Let A  =  ^ 3=1 aiEi e se(1,1) (with A  =  0). There exists an automorphism of the 
form  Q(0) such that Q(0) ■ A e {E1, E 1 +  E 2, a E 3 : a > 0}.

P roof. Suppose a3 =  0. If a2 =  a2, then

(0)
1

ai a2 01

a2 ai 011

“i - a2
0 0 1

is an automorphism such that Q(0) ■ A =  E 1. If a1 =  a =  0 and a2 

diag (a , ± a , ±1) yields Q(0) ■ A =  E 1 +  E2.
Suppose a3 =  0. Then

±a, then Q T  =

(0)
3

is an automorphism such that q30)

1
0
0

A

0 ai
a3

sgn(a3) -  sgn(a3) af
0 sgn(a3)

a E 3, where a  =  |a3| > 0. ■

3.3.4 T heorem. Any inhomogeneous quadratic Hamilton-Poisson system on se(1,1)- of the form  
Ha ,q =  La +  H0 is A-equivalent to exactly one of the following systems:

H (0) (p) =  P1 H(°a (p) =  ap3.

Here a  > 0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. From lemma 3.3.3 there exists a linear Poisson symmetry T (0) : p ^  pQ(0) of H0 
such that La o T (0) =  L^(o).a is equal to one of LEi, LEi+E2 , or LaE3, for some a > 0. Since 
Ha,q o T (0) =  La o T (0) +  H0, it follows that Ha,q is A-equivalent to one of the systems

G1(p) =  p1, G2(p) =  p1 +  p2, G3,a(p) =  ap3.

We show that G1 is A-equivalent to G2. Indeed, we have a linear isomorphism

T : p ^  p
-1 -1 0
0 1 0
0 0 1
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such that

(t  ■ G1 )(p )
0 1 - 1  - 1  0 0
0 0 1 0 = 0
P2_ 0 0 1 - p2

(G2 O T)(p).

That is, T ■ G1 = G2 o T, and so G1 and G2 are A-equivalent.
We show that G1 is not A-equivalent to G3,a . Indeed, suppose otherwise. Then there 

exists an affine isomorphism T : p ^  T0(p) +  q, T0(p) =  p['fij ] such that To ■ G 1 =  G3,a o T. 
That is,

’-'031P2-
T

"a(^12P1 +  ^ 22P2 +  ^32P3 +  q2 )"
-^32P2 = a ( ^ 11P1 +  ^ 21P2 +  ^31P3 +  q1)

_-'033P2_ 0

for all p 1 ,p2 ,p3 , q1 ,q2 , q3 G R. Comparing coefficients of p3, we have ^ 31 =  ^ 32 =  0. Further­
more, from the last equation ^ 33 =  0. Thus det[^ij-] =  0, a contradiction. Therefore no such 
T exists, and so G1 is not A-equivalent to G3,a .

Lastly, we show that G3,a is A-equivalent to G3,a only if a  =  a ' . Suppose there exists an 
affine isomorphism T : p ^  T 0(p) +  q, T0(p) =  p['fij ] such that T0 ■ G3,a =  G3,a/ o T. Then

"a(^21P1 +  ^ 11P2)"
T

"a'(^12P1 +  ^ 22P2 +  ^32P3 +  q2)"
T

a (^ 22P1 +  ^ 12P2) = a'O011P1 +  ^ 21P2 +  ^31P3 +  q1)
_a(^23P1 +  ^13P2). 0

From the last equation, we see that ^ 23 =  ^ 13 =  0. Comparing coefficients of p1 in the first 
equation, and p2 in the second, we see that a ^ 21 =  a '^ 12 and a ^ 12 =  a'-f2 1 . If ^ 21 =  0, then 
ar =  ^  a , i.e., a 2 =  (a ')2. As a, a' > 0, it follows that a  =  a '. If -f21 =  0, then /f 12 =  0 
and det[^ij-] =  ^ 11̂ 22̂ 33. Consequently, ^ 11, ^ 22 =  0. Comparing coefficients of p2 in the 
first equation and p1 in the second, we have a ^ 11 =  a'-f22 and a-f22 =  a '^ 11. As before, this 
implies that a  =  a '.

Therefore Ha ,q is A-equivalent to exactly one of H (0) =  G1 or =  G3,a , where a > 0.H

3.3.2 In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H 1

3.3.5 Lemma. Let A =  ^ 3=1 aiEi G se(1,1) (with A  =  0). There exists an automorphism of the 
form ,f (1) such that ^ (1) ■ A G {E 1 +  fiE2, aE 3 : a > 0, fi > 0}.

P roof. Suppose a3 =  0. If a2 =  0, then a1 = 0  (since A  =  0), so ^ (1) =  diag ^ , _L, i j  is

an automorphism such that ^ (1) ■ A  =  E 1 =  E 1 +  fiE2, where fi =  0. If a2 =  0 and a1 =  0, 
then the automorphism

4 1} =
0 -1  0
1 _2—- 0 0_2
0 0 1_

gives rf2 1') ' A  =  E 1 =  E 1 +  fiE 2 , where fi =  0. If a2 =  0 and a1 =  0, then

" 0 -L 0-2
sgn f ̂  -1  0 0- 2 - 2

0
4 1} =

0 sgM -2
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is an automorphism such that ' A  =  E 1 +  fiE2, where fi 
Suppose a3 =  0. Then

- i
-2 > 0.

(1)4

is an automorphism such that q41)

1
: 0 

0

A

0 -1
-3

sgn(a3) -  sgn(a3) -f
0 sgn(a3)

a E 3, where a  =  |a31 > 0. ■

3.3.6 T heorem. Any inhomogeneous quadratic Hamilton-Poisson system on se(1,1)- of the form  
Ha ,q =  La +  H 1 is A-equivalent to exactly one of the following systems:

H (1)(p) =  P1 +  1 p2 H21)(p) =  p1 +  p2 +  ^p? H $  (p) =  ap3 +  ^ p i

Here a > 0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. From lemma 3.3.5 there exists a linear Poisson symmetry T (1) : p ^  pQ(1) of H 1 
such that La o T (1) =  L^(i)•a is equal to one of LEl+jdE2 or LaE3, for some fi > 0 or a > 0. 
Since Ha ,q o T (1) =  La o T (1) +  H 1, it follows that Ha ,q is A-equivalent to one of the systems

Gi,g (p) =  p1 +  fip2 +  1 p2, G2 ,a(p) =  ap3 +  ^pf.

We show that G1,d is A-equivalent to G1,1 when fi > 0. Indeed, if fi > 0, then T : p ^  
p diag ( 1, 1 ,1  j is a linear isomorphism such that

0 T 1 0 0 '
(T ■ G1,^)(p ) = 0 0 1

d 0
-  fip 1 -  p 2 -- p1 p2_ 0 0 1

d-l
0
0

- p 1 -  1 p2 -  1 p2p2

n T

(G 1,1 o T)(p).

Therefore G1,d, fi > 0 is A-equivalent to G1,1.
We show that G1,0 is not A-equivalent to G1,1. Indeed, suppose otherwise. Then there 

exists an affine isomorphism T : p ^  T0(p) +  q, T0(p) =  p[Qij ] such that T0 ■ G 1,0 =  G 1,1 o T. 
That is,

-Q31(1 +  p1)p2' 
-Q32(1 +  p1)p2 
-Q33(1 +  p1)p2.

0
0

n T

■Qnp1 -  Q21p2 -  ffnp3 -  q1 -  (^ 12p1 +  ^ 22p2 +  Q32p3 +  q2) 
X (Q11 p1 +  Q21p2 +  Q31p3 +  q1 +  1)

for every p1,p2,p3,q1,q2, q3 G R. From the first two equations, we see that Q31 =  Q32 =  0. 
Comparing coefficients of p2 and p2, we have Q11Q12 =  0 and Q21Q22 =  0. Suppose Q11 =  0; 
then Q22 =  0, otherwise det[Qij ] =  Q33(Q11Q22 -  Q21Q12) =  0. We are left with the equality

Q33(1 +  p 1)p2 =  -Q 21p1 -  q2 -  (Q12p2 +  q2)(Q21p1 +  q1 +  1).
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Comparing coefficients of pi, we have (1 +  q i)^ i2 =  0, which implies that 1 +  q1 =  0. This 
leaves the equality (^ 21̂ 12 — ̂ 33)p1p2 +  ("021 — ̂ 33 +  q2^ 21)p2 —1 =  0, which is a contradiction 
for p1 =  p2 =  0. A similar contradiction is reached if ^ 12 =  0. Hence, no such T exists, i.e., 
G1;o is not A-equivalent to G1,1.

A similar argument shows that G1)0 and G1,1 are not A-equivalent to G2,a . (See section 
B.3.4 for the Mathematica code that performs this verification.)

Lastly, we show that G2,a is A-equivalent to G2,a/ only if a  =  a ' . Suppose there exists an 
affine isomorphism T : p ^  T 0(p) +  q, T0(p) =  ptyij] such that T0 ■ G2,a =  G2,a/ o T. Then

"a^21P1 — ^31p1p2 +  a ^ n p ^  T 
a ^ 22'p1 — ^32prp2 +  a ^ 12'p2 

_a^23'p1 — ^33p1p2 +  a^13'p2_

a'(i>12p 1 +  ^ 22p2 +  ^32p3 +  q2) ] T
= a '( ^ n p1 +  ^ 21'p2 +  ^31p3 +  q1) .

_—(^ 11p 1 +  ^ 21'p2 +  ^31p3 +  q1)(^ 12p1 +  ^22 p2 +  ^32p3 +  q2)_

We see that ^ 31 
we have

^ 32 =  0. Comparing coefficients of p1 and p2 in the first two equations,

a ^21 =  a '^12 
a ^12 =  a '^21

and
a ^ n  =  a '^ 22 
a ^ 22 =  a '^ n

If f a  =  0, then a  = I S
•0 12 =  0, since a, a ' > 0.
a   I 22
a7 In a 7, whence a

=  of. Since a, a ' > 0, this implies that a  =  a '. If ^ 21 =  0, then 
Then det[^ij-] =  ^ 11̂ 22̂ 33 =  0. Consequently, ^ 11 =  0, and so 
: a'.

Therefore Ha ,q is A-equivalent to exactly one of H( 
where a  > 0.

(1) =  G1,0, H (1) =  G1,1 or H31) =  G2(1)
a

3 .3 .3  In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H 2

3.3.7 Lemma. Let A =  ^ 3=1 aiEi G se(1,1) (with A =  0). There exists an automorphism of the 
form  | 2) such that | 2) ■ A G {E1, E 1 +  aE 2,5E3 : 5 =  0, a  =  ±1}.

P roof. Suppose a3 =  0. If a2 =  a2, then

(2)
1

a 1 a2 0
a1-a 2

:M(M1INi-Hc3

a2 ai 0:M(M1INi-H31

a1-a 2
0 0 1

(2)is an automorphism such that ^ ( ) ■ A =  E 1. If a1 =  a =  0 and a2 =  ±a, then the automor­
phism | 2) =  diag (a , a , 1) yields | 2) ■ A =  E 1 +  aE 2, where a =  ±1.

Suppose a3 =  0. The automorphism

(2)
3

(2)gives ^ ( ) ■ A =  5E3, where 5 =  a3 =  0.

1 0 _ai-
a3

0 1 _ a 2
as

0 0 1
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3.3.8 T heorem. Any inhomogeneous quadratic Hamilton-Poisson system on se(1,1)- of the form  
Ha ,q =  La +  H2 is A-equivalent to exactly one of the following systems:

H (2)(p) =  p1 +  2 (p1 +  p2)2 

H22)(p) =  p1 +  p2 +  1 (p1 +  p2)2

h 35j(p ) =  5p3 +  2 (p1 +  p2)2.

Here 5 =  0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. From lemma 3.3.7 there exists a linear Poisson symmetry T (2) : p ^  p 0 (2) of H2 
such that La o T (2) =  L |(2).a is equal to one of LEi, LEi+ctE2 or L^E3, for some a  G {—1,1} 
or 5 =  0. Since Ha ,q o T (2) =  La o T (2) +  H2, it follows that Ha,q is A-equivalent to one of 
the systems

G1(p) =  p1 +  1 (p1 +  p2)2, G2,ct (p) =  p1 +  ap2 +  1 (p1 +  p2)2, G3,5 (p) =  5p3 +  2 (p1 +  p2)2.

We show that G1 is A-equivalent to G2,-1 . Indeed,

is a linear isomorphism such that

(T ■ G 1)(p) =
0
0

.—p2 — (p1 +  p2)2

T : p ^  p
1 1 0 2 2 0
0 1 0
0 0 1

-| T "1
2

1
2

0- "

0 1 0 =
0 0 1

0 
0

. —p2 — (p1 +  p2 )2

T

= (G2,-1 o T)(p).

That is, T ■ G1 =  <31,-1 o T, and so G1 is A-equivalent to G2,-1 .
We show that G1 is not A-equivalent to G2,1. Indeed, suppose otherwise. Then there 

exists an affine isomorphism T : p ^  T 0(p) +  q, T0(p) =  p [0 j] such that T0 ■ G1 =  G2,1 o T. 
That is,

0
[1 +  (011 +  012)p1 +  (021 +  022)p2 +  (031 +  032^3 +  q1 +  q2]
X [(011 +  012)p1 +  (021 +  022)p2 +  (031 +  032>3 +  q1 +  q2] .

for every p1,p2,p3, q1, q2, q3 G R. We see that 0 31 =  0 32 =  0. Comparing coefficients of p1 and 
p2 on both sides, we get 033 =  (0 n  +  012)2 and 033 =  (022 +  021 )2. If 011 +  012 =  022 +  021, 
then we are left with the equality

q1 +  q2 +  (q1 +  q2)2 +  (1 +  2q1 + 2q2)(021 +  022)p1 +  (021 +  022 —033 +  2(021 +  022)(q1 +  q2))p2 =  0.

Consider the coefficient of p1. Since 0 21 +  0 22 =  0 (otherwise det[0ij ] =  0) we have 1 +  2q1 + 
2q2 =  0. This leaves the equality — 1 — 0 33p2 =  0, which is a contradiction for p2 =  0. A 
similar contradiction is reached if 0 11 +  0 12 =  — (022 +  0 21). Hence no such T exists, i.e., G1 
is not A-equivalent to G2,1.

031 [p2 +  (p1 +  p2)2 ]"
T

032 [p2 +  (p1 +  p2)2 ] =
033 [p2 +  (p1 +  p2)2 ]_
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A similar argument shows that neither G1 nor G2,1 are A-equivalent to G3,s. (See section 
B.3.4 for the Mathematica code that performs these verifications.)

Lastly, we show that G3,s is A-equivalent to G^y only if 5 =  5'. Suppose there exists an 
affine isomorphism T : p ^  T 0(p) +  q, T0(p) =  p[0ij ] such that T0 ■ G3,y =  G3,s> o T. Then

5021p1 +  5011p2 — 031 (p1 +  p2)2 
5022p1 +  5012p2 — 032 (p1 +  p2)2 
5023p1 +  5013p2 — 033 (p1 +  p2)2

T

5'(012p1 +  022p2 +  032p3 +  q2)
5/(011p1 +  021p2 +  031p3 +  q1)

. — [(011 +  012p1 +  (021 +  022)p2 +  (012 +  032>3 +  q1 +  q2]2

We see that 0 31 =  0 32 =  0. Comparing coefficients of p1 and p2 in the first two equations, 
we have

5021 =  5/012 
5012 =  5/021

and 5011 =  5'022 
5022 =  5'011

If 021 =  0, then y  =  =  t . (If 021 =  0, then 012 =  0 and 011, 022 =  0. A similar
argument to that below then shows that 5 =  5'.) This implies that 0 12 =  ± 0 21 and 5 =  ±5'. 
If 5 =  5', there is nothing to prove. If 5 =  — 5', then we are left with

—5'q2
5'q1

—5'023p1 — 5'013p2 — 033(p1 +  p2)2 +  ((012 — 022 )(p1 — p2) +  q1 +  q2)2
0.

Thus q1 =  q2 =  0 and 013 =  023 =  0 (from the coefficients of p1 and p2, respectively). We 
are left with the equality (012 — 022)2(p1 —p2)2 — 033(p1 +  p2)2 =  0. Setting p1 =  1, p2 =  — 1, 
this implies that 0 12 =  0 22, a contradiction since d e t[0 j] =  0 33(022 — 0 |2). Thus we must 
have 5 =  5'.

(2) (2) (2)Therefore Ha ,q is A-equivalent to exactly one of =  G1, H2 ) =  G2,1 or H3 y =  G3,<s, 
where 5 =  0. ■

3.3 .4  In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H 3

3.3.9 Lemma. Let A =  ^ 3=1 aiEi G se(1,1) (with A =  0). There exists an automorphism of the 
form  0 (3) such that 0 (3) ■ A G {E1 +  PE3, E 1 +  E 2 +  yE3, a E 3 : a  > 0, P > 0, 7 G R}.

P roof. Suppose a3 =  0. If a2 =  a2, then

a 1 a 2 n"2 2 2 2 0a12 -  a22 a12 -  a22
a2 ai 0

a2-a 2 a2-a2
0 0 1

(3)is an automorphism such that 0 ( ) ■ A =  E 1 =  E 1 +  PE3, where P 
a2 =  ±a, then 0 (3) =  diag (a , ±  1, ± 1) gives 023) ■ A =  E 1 +  E 2 = 
7 =  0.

(3)
0 ( ) =

0. If a 1 =  a =  0 and 
E 1 +  E2 +  yE 3, where
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Suppose a3 =  0. If a 1 =  a , then

0
(3)
3

ai «2

sgn(a3) af-a2 sgn(a3) af--a2
a2 a2 a2 a2 0

0
0 0 sgn(a3)_

(3)yields 0 3 ) ■ A =  E 1 +  PE3, where P =  |a3| > 0. If a 1 =  a =  0 and a2 =  ±a, then 
0^3) =  diag (1, ± a , ±1) is an automorphism such that 0^3) ■ A = E 1 +  E 2 +  yE3, where

a a (3)
Y =  ± a 3 =  0. Otherwise a 1 =  a2 =  0, in which case we have an automorphism 0( ) =

(3)diag(1, sgn(a3), sgn(a3)) such that 0 g ) ■ A = a E 3, where a  =  |a3| > 0. ■

3.3.10 T heorem. Any inhomogeneous quadratic Hamilton-Poisson system on se(1,1)- of the form  
Ha,q =  La +  H3 is A-equivalent to exactly one of the following systems:

h (3) (p ) =  p1 +  2 p 3 h 23) (p) =  p1 +  p2 +  2 p 2h 33)(p ) =  2p 2.

P roof. From lemma 3.3.9 there exists a linear Poisson symmetry T (3) : p ^  p 0 (3) of H3 
such that La o T (3) =  L^(3).a is equal to one of LEi+^E3, LEi+E2, LEi+E2+7E3 or LaE3, for 
some a  > 0 or y G R. Since Ha,q o T (3) =  La o T (3) +  H3, it follows that Ha,q is A-equivalent 
to one of the systems

G1Y (p) =  p1 +  Pp3 +  2p 2, G2,y (p) =  p1 +  p2 +  yp3 +  1 p2, G3,a(p) =  ap3 +  1 p 2.

We show that G1,  ̂ is A-equivalent to G1,0. Indeed, T : p ^  p +  P E | is an affine isomorphism 
such that

G 1,0 (p)
p2 (P +  p3) 
p1(P +  p 3) (G 1,0 o T)(p).

p 2
That is, G 1,0 =  G 1,0 o T, and so G1,0 is A-equivalent to G1,0. Similarly, the affine isomorphism 
p ^  p +  yE | shows that G2,Y is A-equivalent to G2,0, and the affine isomorphism p ^  p +  aEg 
shows that G3,0 is A-equivalent to G3,0.

We show that G1,0 is not A-equivalent to G2,0. Indeed, suppose otherwise. Then there 
exists an affine isomorphism T : p ^  T0(p) +  q, T0(p) =  p [0 j] such that T0 ■ G 1,0 =  G2,0 o T. 
That is,

—031p2 +  021p1p3 +  011p2p3 
—032p2 +  022p1p3 +  012p2p3 
.—033p2 +  023p1p3 +  013p2p3.

(012p1 +  022p2 +  0 32p3 +  q2)(0 13p1 +  0 23p2 +  033p3 +  q3)
(011p1 +  021p2 +  031p3 +  q1 )(013p1 +  023p2 +  033p3 +  q3)

_—(011 +  012)p1 — (021 +  022)p2 — (031 +  032>3 — (q1 +  q2).

T

for every p1 ,p2,p3,q1,q2, q3 G R. From the coefficients of p2 in the first two equations, 
we see that 0 310 33 =  0 320 33 =  0. We have 0 33 =  0, whence 0 31 =  0 32 =  0. (Indeed, 
suppose 0 33 =  0. Considering the coefficients of p1, p2 and p3 in the last equation, we have 
0 31 =  —0 32, 0 21 =  —0 22 and 0 11 =  — 0 12. This implies that d e t[0 j] =  0, a contradiction.) 
The coefficient of p1 is — 0 120 13 in the first equation, and —0 110 13 in the second. Since
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d e t[0 j] =  0 33(0110 22 — 0 210 12) =  0, we have 0 13 =  0. Similarly, considering the coefficients 
of p22, we have 0 23 =  0. This leave us with the equality

(021 — 012033)p1p3 +  (011 — 022033>2p3 — q2033p3 — q3012p1 — q3022p2 — q2q3'
(022 — 011033)p1p3 +  (012 — 021033>2p3 — q1033p3 — q3011p1 — q3021p2 — q1q3

(011 +  012)p1 +  (021 +  022 033)p2 +  q1 +  q2
0.

The coefficients of p1p3 imply that 0 21 =  0 120 33 and 0 22 =  0 110 33, whence d e t[0 j] =
(0 11 — 0 12)(0 11 +  0 12)033. But, considering the coefficient of p1 in the last equation, we have 
0 11 =  —0 12. Hence d e t[0 j] =  0, a contradiction. Thus no such T exists, i.e., G1 is not 
A-equivalent to G2,0.

A similar argument shows that G1,0 is not A-equivalent to G3,0, and G2,0 is not A- 
equivalent to G3,0. (See section B.3.4 for the Mathematica code that performs these verifi­
cations.)

(3) (3) (3)Therefore Ha,q is A-equivalent to exactly one of H ( ) =  G1,0, H2 ) =  G2,0 or H3 ) = 
G3,0. ■

3.3 .5  In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H 4

3.3.11 Lemma. Let A =  Y f3=1 a^Ej G se(1,1) (with A =  0). There exists an automorphism of the 
form  0 (4) such that 0 (4) ■ A G {PE1 +  a E 2, yE 1 +  PE2 +  a E 3 : a  > 0, P > 0, y G R}.

P roof. Suppose a3 =  0. If a2 =  0 and a 1 =  0, then 0 (4) =  diag(1, sgn(a2), sgn(a2)) is an 
automorphism such that 0 (4) ■ A =  a E 2 =  PE 1 +  a E 2, where P =  0 and a  =  |a2| > 0. If 
a2 =  0 and a 1 =  0, then the automorphism 024) =  diag(sgn(a1), sgn(a1a2) sgn(a1), sgn(a1a2)) 
yields 024) ■ A =  PE 1 +  a E 2, where P =  |a1| > 0 and a  =  |a2| > 0. If a2 =  0, then a 1 =  0 
(since A =  0), and the automorphism

0
(4)
3

0 sgn(a1) 0 
sgn(a1) 0 0

0 0 1

gives 0 (4) ■ A =  a E 2 =  PE 1 +  a E 2, where P =  0 and a  =  |a1| > 0.
Suppose a3 =  0. If a2 =  0 and a 1 =  0, then 044) =  diag(1, sgn(a3), sgn(a3)) gives 

044) ■ A =  a E 3 =  yE 1 +  PE2 +  yE 3, where y =  P =  0 and a  =  |a3| > 0. If a2 =  0 and a1 =  0, 
then

0
(4)
5

0 sgn(a1a3) 0
sgn(a3) sgn(a1a3) 0 0

0 0 sgn(a3)
is an automorphism such that 054) ■ A =  PE2 +  a E 3 =  yE 1 +  PE2 +  a E 3, where y =  0, P = 
|a1| > 0 and a  =  |a3| > 0. If a2 =  0, then 044) =  diag(sgn(a2a3), sgn(a3) sgn(a2a3), sgn(a3)) 
yields 044)-A =  yE 1 + PE 2+ a E 3, where y =  sgn(a2a3)a1 G R, P =  |a2| > 0 and a  =  |a3| > 0.^

3.3.12 T heorem. Any inhomogeneous quadratic Hamilton-Poisson system on se(1,1)- of the form  
Ha,q =  La +  H4 is A-equivalent to exactly one of the following systems:

# 12  (p) =  ap1 +  2 (p1 +  p2) (p ) =  a 1p1 +  a 2p2 +  2 (p1 +  p2).
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Here a > 0 and a i > a 2 > 0 parametrise a family of class representatives, each different 
value corresponding to a distinct (non-equivalent) representative.

P roof. From lemma 3.3.11 there exists a linear Poisson symmetry T (4) : p ^  pQ(4) of H4 

such that La o T (4) =  L ^ . a is equal to one of L^El+aE2 or L1 E1+pE2+aE3, for some a > 0, 
fi > 0 or y e R. Since Ha ,q o T (4) =  La o T (4) +  H4, it follows that Ha ,q is A-equivalent to 
one of the systems

Gi,a,/3 (P) =  fP i +  ap2 +  1 (p2 +  pl), G2,aj3,y (p) =  YPl +  fP 2 +  ap3 +  ± (pi +  p3).

We have that G2a ,gri is A-equivalent to G2,o,g,Y. Indeed, T : p ^  p +  a E | is an affine 
isomorphism such that

G 2,a„8,Y (p)
p2 (a +  p3)
pi (a +  p3) 

-Y p 3 -  p i( f  +  p2)
(G2,0„8,Y o T)(p).

That is, G2,a,p-f =  G2,0, ,̂7 o T, and so G2,a,gY is A-equivalent to G2 ,0 ,gr(. 
d iag (-1, 1, - 1) is a linear isomorphism such that

Next, T : p ^

(T ■ G2,0,Yy)(p)
p2p3 T -1 0 0 '
pip3 0 1 0

-  p i( f  +  p2)_ 0 0 - 1.
-p2p3
pip3

Yp 2 +  p i( f  +  p2).

T

= (gG2,0„8,-Y o T)(p).

Thus G2,0,/3 ,y is A-equivalent to G2,0,g,- Y. Consequently, we may assume that y > 0, i.e., 
we have a potential family of representatives G2,0,^1,^2(p) =  f ip i +  f 2p2 +  |( p 2 +  p2), with 
f i , f 2 > 0 and f i , f 2 not both zero. If f 2 > 0, then G2,0,^1,^2 =  Gi,a ,^, where a  =  f 2 > 0 
and f  =  f i > 0. If f i > 0, then

T : p ^  p
0 1 0
1 0 0
0 0 1

is a linear isomorphism such that

(T ■ G2,0 ,Pi,p2 )(p)
p2p3
pip3

f ip 2 -  pi ( f2 +  p2).

T 0 1 0'
1 0 0
0 0 1

T
pip3
p2p3

ap2 -  p i( f  +  p2).
(Gi,a,^ o T)(p),

(3.3.1)

where a  =  f i > 0 and f  =  f 2 > 0. Hence G2,0,^1,^2, f i > 0 is A-equivalent to Gi,a ,^.
Introduce a new family of potential representatives G3,a (p) =  ap i +  i(p 2 +  p3). The linear 

isomorphism (3.3.1) then yields

(T ■ GGi,a,0)(p)
p2p3 T 0 1 0' pip3
pip3 1 0 0 = p2p3

.-p i  (a +  p2)_ 0 0 1 .-p i  (a +  p2)_
(G3,a O T)(p).
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That is, Gi,a,o is A-equivalent to G3,a . To summarize the results thus far, we have two 
potential families of representatives, viz.

G i ,a i ,»2 (p) =  aipi +  a 2P2 +  1 (p? +  p3), G3,a(p) =  api +  ? (pi +  p2).

(Here a, a 1 ,a 2 > 0.)
Once again using (3.3.1), we have

(T ■ Gi,ai,o2)(p)

n T
p2p3
pip3

a ip 2 -  p i(a 2 +  p?).
n T

pip3
p2p3

a ip 2 -  p i(a 2 +  p?).

0 1 0
1 0 0
0 0 1

(G i,a2,ai O T)(p).

That is, Gita1ta2 is A-equivalent to Gi,a2,a i. Consequently, we may assume that a i > a 2 .
We show that Gi,a i,a2 is not A-equivalent to G3,a for any a > 0, a i > a 2 > 0. Indeed, 

suppose otherwise. Then there exists an affine isomorphism T : p ^  T0(p) +  q, T0(p) =  ptyij] 
such that T0 ■ Gi,ai,a2 =  G3,a o T. That is,

’̂ 2ipip3 +  ^iip2p3 -  ^3ipip2 -  ai^3ip2 -  a2^3ipi] T 
^22pip3 +  ^V2p?p3 -  ^32pip2 -  ai^32p? -  a?^32pi 

J023pip3 +  ^i3p2p3 -  ^33pip2 -  ai^33p2 -  a?^33pi_

(^ i2pi +  ^ 22p2 +  ^3?p3 +  q2)(^i3pi +  ^23p2 +  ^33p3 +  q3) ] T
= (^iip i +  ^ 2ip2 +  ^3ip3 +  qi )(^i3pi +  ^23p2 +  ^33p3 +  q3)

_ -(a +  ^ iip i +  ^ 2ip2 +  ^3ip3 +  qi)C0 !2pi +  ^ 22p2 +  ^32p3 +  q?)_

for every p i ,p2,p3, qi , q2, q3 £ R. Comparing coefficients of p2, p? and p? in the first and
second equations, we have

{^i2^i3 =  0 | ^ ir0 i3  =  0
^22^23 =  0 and < ^2i^23 =  0

^32^33 =  0 [ ^3i^33 =  0
Suppose ^ i3 =  0. Then ^ i2 =  ^ ii =  0. If ^ 23 =  0, then ^ 22 =  ^ 2i =  0, whence 

d e t ^ j ] =  0, a contradiction. Hence ^ 23 =  0. Similarly, if ^ 33 =  0, then ^ 32 =  ^ 3i =  0, which 
again implies det[^ij-] =  0. Thus ^ 33 =  0. The first two equations are now

' C03i +  ^22^i3)pip2 -  C02i -  ^32^i3)pip3 +  (^i3q2 +  ^3ia?)pi +  (^22q3 +  ^ 3ia i)p 2
+ ^32q3p3 +  q2q3 =  0

(^32 +  ^2i^i3)pip2 -  (^22 -  ^3i^i3)pip3 +  (^i3qi +  ^32a?)pi +  (^2iq3 +  ^32ai)p2 
+  ^3iq3p3 +  qiq3 =  0

From the coefficients of p3, we have q3 =  0 (if ^ 3i =  ^ 32 =  0, then det[^ij-] =  0). The 
coefficients of p2 then imply that ^ 3i =  ^ 32 =  0 (since a i > 0), a contradiction.

Suppose that ^ i3 =  0 and ^ 23 =  0. Then ^ 22 =  ^ 2i =  0 and from the coefficients of 
p?, we have ^ 33 =  0. (If ^ 3i =  ^ 32 =  0, then det[^ij-] =  0, a contradiction.) The first two
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equations are now

' C03i +  ^i2^23)pip2 -  (Qii -  ^32^23)p2p3 +  (p23q2 +  Q3ia i)p 2 +  (Qi2q3 +  Q l ^ p i  
+  ^32q3p3 +  q2q3 =  0

(^32 +  ^ii^23)pip2 -  (Qi2 -  ^3i^23)p2p3 +  (p23qi +  Q32ai)p2 +  (Qiiq3 +  p32a?)pi 
+  ^3iq3p3 +  qiq3 =  0.

Comparing the coefficients of p3, we see that q3 =  0 (otherwise Q3i =  Q32 =  0, whence
det[Qj] =  0). The coefficients of p i we then get Q3i =  Q32 =  0 (since a 2 > 0), a contradiction.

Suppose that Qi3 =  0 and Q23 =  0. Then Q33 =  0, else det[Qij-] =  0. From the coefficients 
of p2, this implies that Q32 =  Q3i =  0. The coefficients of pi and p? in the third equation 
gives

QiiQi2 =  0 
p 2ip 22 =  0.

Moreover, we have det[Qij-] =  Q33(Qi iQ22 -  Q2iQi2) =  0. Thus we must have either Qii = 
Q22 =  0 or Q2i =  Qi2 =  0. If the former case holds, then we have the equations

C02i -  ^i2^33)pip3 -  q2^33p3 -  q3pi2pi -  q2q3 =  0
(Qi2 -  ^2i^33)p2p3 -  qi^33p3 -  q3p2ip2 -  qiq3 =  0.

As Q33,Q2i ,Q i2 =  0, we have qi =  q2 =  q3 =  0. The third equation is now

C02L0 i2 -  ^33)pip2 +  (aQi2 -  p33a?)pi -  ^33aip2 =  0.

This implies that a iQ33 =  0, a contradiction, since a i > 0 and Q33 =  0. (The situation Q2i = 
Qi2 =  0 leads to a similar contradiction.) Therefore, in all cases, we have a contradiction. 
Thus G i ,a i ,a2 cannot be A-equivalent to G3,a .

A similar argument shows that G i ,a i ,a2 is A-equivalent to Gi,a a  only if a i =  a i and 
a 2 =  a? and G3,a is A-equivalent to G3,a/ only if a  =  a '. (See section B.3.4 for the Mathe­
matica code that performs these verifications.)

Therefore Ha ,q is A-equivalent to exactly one of =  G3,a or =  G2,a i,a2,
where a  > 0 and a i > a 2 > 0. ■

3 .3 .6  In h o m o g en eo u s  sy s te m s  a s so c ia te d  to  H 5

3.3.13 Lemma. Let A =  ^ 3=i a ^  £ se(1,1) (with A =  0). There exists an automorphism of the 
form  Q(5) such that Q(5) ■ A £ {PEi +  yE3,5E i +  a E 2 +  yE3 : a  > 0, P > 0, 7 £ R, 5 =  0}.

P roof. Suppose ai =  a?. Then we have an automorphism

' sgn(ai +  a2) 07= ^  -  sgn(ai +  a2) aia-a2 0
-  sgn(ai +  a2) ai—2 sgn(ai +  a2) ai—2 0

0 0 1_
such that Q(5) ■ A =  p E i +  yE 3, where P =  |ai +  a2| > 0 and 7 =  a3 £ R.

Suppose a i =  a =  0 and a2 =  ±a. Then Q?5) =  diag(± sgn(a), ±  sgn(a), 1) is an auto­
morphism such that Q?5) ' A =  5Ei +  a E 2 +  yE 3, where 5 =  ± |a | = 0 ,  a  =  |a| > 0 and 
7 =  a3 £ R.

Lastly, suppose a i =  a2 =  0. Then A = yE3 =  p E i +  yE3, where P =  0 and 7 =  a3 £ R .^

I (5)Qi ) =
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3.3.14 T heorem. Any inhomogeneous Hamilton-Poisson system on se(1,1)- of the form Ha ,q = 
La +  H5 is A-equivalent to exactly one of the following systems:

H (2  (p) =  api +  i  [(pi +  p? )2 +  p?]

H?5)(p) =  pi -  p? +  2 [(pi +  p?)2 +  p?]

H35a)(p) =  a(pi +  p?) +  2 [(pi +  p?)2 +  p?].

Here a  > 0 parametrises a family of class representatives, each different value corresponding 
to a distinct (non-equivalent) representative.

P roof. From lemma 3.3.13 there exists a linear Poisson symmetry T (5) : p ^  pQ(5) of H5 
such that La o T (5) =  L ^ . a is equal to one of L^e i+ye3, LsEi+aE2+7E3, for some a  > 0, 
P > 0, y £ R or 5 =  0. Since Ha ,q oT (5) =  LaoT (5) +  H5, it follows that Ha ,q is A-equivalent 
to one of the systems

G i, ,̂7 (p) =  Ppi +  yp3 +  2 [(pi +  p?)2 +  p3],
G2,a,Y,s (p) =  5pi +  ap2 +  Yp3 +  i  [(pi +  p2)2 +  p3] .

We have that G2, ,̂7 
such that

is A-equivalent to G2, ,̂o. Indeed, T : p ^  p+YEg is an affine isomorphism

G YYy (p)
p2(Y +  p3) 
pi(Y +  p3)

Pp2 -  (pi +  p2)2
(GGi,̂ ,0 o T)(p).

Thus G2, ,̂7 is A-equivalent to G2, ,̂o. Consequently, we may assume that P =  a  > 0, since 
the case P =  0 reduces to one of the homogeneous systems.

In a similar manner, the affine isomorphism T : p ^  p +  yE | may be used to show that 
G2,a,Y,s is A-equivalent to G2,a,0,s.

Consider the family G2,a,s,0. Suppose 52 =  a 2. Then

T : p ^  p

s
|S+a|

a
|S+a|

0

a
|S+a|
|S+a|

0

0
0
1

is a linear isomorphism such that

(T ■ G2,a,S,o)(p)
p 2

p 2

p2p3 n T

pip3
p2(5 +  p2) -  p i(a  +  2p?)

|S+Laj (api +  5p?)p3 
|S+Lai (5pi +  ap?)p3
p2(5 +  p2) -  pi (a +  2p?)

s
|S+a|

a
|S+a|

0

a 0|S+a| 0
_s  0|S+a| 0

0 1

(GGi,|S+a| o T)(p).

That is, G2,a,s,0 (52 =  a 2) is A-equivalent to Gi,|s+a |.
Suppose 52 =  a 2. Introduce two new families of potential representatives:

G3(p) =  pi -  p? +  i  [(pi +  p?)2 +  p3] , G4,a(p) =  a(pi +  p2) +  i  [(pi +  p2)2 +  p3] .
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(Here a  > 0.) If a  =  - 5  > 0, then

T : p ^  p
-i+s

2i-s
2
0

—  01 2 0
1+  0 2 0

0 1

is a linear isomorphism such that

(T ■ G2,a,s,o)(p)
p2p3

T ri+s2
i-s
2 0'

pip3 i-s 
2

i+s 
2 0

p? +  p i(5 -  2p?) -  p2(5 +  p2)_ 0 0 1

' 2 [-(5 -  1)pi +  (5 +  1)p2] p3 
i  [(5 -  1)pi -  (5 -  1)p?] p3 

- p i  +  p i(5 -  2p?) -  p2(5 +  p?)
(GG3 o T)(p).

Hence G2,a ,s,0 (a  =  - 5  > 0) is A-equivalent to G3. If a  =  5 > 0, then G2,a ,s,0 =  G4,a .
Thus we have the potential representatives G i ,a , G3 and G4,a . A straightforward calcu­

lation confirms that none of these representatives are equivalent and tha t G i ,a and G4,a are 
unique representatives for unique values of the parameter a  > 0. However, the calculations 
are extremely lengthy and tedious, and we shall not present them here. Nonetheless, section 
B.3.4 lists the Mathematica code that performs these verifications.

(5) (5) (5)Therefore H a,q is A-equivalent to exactly one of H( c) =  G i ,a , H ? ) =  G3 or H3 'a =  G4,a , 
where a  > 0. ■
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Homogeneous Systems Inhomogeneous Systems

Ho(p) =  0 H 0)(p) =  pi

< 2  (p ) =  ap3

H 1(P) =  2 Pi

H (1)(p) =  pi +  2 p2

h 21)(p ) =  pi +  p 2 +  2 pi

H32i (p) =  ap3 + 1 p 2

H2(p) =  1 (pi +  P2)2

H (2)(p ) =  pi +  2 (pi +  p2)2

h 22)(p ) =  pi +  p2 +  2 (pi +  p 2)2

n32i(p) =  5p3 +  2 (pi +  p2)2

H3(P) =  2 P3

H (3)(p) =  pi +  2 p2

h 23)(p ) =  pi +  p 2 +  2 p 3

h 33)(p ) = 1 p 3

H4(p) =  2 (Pi +  P3)
H ic!: (p) =  api +  2 (p2 +  p 2)
h 24)1,«2 (p ) =  a ip i +  a 2p2 +  2 (pi +  p2)

H5(p) =  2 [(pi +  P2)2 +  p 3]

h J5]  (p) =  api +  2 [(pi +  p2)2 +  p 3]

h 25) (p ) =  pi -  p2 +  2 [(pi +  p2)2 +  p 3]

H35]  (p) =  a(pi +  p2) +  2 [(pi +  p2)2 +  p 2]

a  > 0, a 2 > a 2 > 0, 5 =  0

Table 3.1: Classification of quadratic Hamilton-Poisson systems on se(1,1)-



Chapter 4

Stability and Integration of 
H am ilton-Poisson System s

In chapter 3, we classified a class of quadratic Hamilton-Poisson systems on se(1,1)- under 
affine equivalence. Table 3.1 lists class representatives for both the homogeneous systems 
(of the form H q (p ) =  2pQp T ) and the inhomogeneous systems (of the form Ha ,q (p) = 
pA + 2pQpT). The purpose of this chapter is to investigate a number of the normal forms we 
have obtained. Specifically, we shall consider the (nontrivial) homogeneous representatives 
H 2, . . . ,  H5 as well as the first eleven inhomogeneous representatives (i.e., those associated to 
the homogeneous systems H0, H 2, H2 and H3).

For each system, we begin by investigating the (Lyapunov) stability nature of the equi­
librium states. Stability is proved by means of the (extended) energy-Casimir method. In­
stability usually requires a direct approach, employing the definition of Lyapunov instability. 
However, a number of cases may be shown to be unstable by showing spectral instability. 
(See section A.5 for details on the methods we employ.)

Following the stability analysis, we turn to the problem of finding the integral curves of the 
system. The systems whose integral curves are lines are easily integrated, so we simply state 
the general form of each integral curve. Most of the remaining systems may be integrated in

(3)terms of elementary functions. However, the systems H4 and Hi y require the use of Jacobi 3
(3) (3)elliptic functions. For the more involved systems (specifically, H4, H5, Hi ) and H2 )), the 

integration is typically subdivided into several subsections, depending on the various different 
configurations of the system.

The general approach to integration for the systems requiring Jacobi elliptic functions 
(i.e., H4 and H( )) is as follows. For each different configuration of the system, we use 
the two constants of motion (the Hamiltonian function and the Casimir function C(p) = 
p2 — p2) to transform the equations of motion into a single (separable) differential equation, 
which (possibly after some reduction; see section A.6.2) may be integrated in terms of Jacobi 
elliptic functions. This yields an expression for a single component of the candidate integral 
curve. The constants of motion are then used again to find expressions for the remaining 
two components. (For degenenerate configurations of the system, we can typically avoid 
explicit integration by taking a suitable limit of the expressions obtained for nondegenerate 
cases.) The intent is to find a prospective expression for a single integral curve. (As such, we 
neglect any constants of integration.) Having found such an expression, we verify that it is an 
integral curve, by showing that the equations of motion are satisfied. Lastly, we complete the

55
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analysis by proving a result concerning all integral curves of the system for that particular 
configuration. (3)

For the other systems, a more ad hoc approach is employed. For H5 and H2 , we are able 
to transform the Hamiltonian equation into a (separable) differential equation in one variable, 
which is easily solved. The remaining two components of the integral curves are then obtained 
by means of the equations of motion and the Casimir function. For H20,, and H ^ j , the 
first two equations of motion are linear, which allows us to use the matrix exponential for 
integration.

We also graph typical configurations of each system (sans those with lines for integral 
curves). More precisely, we graph the level sets H - 1(h0) and C - 1(c0) and their intersection. 
(Here H  is the Hamiltonian function, C(p) =  pi — p2 is the Casimir function and h0, c0 
are typical values for H  and C along an integral curve, respectively.) The stable equilibrium 
points (illustrated in blue) and unstable equilibrium points (illustrated in red) are also plotted 
in each case.

4.1 Preliminaries

The stability analysis requires the use of a suitable norm on se(1,1)*. Since this space is 
finite-dimensional, all norms are equivalent. For simplicity, we use the Euclidean norm ||p|| = 
V p i+ p T + p f . (Here p =  pi#2 +  p2^ |  +  p3E* e se(1,1)*.)

Suppose p(-) is an integral curve of a Hamiltonian vector field H  on se(1, 1) -  such 
that C(p(t)) > 0 for every t. We have p2(t)2 < p2(t)2 — p2(t)2 =  C(p(t)), and so either
p2(t) < —T C pM  or p2(t) > \ / C(p(t)) . The following proposition (the proof of which is 
immediate) asserts that the value of p2(-) at t =  0 is sufficient to determine which case holds. 
(We employ this result implicitly throughout the integration.)

4.1.1 P roposition. Suppose c0 =  C(p(0)) > 0. Then

(i) p2(0) < —^c0 if and only if p2(t) < — ^c0 for all t.

(ii) p2(0) > ^c0 if and only if p2(t) > ^c0 for all t.

Lastly, we prove a useful sufficient condition for a curve to be an integral curve of a 
Hamilton-Poisson system.

4.1.2 P roposition. Let H  be a Hamilton-Poisson system on se(1,1)- and let p(-) : (—e, e) ^  
se(1, 1)* be an absolutely continuous curve such that p2 =  p2JP |, C(p(t)) =  constant and
H(p(t)) =  constant. Then p(-) is an integral curve of H .

P roof. We show that p(-) satisfies the equations of motion of H  (equation (3.1.4)). For 
brevity, denote the partial derivative dH/dp^ by Hpi. By assumption, the first equation of 
motion holds true. Differentiating both sides of C(p(t)) =  p2(t)2 — p2(t)2 =  constant, we get 
2p1p>1 — 2p2p2 =  0, and so p2 =  =  Epp2HP3 =  p2Hp3. Thus the second equation of motion
is satisfied. Lastly, differentiate both sides of H(p(t)) =  constant, to get p2HPl +  p2Hp2 + 
p3HP3 =  0. Solving for p3, the result is

p — ?̂ 1HPl — p2HP2 —p2 HP3 HPl — p1 HP3 HP2 p H p H
p̂3 = --------H---------- = ---------------H--------------- =  —p iHP2 — p2HPi.HP3 HP3

Therefore p>(t) =  H?(p(t)), i.e., p(-) is an integral curve of H?. ■
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4.2 Homogeneous System s

We begin our analysis of the affine equivalence representatives of table 3.1 by considering 
the homogeneous systems H 2 through H5. The systems H 2 and H2 have lines for integral 
curves, so we treat them here (the integration for these systems is immediate; as such, the 
stability analysis is the main effort). The remaining homogeneous systems H3, H4 and H5 are 
treated in sections 4.2.1, 4.2.2 and 4.2.3, respectively. Of these three systems, H3 and H5 are 
integrated in terms of elementary functions, whereas the integral curves of H4 are expressed 
in terms of Jacobi elliptic functions. (See section A.6 for further details on the Jacobi elliptic 
functions.)

Section B.4.1 and section B.4.2 list the supporting Mathematica code for H 2 and H2, 
respectively. The equations of motion of the system H 2(p) =  2pi are

( pi = 0  
< p2 = 0
[ p3 =  — pip2.

These are immediately solved, to give the integral curve p(t) =  (c2,c2,c3 — c2c21), with 
c2,c2,c3 e R. The equilibrium states of H 2 are e2’M = (n, 0, ^) and =  (0,v, ^), where 
n, ^  e R and v =  0.

4.2.1 P roposition. The equilibrium states e[’̂  and e^’M are unstable.

P roof. Consider the states e ^ ,  n =  0. Fix a bounded open neighbourhood U of e2’M. 
Consider the integral curve p(t) =  (n, 5,^  — n5t), where 5 > 0. Since ||p(0) — e2’M|| =  5, for 
any open neighbourhood V C U of e2’M, there exists 5 > 0 such that p(0) e V. Furthermore, 
limt^  ||p(t) ||2 =  52 +  n2 +  limt^ ^ ( ^  — n5t)2 =  to. Hence there exists t 2 > 0 such that 
p(t2) e U. It follows that the states e2’M, n =  0 are unstable.

Consider the states e°’M. Let U be a bounded open neighbourhood of ei’M. The curve p(t) = 
(25, ^ 5,^ — 52t) is an integral curve of H 2 for any 5 > 0. Furthermore, ||p(0) — e0’M|| =  5.
Accordingly, for any neighbourhood V C U containing e0^  there exists 5 > 0 such that 
p(0) e V. However, limt^ ^  ||p(t) ||2 =  52 +  limt^ ^ ( ^  — ^ 52t)2 =  to, and so there exists 
t 2 > 0 such that p(t2) e U. Therefore the states e1̂  are unstable.

Consider the states e^’̂ . Fix a bounded open neighbourhood U of e^’M. We have that 
p(t) =  (5, v, ^  — 5vt) is an integral curve of H 2 for any 5 > 0. Thus, as ||p(0) — e^’M || =  5, 
for any open neighbourhood V C U of e^’M there exists 5 > 0 such that p(0) e V. But 
limt^ ^  ||p(t) | 2 =  52 +  v2 +  limt^ ^ ( ^  — 5vt)2 =  to, and so there exists t 2 > 0 such that 
p(t2) e U. Therefore the states e^’M are unstable. ■

The equations of motion of the system H2(p) =  2(p2 +  p2)2 are

( pi =  0
< p2 =  0
l >̂3 =  —(pi +  p2)2.

The integral curves are of the form p(t) =  (c2,c2,c3 — (c2 +  c2)2t), for c2,c2,c3 e R. The
equilibrium states of H2 are e2’M = (n, —n, ^), where n ,^  e R.
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4.2.2 P roposition. The equilibrium states e2’M are unstable.

P roof. Fix a bounded open neighbourhood U of e j’̂ . We have that p(t) =  (5 +  n, 5 — n, ^  — 
452t) is an integral curve of H2 (for any 5 > 0) such that ||p(0) — e2’M|| =  \/2  5. Accordingly, for 
any open neighbourhood V C U of e^’M, there exists 5 > 0 such that p(0) e V. Furthermore, 
limt— ||p(t)||2 =  (5 — n)2 +  (5 +  n)2 +  limt^ ^ ( ^  — 452t)2 =  to. Hence, there exists t 2 > 0 
such that p(t2) e U. It follows that the states e j’̂  are unstable. ■

4 .2 .1  T h e  sy s te m  H 3

The equations of motion of the system H3(p) =  2p2 are

{pi =  p2p3 
p2 =  pip3

p3 =  0.
The equilibrium states of H3 are e2’M = (n, ^, 0) and e£ =  (0,0, v), where n, ^, v e R and 
v =  0. See section B.4.5 for accompanying Mathematica code.

4.2.3 P roposition. The equilibrium states e[’̂  and e2 are unstable.

P roof. Consider the states e j’̂ , n =  —̂ . Fix a bounded open neighbourhood U of e j’̂ . We 
have that p(t) =  (ncosh(5t) +  ^  sinh(5t), n sinh(5t) +  ^cosh(5t), 5) is an integral curve of H3 
for any 5 > 0. Indeed,

p2 =  5n sinh(5t) +  5^ cosh(5t) =  p2p3 
p2 =  5^ sinh(5t) +  5n cosh(5t) =  p2p3 

p>3 =  0.

Moreover, we have ||p(0) — e2’M|| =  5. Accordingly, for any open neighbourhood V C U of 
e2’M, there exists 5 > 0 such that p(0) e V. Furthermore,

lim ||p(t) ||2 =  52 +  lim |"(n2 +  ^ 2) cosh(25t) +  2n^ sinh(25t)l =  to.

Hence, there exists t 2 > 0 such that p(t2) e U. Thus the states e j’̂ , n =  — ̂  are unstable.
Consider the states e j’-n , n =  0. Let U be a bounded open neighbourhood of e2’-n . The 

curve p(t) =  (nej t , —nej t , —5) is an integral curve of H3 for any 5 > 0. Indeed, p2 =  5nejt = 
p2p3, p2 =  —5nejt =  p2p3 and p3 =  0. Since ||p(0) — ej’-n || =  5, for any open neighbourhood 
V C U of e j’-n , there exists 5 > 0 such that p(0) e V. However, limt—TO ||p(t) ||2 =  52 + 
2n2 limt—TO e2jt =  to. Consequently, there exists t 2 > 0 such that p(t2) e U. Thus the states 
e j’-n , n =  0 are unstable.

Consider the state e0’ . Fix a bounded open neighbourhood U of e0’ . We have that 
p(t) =  (5ej t , 5ej t , 5) is an integral curve of H3 for any 5 > 0. Indeed, p2 =  52ejt =  p2p3, 
p2 =  52ejt =  p2p3 and p3 =  0. Moreover, ||p(0) — e0’0|| =  V 3 5. Therefore, for any open 
neighbourhood V C U of e0’0, there exists 5 > 0 such that p(0) e V. Since limt— ||p(t) ||2 = 
52 limt—̂ (1  +  2e2jt) =  to, there exists t 2 > 0 such that p(t2) e U. Thus the state e0’0 is 
unstable.
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Figure 4.1: Typical configurations of H3

Consider the states e22. The linearisation of the vector field H3 is

d H3 (p)
0 p3 p2

p3 0 pi
0 0 0

0, ^2’3 =
positive real eigenvalue. Hence the states e22 are (spectrally) unstable. ■

Lastly, we determine the integral curves of H3. Typical configurations of H3 are plotted 
in figure 4.1. (In the figure, we have c0 =  C(p(0)), where p(-) is an integral curve of H3.)

4.2.4 P roposition. I f  p(-) : (—e,e) ^  se (1,1)* is an integral curve of H3 and p3(0) =  Q, then

{p2 (t) =  p2(0) cosh(Qt) +  p2(0) sinh(Qt) 
p2(t) =  p2(0) sinh(Qt) +  p2(0) cosh(Qt) 
p3 (t) =  Q.

P roof. Since p3 

equation P(t) =

= 0, we have p3(t) =  Q for some Q e R. Let P (t) 

Q Q P(t) has the solution

pi(t) 
p2 (t)

. The differential

P  (t) =  P  (0) exp 0 Q 
Q 0 P(0) cosh(Qt)

sinh(Qt)
sinh(Qt) 
cosh(Qt) .

Thereforep2(t) =  p2(0) cosh(Qt)+p2(0) sinh(Qt) and p2(t) =  p2(0) sinh(Qt)+p2(0) cosh(Qt).^

4 .2 .2  T h e  sy s te m  H4

The equations of motion of the system H4(p) =  2 (p2 +  p2) are

{pi =  p2p3 
p̂2 =  pip3 
p̂3 =  — pip2.

The equilibrium states of H4 are e4 =  (^, 0,0), e2 =  (0, v, 0) and e3 =  (0, 0, v), where ^, v e R, 
v =  0. Section B.4.4 lists the supporting Mathematica code.
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Figure 4.2: Typical configurations of H4

4.2.5 P roposition. T he equ ilibrium  s ta te s  e^ and  eV are stable, w hereas the  s ta te s  eV are unstable.

P roof. As d (2H4 — 2C )(ej) =  0 and d 2(2H4 — 2C )(e0) =  diag(1,1,2), the state e0 is stable.
Consider the states e4, ^  =  0. Let H a =  A0H4 +  A2C , where A0 =  1 and A2 =  — 2 . We 

have

dHA(p)
0

p2 , 
p3

d 2HA(p) =  diag(0 ,1,1).

Thus d H A(e^) =  0. Moreover, since W =  ker d H 4(e^) n ker d C (e 1̂) =  span{E *,E *}, the 
restriction d 2H A(ei ) |WxW =  diag(1 ,1) is positive definite. Therefore the states e4, ^  =  0 are 
stable.

Consider the states eV. Define the energy function H a =  A0H 4 +  A2C , where A0 =  1 and 
A2 =  0. Then

dHA(p)
p i
0

p3
d 2HA(p) =  diag(1, 0,1).

Furthermore, W =  ker d H 4(e^) n ker d C (e^) =  span{E *,E *}. Accordingly, d H 4(eV) =  0 and 
the restriction of d 2H4(e2) to W x W is positive definite. Hence the states eV are stable. 

Consider the states e3. The linearisation of the vector field H 4 is

DH4(p)

positive real eigenvalue. Hence the states e^ are (spectrally) unstable.

0 p3 p2
p3 0 pi

—p2 —pi 0

= 0, A2’3 = d

We now proceed to find the integral curves of H4. Let p(-) be an integral curve of H 4 and 
let c0 =  C(p(0)) and h0 =  H4(p(0)). Typical configurations of H 4 are graphed in figure 4.2.
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We consider two cases depending on the sign of c0. In fact, by the following result, we may 
assume c0 > 0.

4.2.6 P roposition. The map ^  : (p2,p2,p3) ^  (p2,p?,p3) is a linear Poisson symmetry of H4 
such that C o ^  =  —C .

P roof. ^  is clearly a linear Poisson automorphism. Furthermore, (H4o^)(p) =  ? (p2 +  p3) = 
2(p 2 +  p 2) — 2(p 2 — p2) =  (H4 — 2C)(p). Therefore ^  is a linear Poisson symmetry of H4. 
Finally, we have (C o ^)(p) =  p2 — pi =  —C(p). ■

Accordingly, in order to find the integral curves of H4 when c0 < 0, we find the integral 
curves when c0 > 0 and apply the linear Poisson symmetry ^ . In particular, if <?(•) is an 
integral curve of H4 such that C(<?(0)) < 0, then p(-) =  ^(g(-)) is an integral curve of H4 
such that C(p(0)) > 0. Thus we assume, without loss of generality, that c0 > 0.

Lastly, notice that if h0 =  0, then p(-) is constant. (Indeed, if p?(t)2 +  p3(t)2 =  2h0 =  0, 
then p?(t) =  p3(t) =  0. Thus — p2(t)2 =  c0, whence c0 < 0 and p2(t) =  d / —c0. But 
p(t) =  (0,0, ± a/ —c0 ) is an equilibrium point of H4.) Hence we always assume h0 > 0.

4.2.2.1 Case I : c0 =  0

By proposition 4.2.6, we may assume c0 > 0. Notice that c0 =  p?(t)2 — p>2(t)2 < p92(t)2 +
p>3(t)2 =  2h0. That is, c0 < 2h0. If c0 =  2h0, then p(-) is constant. (Indeed, we have
p?(t)2 — p2(t)2 =  c0 =  2h0 =  p?(t)2 +  p3(t)2, whence — p2(t)2 =  p3(t)2. This implies that
p(t) =  (± ^C 0, 0, 0), which is an equilibrium point of H4.) Assume c0 < 2h0. From the first 
equation of motion p? =  p2p3, we get

p? =  p 2p 2 =  (2h0 -  p 2)(p 2 -  c0).

Take the square root of both sides and separate variables. We get

dpi ,,—, -  =  0 ? dt
^ ( 2h0 -  p 2)(p 2 -  c0)

for some 0 ? G {-1,1}. Since c0 =  p>1 (t)2 - p2(t)2 < p>1 (t)2 < p>1 (t)2 +  p3(t)2 =  2h0, there exists 
02 G {-1,1} such that ^c0 < cr2p?1 (t) < V2h0' . Let a =  and b =  ^ c 0 . Integrating
both sides, we have

f a dp?
=  0 ?t.

•W iM  \ / ( 2h0 -  p ?)(p 2 -  c0)'
Use the integral formula (A.6.8) to integrate the left-hand side of (4.2.1). The result is

(4.2.1)

v ^ d"- U v W p?(t)V 2 i 2i—r C0)  = 0 it ^  p?(t) = 02Qdn(Qt' k)-

Here Q = V2h0 and k = \ J . As 0 < c0 < 2h0, we have 0 < k < 1. Moreover, 
since dn(-,k) is even, the 0 ? can be eliminated. We now use the constant of motion 2h0 = 
p?(t)2 +  p3(t)2 to find an expression for p3(-):

p3(t) =  02 a/ 2h0 -  p>?(t)2 =  03Q \/1 -  dn2(Qt, k) =  03Qk sn(Qt, k)
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where 03 G {-1,1}. (We have used the square relation (A.6.4).) In fact, since sn (Qt + 
2K, k) =  -  sn(Qt, k), we assume 03 =  1. Finally, using the derivative formula (A.6.1), 
integrate the equation

p2(t) =  p>1p93 =  02Q ^/2h0 -  c0 dn(Qt, k) sn(Qt, k)

to get p2(t) =  - 02\/2h0 -  c0 cn(Qt, k). Rephrasing the constants in terms of Q and k, we 
have the following (prospective) integral curve:

{p?(t) =  02Qdn(Qt,k) 
p2(t) =  - 02Qk cn(Qt, k) 
p>3 (t) =  Qk sn(Qt, k).

We verify that p(-) is an integral curve of H4. Indeed,

p?(t) =  - 02Q2k2 cn(Qt, k) sn(Qt, k) =  p2(t)p3(t) 
p2(t) =  02Q2k dn(Qt, k) sn(Qt, k) =  p?(t)p3(t) 
p3(t) =  Q2k cn(Qt, k) dn(Qt, k) =  —p?? (t)p?2 (t).

That is, p(t) =  H3(p(t)). Furthermore, p(-) is clearly defined over R. Since cn(Qt,k) and 
sn(Qt, k) have period 4K, p2(-) and p3(-) have period 4^. Similarly, since dn(Qt, k) has period 
2K, p>?(■) has period 2^. Finally, as sn(-,k) is odd and dn(-,k), cn(-,k) are even, we have 
that p?(■) and p2(-) are even and p3(-) is odd.

We now make an explicit statement regarding all integral curves of H4 for this case.

4.2.7 P roposition. Let p(-) : ( - e, e) ^  se(1, 1)* be an integral curve of H4 such that H4(p(0)) = 
h0 > 0, C(p(0)) =  c0 > 0 and c0 < 2h0. There exist t0 G [ - 2K, 2K] and 0 G {-1,1} such 
that p(t) =  p(t + 10) for every t G ( - e, e), where p(-) : R ^  se(1,1)* is defined by

p>? (t) =  0 Qdn(Qt, k) 
p2(t) =  - 0 Qk cn(Qt, k) 
p>3 (t) =  Qk sn(Qt, k).

Here 4K is the period of sn(-, k), Q =  \72h0 and k = 2h.p—cp
2ho

P roof. Let 0 =  sgn(p?(0)) G {-1,1}. (If p?(0) =  0, then c0 =  - p2(0)2 < 0, a contradiction.) 
Since p?(t)2 > p?(t)2 -  p2(t)2 =  c0, we have p3(t)2 =  2h0 -  p?(t)2 < 2h0 -  c0 =  Q2k2. That 
is, -  Qk < p3(t) < Qk. Similarly, - Qk < p>3 (t) < Qk. Moreover, p3 ( - 1 )̂ =  - Qk and 
p3 (K̂ ) =  Qk. Therefore, since p3(-) is continuous, there exists t? G [ - K , such that 
p3(ti) =  p3 (0). Then

7>i(t?)2 =  2h0 -  p3(t?)2 =  2h0 -  p3(0)2 =  p?(0)2.

Since sgn(p)?(t?)) =  0 =  sgn(p? (0)), we have p?(t?) =  p?(0). Lastly,

p2(ti)2 =  p>i(t?)2 -  C0 =  p?(0)2 -  C0 =  p2(0)2,

and so p»2(t?) =  ±p2(0). As p)?(-) is even with period 2K, p2(-) is even with period 4K and 
j53(-) is odd with period 4K, we have p? (2K - 1?) =  J51(t1), j?2 (2K - 1^  =  —p>2(t?) and
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p3 (2K -  t?) =  p>3(t?). Thus, there exists t0 G [ - 2K, 2K] (i.e., t0 =  t? or t0 =  - 1?) such that
p(t0) =  p(0). Therefore, as t ^  p>(t + 10) and t ^  p(t) are both integral curves of H4 passing 
through the same point at t =  0, they both solve the same Cauchy problem, and hence are 
identical. ■

4.2.2.2 Case I I : c0 =  0

If p?(t) =  0 for some t, then p(-) is constant. Indeed, suppose p?(t) =  0 for some t. Then 
_p2(t) =  0 (as c0 =  0), whence p3(t)2 =  2h0. That is, p(t) =  (0, 0, ±V 2h0 ), which is an 
equilibrium point of H4. Therefore we assume p?(t) =  0 for every t. Take the limit c0 ^  0 of 
the integral curves obtained in case I , and allow for changes of sign. Since k ^  1 as c0 ^  0, 
we get the following (prospective) integral curve:

{p?(t) =  0 Qsech(Qt) 
p2(t) =  - 0 q Qsech(Qt) 
p3(t) =  q Qtanh(Qt).

(Here 0 , q G {-1,1} and Q = ^J2h0.) We verify that this is an integral curve of H4. Indeed,

p?(t) =  - 0 Q2 sech(Qt) tanh(Qt) =  p2(t)p3(t) 
p2(t) =  0q Q2 sech(Qt) tanh(Qt) =  p? (t)p>3 (t) 
p3(t) =  qQ2 sech2(Qt) =  - pi(t)p2(t).

Thus p(t) =  H3(p(t)). Furthermore, p(-) is clearly defined over R.
We now make an explicit statement regarding all integral curves of H4 for this case.

4.2.8 P roposition. Let p(-) : ( - e,e) ^  se(1, 1)* be an integral curve of H4 such that H4(p(0)) = 
h0 > 0, C(p(0)) =  0 and p?(0) =  0. There exist t0 G R and 0 , q G {-1,1} such that 
p(t) =  p(t + 10) for every t G ( - e, e), where p(-) : R ^  se(1,1)* is defined by

{p?(t) =  0 Qsech(Qt) 
p2(t) =  - 0 q Qsech(Qt) 
p3(t) =  q Qtanh(Qt).

Here Q =  V^hc .

P roof. Let 0 =  sgn(p?(0)) G {-1,1} and q =  - 0 sgn(p2(0)) G {-1,1}. (As p?(0) = 
0, we have p2(0) =  0.) Since 0 < p?(t)2, we have p3(t)2 =  2h0 -  p?(t)2 < 2h0 =  Q2. 
That is, - Q < p3(t) < Q. Similarly, - Q < p3(t) < Q. Moreover, limt^^p>3(t) =  qQ and 
limt .̂_rop>3(t) =  - qQ. Therefore, since p3(-) is continuous, there exists t0 G R such that 
^3(t0) =  p3 (0). Then

^?(t0)2 =  2h0 -  ;p3(t0)2 =  2h0 -  p3(0)2 =  p i(0)2.

Since sgn(p?(t0)) =  0 =  sgn(p?(0)), we have p>?(t0) =  p?(0). Finally,

^2(t0)2 =  p>i(t0)2 -  C0 =  p?(0)2 -  C0 =  p2(0)2.

But sgn(p52(t0)) =  - 0 q =  sgn(p2(0)), and so p2(t0) =  p2(0). Therefore, as t ^  p>(t +  t0) and 
t ^  p(t) are both integral curves of H4 passing through the same point at t =  0, they solve 
the same Cauchy problem, and hence are identical. ■
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Figure 4.3: Typical configurations of H5

4 .2 .3  T h e  sy s te m  H 5

The equations of motion of the system H5(p) =  ? [(p? +  p2)2 +  p3] are

{p>1 =  p2p3 
p2 =  pip3 
p3 =  - (p i  +  p2)2.

The equilibrium states of H5 are e 1̂ =  (^, - ^, 0) and e2 =  (0, 0, v), where ^, v G R, v =  0. 
The accompanying Mathematica code for H5 may be found in section B.4.5.

4.2.9 P roposition. The equilibrium states e^ and e2 are unstable.

P roof. Consider the states ê 1, ^  =  0. Fix a bounded open neighbourhood U of ê 1. The 
curve p(t) =  (^e5t, - ^e5t, -5 ) is an integral curve of H4 for any 5 > 0. Indeed, p? =  5^e5t = 
p2p3, p2 =  - 5^e5t =  p?p3 and p3 =  0. Furthermore, ||p(0) -  ê H =  5. Accordingly, for
any open neighbourhood V C U of e 1̂ there exists 5 > 0 such that p(0) G V. However, 
limt^ ^  ||p(t) | 2 =  52 +  2^ 2 limt^ ^  e25t =  to. Thus, there exists t? > 0 such that p(t?) G V. 
Therefore the states ê 1, ^  =  0 are unstable.

Consider the state e0. Let U be any bounded open neighbourhood of e?. We have that 
p(t) =  (5e5*, - 5e5*, -5 ) with 5 > 0 is an integral curve of H3. Indeed, p? =  52e5t =  p2p3, 
p2 =  52e5t =  p?p3 and p3 =  0. Moreover, ||p(0) -  e0|| =  V 3 5. Therefore, for any open 
neighbourhood V C U of e0, there exists 5 > 0 such that p(0) G V. However, limt^ ^  ||p(t) ||2 = 
52 limt^ ^ (1  +  2e25*) =  to, and so there exists t? > 0 such that p(t?) G U. Thus the state e? 
is unstable.

Consider the states e22. The linearisation of the vector field H5 is

0 p 3 p 2
p3 0 p? .

- 2(p? +  p2) - 2(p? +  p2) 0

The linearisation at e22 has eigenvalues A? =  0, A2,3 =  ± v . Since v =  0, D H 5(eV) has a 
positive real eigenvalue. Hence the states e2 are (spectrally) unstable. ■

We now proceed to find the integral curves of H5. Let p(-) be an integral curve of H5 and 
let c0 =  C(p(0)) and h0 =  H5(p(0)). We consider two cases depending on the sign of c0. The 
corresponding level sets H5“?(h0), C - 1(c0) and their intersection are plotted in figure 4.3.

d H5(p ) =
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If h0 =  0, then p(-) is constant. (Indeed, if (pq(t) +  p2(t))2 +  p?3(t)2 =  2h0 =  0, then 
pq(t) +  p2(t) =  0 and p3(t) =  0. From the equations of motion we then have pq =  p2 =  0, 
whence p(t) =  (p, —p, 0) for some p G R. Then p(t) is an equilibrium point of H5.) Thus we 
always assume h0 > 0.

4.2.3.1 Case I : c0 =  0

Substitute p3 =  — (pq +  p2)2 into the equation 2h0 =  (p?1 (t) +  p2(t))2 +  p?3(t)2. The result is a 
separable differential equation in p3, viz.

dp3
p3 — 2 ho

dt. (4.2.2)

We have p3(t)2 < (pq(t) +  p2(t))2 +  p3(t)2 =  2h0, i.e., p3(t)2 < 2h0. We use the integral
formula (A.6.13) to integrate the left-hand side of (4.2.2). The result is

tanh 1

Let Q =  v^he and solve for p3(t), to get p3(t) 
with respect to t yields

- EW t.
\/2 h0 /
—Qtanh(Qt). Differentiating this expression

p?1(t) +  pq(t) =  a y  —i?3 (t) =  aQsech(Qt)

for some a  G {—1,1}. Since (pq(t) +  p?2(t))(p?1 (t) — p2(t)) =  c0, we have

P1(t) — p?2 (t) =  a —— C° =  cosh(Qt).
Q sech(Qt) Q

Thus

Since 1
1

1
1

1 1 ph(t)" aQ sech(Qt)
1 —1 P2(t)_ cosh(Qt)

is invertible, we get the following (prospective) integral curve:

pq(t) =  -0- [Q2 sech(Qt) +  c0 cosh(Qt)]

p?2(t) =  [Q2 sech(Qt) — c0 cosh(Qt)]

, p3(t) =  —Qtanh(Qt).
We verify that p(-) is an integral curve of H5. Indeed,

pq(t) — p?2(t)p?3(t) =  a  [c0 sinh(Qt) — Q2 sech(Qt) tanh(Qt)]

— a  [c0 cosh(Qt) — Q2 sech(Qt)] tanh(Qt) =  0 

p2(t) — p?1 (t)p?3(t) =  — a  [c0 sinh(Qt) +  Q2 sech(Qt) tanh(Qt)]

+ a  [c0 cosh(Qt) +  Q2 sech(Qt)] tanh(Qt) =  0 

P3(t) +  (pq(t) +  p?2(t))2 =  (a2 — 1)Q2 sech2(Qt) =  0.
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That is, p(t) =  H5(p(t)). Furthermore, p(-) is clearly defined over R.
We now make an explicit statement regarding all integral curves of H5 for this case.

4.2.10 P roposition. Let p(-) : (—g, g) ^  se(1, 1)* be an integral curve of H5 such that H5(p(0)) = 
h0 > 0 and C(p(0)) =  c0 =  0. There exist t0 G R and a G {—1,1} such that p(t) =  p?(t +  t0) 
for every t G (—g, g), where £(■) : R ^  se(1,1)* is defined by

p?1 (t) =  -0- [Q2 sech(Qt) +  c0 cosh(Qt)] 

p?2(t) =  -0- [Q2 sech(Qt) — c0 cosh(Qt)]

, p?3(t) =  —Qtanh(Qt).
Here Q =  - 2 h 0 .

P roof. Let a =  sgn(p1(0) +  p2(0)) G {—1,1}. (If p1(0) +  p2(0) =  0, then c0 =  0, a contra­
diction.) We have p3(t)2 < (p1(t) +  p2(t))2 +  p3(t)2 =  2h0 =  Q2, and so —Q < p3(t) < Q.
Similarly, —Q < p3(t) < Q. Moreover, limt^ ^  p3(t) =  —Q and limt^ -TO p3(t) =  Q. Therefore, 
since p3(-) is continuous, there exists t0 G R such that p3(t0) =  p3(0). Then

(pJ1(t0) +  p2(t0 ))2 =  2h0 — p>3(t0)2 =  2h0 — P3 (0)2 =  (p1(0) +  p2(0))2.

But sgn(p1 (t0) +  p2(t0)) =  a  =  sgn(p1(0) +  £2(0)), and so p1(t0) +  p2(t0) =  £1(0) +  £2(0). 
Further,

(p?1(t0) +  P>2(t0)) (P1(t0) — £2^ 0)) =  C0 =  (^1(0) +  £2(0)) (^1(0) — £>2(0)) ,

which implies that p»1(t0) — p2(t0) =  p1(0) — p2(0). Thus, we have

1 1 £1^ 0) £1(0)
1 —1 £2^ 0) £2 (0)

Since is invertible, we have p(t0) =  p(0). Therefore, as t ^  p(t + 10) and t ^  p(t)1 1  
1 —1

are both integral curves of H5 passing through the same point at t =  0, they both solve the 
same Cauchy problem, and hence are identical. ■

4.2.3.2 Case I I : c0 =  0

If p?1 (t) =  0 for some t, then £(■) is constant. Indeed, suppose p?1 (t) =  0 for some t. Then 
£2(t) =  0 (as c0 =  0), whence £3(t)2 =  2h0. Thus p?(t) =  (0,0, ± / 2 h 0 ), which is an equilib­
rium point of H5. Therefore we assume p?1 (t) =  0 for all t.

Since p?1 (t)2 — £2(t)2 =  c0 = 0 , we have p?1 (t) — £2(t) =  0 or p?1 (t) +  £2(t) =  0. Suppose 
p 1 (t) — p 2(t) =  0. By taking the limit c0 ^  0 of the integral curves in proposition 4.2.10, 
we arrive at the following result.

4 .2 .1 1  P r o p o s it io n . L e t  p(-) : (—e ,e )  ^  s e ( 1 ,1)* be an  in tegra l curve  o f  H 5 su ch  th a t  H 5(p(0)) =
h 0 >  0, C (p (0 )) =  0, p 1(0) — p 2(0) =  0 a n d  p 1(0) =  0. T here  ex is t t 0 G R  a n d  a  G {—1,1}
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such that p(t) =  p(t +  t0) for every t G (—e, e), where p»(-) : R ^  se(1,1)* is defined by

f aQ
p?1 (t) =  —  sech(Qt)

< p2(t) =  aQ sech(Qt)

 ̂p?3(t) =  —Qtanh(Qt).
Here Q =  V^hc .

P roof. Let a  =  sgn(p1(0)) G {—1,1}. From the constant of motion 2h0 =  p1(t)2 +  p3(t)2, we 
have p3(t)2 =  2h0 — p1(t)2 < 2h0 =  Q2. That is, —Q < p3(t) < Q. Similarly, —Q < p3(t) < Q. 
Moreover, limt^ —TO p?3(t) =  Q and limt^ ^  p?3(t) =  —Q. Since p3(-) is continuous, there exists 
t0 G R such that p3(t0) =  p3(0). Then

p1(t0)2 =  2h0 — p3(t0)2 =  2h0 — P3(0)2 =  £1(0)2.

Since s g ^ ^ ^ ) )  =  a =  sgn(^(0)), we have p?1 (t0) =  £1(0). Lastly, £2(t0) =  £1^ 0) =  £1(0) = 
p2(0). Therefore, as t ^  p?(t + 10) and t ^  p(t) are both integral curves of H5 passing through 
the same point at t =  0, they both solve the same Cauchy problem, and hence are identical.■

Suppose jl1( t ) +  p 2(t) =  0. Let Q =  \/2h0 . Then p3(t)2 =  Q2, i.e., p3(t) =  a 1Q, for some 
a 1 G {—1,1}. The first equation of motion becomes £  =  p?2p?3 =  —a 1Qp51. This is immediately 
solved, to get p?1 (t) =  a 2e—CTlQt for some a 2 G {—1,1}. Then we have p2(t) =  —a 2e—CTlQt, and 
hence the following (prospective) integral curve:

f P1( t ) =  a2e-CTlQt 
< p2(t) =  —a 2e-CTlQt 
lp>3(t) =  a 1Q.

It is straightforward to verify that p(t) =  H5(p(t)). Indeed, p)1(t) =  —a 1a 2Qe-CTlQt = 
P2(t)p3(t), p?2(t) =  a ^ Q e -CTlQt =  ^ ( ^ ( t )  and £3 =  0 =  — (^ ( t)  +  p2(t))2. Moreover, 
£(■) is clearly defined over R.

We now make an explicit statement regarding all integral curves of H5 for this case.

4.2.12 P roposition. Let £(■) : (—e,e) ^  se(1, 1)* be an integral curve of H5 such that H4(^(0)) = 
h0 > 0, C (^(0)) =  0, £1 (0) +  £2(0) =  0 and £1 (0) =  0. There exist t0 G R and a, £ G {—1,1} 
such that £(t) =  £(t +  t0) for every t G (—e, e), where £(■) : R ^  se(1,1)* is defined by

r £1(t) =

< £2(t) =  —
l i^3(t) =  —aQ.

Here Q =  V2h0 .

P roof. Let a  =  — sgn(£3(0)) G {—1,1} and £ =  — sgn(^2(0)). (If £3(0) =  0, then h0 =  0, a 
contradiction. If £2(0) =  0, then £1(0) =  0, contradicting the assumption.) We have

lim £2 (t)t^  — <̂
—£ ̂  if a =  —1 
0 if a =  + 1,

lim £2(t)
£ to if a  =  +1 
0 if a  =  —1.
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Therefore, since £2(-) is continuous, there exists t0 G R such that £2(t0) =  £2(0). Then 
J51(t0) =  — £2(t0) =  —£2(0) =  £ 1(0). Finally, since £3(-) and j53(-) are both constant and 
sgn(j53(t0)) =  a  =  sgn(£3(0)), we have £3(t0) =  £3(0). Therefore, as t ^  £(t +  t0) and 
t ^  £(t) are both integral curves of H 5 passing through the same point at t =  0, they both 
solve the same Cauchy problem, and hence are identical. ■

4 .3  I n h o m o g e n e o u s  S y s t e m s  A s s o c i a t e d  t o  H 0

There are two inhomogeneous systems associated to the (trivial) Hamilton-Poisson system 
H0(^) =  0, viz. H (0)(£  =  £ 1 and h 2°)( £  =  a£ 3. The first system has lines for integral
curves, and so we shall treat it here. The integral curves of h 2°;) are hyperbolae; this system is 
considered in section 4.3.1. Section B.4.6 and section B.4.7 list the supporting Mathematica 
code for the stability analysis of H (0) and h 2C0) , respectively.

The equations of motion of the system H (0) ( £  =  £ 1 are

r £1 =  0
r £2=0
L £53 =  —£2.

The integral curves are £(t) =  (c1,c2,c3 — c2t), for c1,c2,c3 G R. The equilibrium states of 
H (0) are en,M =  (n, 0, ^), where n, ^  G R.

4.3.1 P roposition. The equilibrium states e1’M are unstable.

P roof. Fix a bounded open neighbourhood U of e1’M. Consider the integral curve £(t) =  
(n, 5, ^  — 5t), for 5 > 0. We have ||£(0) — e^’̂ y =  5. Accordingly, for any open neighbourhood 
V C U of e!’M, there exists 5 > 0 such that £(0) G V . Furthermore, limt^ ^  ||£(t)||2 =  
52 +  n2 +  limt^ ^ ( ^  — 5t)2 =  to, and so there exists t 1 > 0 such that £ (t1) G U. Therefore the 
states e!’M are unstable. ■

4 .3 .1  T h e  s y s te m  h 2°2

The equations of motion of the system H^0 , ( £  =  a£ 3 (a  > 0) are

£1 =  a £2
£2 =  a £1
£3 =  0.

The equilibrium states of H 2°<) are e^ =  (0 ,0 ,^), where ^  G R.

4.3.2 P roposition. The equilibrium states e,1 are unstable.

P roof. The linearisation of the vector field H 2°a) is

d H31) (£)
0 a  
a  0 
0 0

0
0 .
0

The linearisation at e^ has eigenvalues A1 =  0, A2,3 =  a . Since a  > 0, d H 2°) (e^) has a 
positive real eigenvalue. Hence the states e^ are (spectrally) unstable. ■
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•2

•1

(a) co = 0 (b) co = 0

Figure 4.4: Typical configurations of H2(o)a

Lastly, we determine the integral curves. The typical configurations of the system are 
graphed in figure 4.4. (In the figure we have c0 =  C (£(0)), where £(■) is an integral curve of
H (0)) h 2’«.)

4.3.3 P roposition. I f  £(■) : (—e,e) ^  se(1,1)* is an integral curve of H^ , then

{£ 1(t) =  £1(0) cosh(at) +  £2(0) sinh(at) 
£2(t) =  £1(0) sinh(at) +  £2(0) cosh(at) 
£3(t) =  £3(0).

P roof. Let P(t) £1(t)
P2(t)

The differential equation P(t) 0 a
a 0 P(t) has the solution

P(t) =  P(0) exp

Therefore £1(t) =  £1(0) cosh(at) +  £2(0) sinh(at) and £2(t) =  £1(0) sinh(at) +  £2(0) cosh(at). 
Finally, as £3 =  0, we have £3(t) =  £3(0). ■

0 a
a 0 t =  P  (0)

cosh(at) sinh(at) 
sinh(at) cosh(at)

4.4  In h om ogen eou s S ystem s A sso c ia ted  to  H

Associated to the system H 1 (£  =  2£1 are the three systems H (1)(^) =  £1 +  1 £1, h 21)(£) = 
£1+£2+ 2£2 and (£  =  a£3+ 1 £>2. The first two of these systems have simple integral curves
(in fact, lines), so we shall consider them here. The system h 31<) is slightly more involved, 
and is treated in section 4.4.1. Sections B.4.8, B.4.9 and B.4.10 list the Mathematica code 
supporting the stability analysis of H (1), h 21) and H ^ , respectively.

The equations of motion of the system H (1)(£) =  £ 1 +  2£2 are

r £1 =  0
r £>2 = 0
{ £3 =  —£2(1 +  £1).

The integral curves are £(t) =  (c1,c2,c3 — c2(1 +  c1)t), for c1,c2,c3 G R. The equilibrium 
states of H (1) are e1’M = (n, 0, ^) and e^’M = (—1, v, ^), where n, v, ^  G R, v =  0.
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4.4.1 P roposition. The equilibrium states e ^  and e^’̂  are unstable.

P roof. Consider the states e ^ ,  n =  —1. Let U be a bounded open neighbourhood of e^C 
The integral curve £(t) =  (n, 5, t  — 5(1 +  n)t) (for 5 > 0) satisfies ||£(0) — e^H  = 5. Therefore, 
for any open neighbourhood V C U of e ^ ,  there exists 5 > 0 such that £(0) G V. However, 
limt. ^  ||£(t)H2 =  52 +  n2 +  limt. TC(T — 5(1 +  n)t)2 =  to, and so there exists t 1 > 0 such that 
£(t1) G U. Hence the states e ^  are unstable.

Let U be a bounded open neighbourhood of e - ’C The curveConsider the states e- 1,M.
£(t) =  (5 — 1,5, t  — 52t) is an integral curve of H (1) for any 5 > 0, such that ||£(0) — e - 1,M|| = 
\ /2 5. Hence, for any open neighbourhood V C U of e - 1’̂ , there exists 5 > 0 such that 
£(0) G V. Since limt. ^  ||£(t)||2 =  (5 — 1)2 +  52 +  limt. ^ ( T  — 52t)2 =  to, there exists t 1 > 0 
such that £(t1) G U. Therefore the states e - 1,M are unstable.

Consider the states eV’M. Fix a bounded open neighbourhood U of e^’M. We have that 
£(t) =  (5 — 1,v,T — v5t) is an integral curve of _H(1) for any 5 > 0. Furthermore, ||£(0) — eV’M|| = 
5. Accordingly, for any open neighbourhood V C U of e^’M, there exists 5 > 0 such that 
£(0) G V. As limt. ^  ||£(t)||2 =  (5 — 1)2 +  v2 +  limt. ^ ( T  — v5t)2 =  to, there exists t 1 > 0 
such that £(t1) G U. Therefore the states e^’M are unstable. ■

The equations of motion of the system h 21)(£) =  £1 +  £2 +  2£1 are

j £1 =  0
r £2 =  0
[l>3 =  —(£1 +  £2 +  £ 1̂ 2).

We solve these to get the integral curve £(t) =  (c1,c2,c3 — (c1 +  c2+ c1c2)t), for some c1,c2,c3 G 
R. The equilibrium states of H21) are e7̂  =  (n, — yq+n, t ), where n, T G R, n =  —1.

4.4.2 P roposition. The equilibrium states e ^  are unstable.

P roof. Fix a bounded open neighbourhood U of e^C We have that £(t) =  (n, 5 — 1+ ^,T —
5(1 +  n)t) is an integral of H21) for any 5 > 0. Since ||£(0) — | =  5, for any open
neighbourhood V C U of e ^ ,  there exists 5 > 0 such that £(0) G V. Furthermore, 
limt. ^  |b (t) ||2 =  n2 +  (5 — 1+n)2 +  lim*^^(T — 5(1 +  n)t)2 =  to. Thus there exists H > 0 
such that £(t1) G U. It follows that the states e ^  are unstable. ■

4 .4 .1  T h e  sy s te m

The equations of motion of the system H ^  (£  =  a£3 +  1 £2 (a > 0) are

The equilibrium states of H31() are e^

£1 =  a£2 
£2 =  a£1 

, £3 =  —£ 1̂ 2.
(0, 0, T), where T R.

4.4.3 P roposition. The equilibrium states e^ are unstable.



C h a pter  4. Stability and Integration  of Hamilton-P oisson Systems 71

(b) co = 0

Figure 4.5: Typical configurations of H ^

P roof. The linearisation of the vector field H

d H £  (p)

is

0 a 0'
a 0 0

.— p2 - p1 0

= 0, ^2,3 ± a
positive real eigenvalue. Hence the states ef are (spectrally) unstable.

Since a  > 0, D H ^ (e^ ) has ai

Lastly, we derive the integral curves of Hg^. Typical configurations of the system H ^  
are graphed in figure 4.5 (corresponding to co =  0 and co =  0, where co =  C(p(0)) and p(-) is 
an integral curve of Hg^).

4.4.4 P roposition. I f  p(-) : (—e,e) ^  se(1,1)* is an integral curve of H^ , then

{p 1(t) =  p1(0) cosh(at) +  p2(0) sinh(at) 
p2(t) =  p1(0) sinh(at) +  p2(0) cosh(at) 

P3(t) =  2a (P i(0)2 -  P i(t)2) +  P3(0).

P roof. Let P(t) Pi(t) 
P2 (t)

The differential equation P(t) 0 a
a 0 P(t) has the solution

P  (t) =  P  (0) exp

Therefore p i (t) =  pi (0) cosh(at) +  p2(0) sinh(at) and p2(t) =  p i (0) sinh(at) +  p2(0) cosh(at). 
Let ho =  H(ia(p(0)). Tl)en ho =  ap3(t) +  ^pi(t)2, and so p3(t) =  a  (ho -  2p i(t)2). Since
p3(0) =  aa (ho — !p i (0)2) , we have ho =  i(p i (0)2 +  2ap3(0)). Substituting this into the 
expression for p3(-) gives the result. ■

0 a
a 0 t =  P  (0)

cosh(at) sinh(at) 
sinh(at) cosh(at)

4.5 Inhomogeneous System s Associated to  H 2

We consider those inhomogeneous representatives associated to H2(p) =  2 (pi +  p2)2, namely 
the systems H (2)(p) =  pi +  2(pi +  P2)2, H22)(p) =  pi +  P2 +  2(Pi +  P2)2 and ^ ^ ( p )  =
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dp3 +  2 (pi +p2)2. The systems H (2) and h 22) are considered here, as they have lines for integral 
curves. The system H3^ is considered in section 4.5.1. The supporting Mathematica code 
for H (2), h 22) and h 32) is listed in sections B.4.11, B.4.12 and B.4.13, respectively.

The equations of motion of the system H (2)(p) =  p1 +  2(p1 +  p2)2 are

f p1 =  0 
< p2 =  0
[p3 =  - P 2 -  (Pi +  P2)2.

The integral curves are p(1) =  (c1 ,c2,c3 — c21 — (c1 +  c2)21), for c1,c2,c3 e R. The equilibrium 
states of i7(2) are e1’M =  (n, 2(—1 — 2n — /4 n  +  1'), p) and =  (n, 2(—1 — 2n +  /4 n  +  1'), p),
where n, p e R, n > — 4.

4.5.1 P roposition. The equilibrium states e1’M and e2’M are unstable.

P roof. Let ew  =  (n,e,p), where e =  — 1 (1 +  2n +  a /4 n  +  1') and a  e {—1,1}. (We shall 
consider both e1’M and e ^  in the same argument.) Let U be a bounded open neighbourhood 
of en,M. The curve p(1) =  (n, e — ad, p — (e — ad)1 — (n +  e — ad)21) is an integral curve of iL(2) 
for any d > 0, with ||p(0) — en,M|| =  d. Accordingly, for any open neighbourhood V C U of 
en’M, there exists d > 0 such that p(0) e V. Furthermore,

lim ||p(1)||2 =  (e — ad)2 +  n2 +  lim |"(e — ad +  (n +  e — ad)2)1 +  p]2 .

Substituting for e, we have e — ad +  (n +  e — ad)2 =  d(d +  yH +  4p) > 0. Consequently, 
limt—TO ||p(1)||2 =  to. Thus, there exists 11 > 0 such that p(t1) e U. Hence the states e1’M 
and e2’M are unstable. ■

The equations of motion of the system h 22)(p ) =  p1 +  p2 +  2 (p1 +  p2)2 are

( p1 =  0 
< p2 =  0
L >̂3 =  — (p1 +  p2)(1 +  p1 +  p2).

The integral curves are p(1) =  (c1,c2,c3 — (c1 +  c2)(1 +  c1 +  c2)1), for c1,c2,c3 e R. The
equilibrium states of H22) are e^’̂  =  (n, —1 — n, p) and e^’̂  =  (n, —n, p), where n, p e R.

4.5.2 P roposition. The equilibrium states e[’̂  and e2’M are unstable.

P roof. Consider the states e^C Fix a bounded open neighbourhood U of e2’M. We have 
that p(1) =  (n, —d — 1 — n, p — d(d +  1)1) is an integral curve of H2 ) for any d > 0. Since 
||p(0) — e1’̂ | =  d, for any open neighbourhood V C U of e^’̂ , there exists d > 0 such that 
p(0) e V. Furthermore, as limt—̂> ||p(1) ||2 =  n2 +  (d +  n +  1)2 +  limt—̂ (p  — d(d +  1)1)2 =  to, 
there exists 11 > 0 such that p(t1) e U. Therefore the states e1’M are unstable.

Consider the states e2’M. Let U be a bounded open neighbourhood of e2’M. The integral 
curve p(1) =  (n,d — n,p — d(d +  1)1), where d > 0, satisfies ||p(0) — e2’M|| =  d. Thus, for 
any open neighbourhood V C U of e2’M, there exists d > 0 such that p(0) e V. However, 
limt—TO ||p(1)||2 =  n2 +  (d — n)2 +  limt—̂ (p  — d(d +  1)1)2 =  to, and so there exists 11 > 0 such 
that p(11) e U. Therefore the states e2’M are unstable. ■
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(2)Figure 4.6: Typical configurations of H3 (5)

4 .5 .1  T h e  sy s te m  h 32

The equations of motion of the system ^ ^ ( p )  =  dp3 +  2(p1 +  p2)2 (d =  0) are

p1 =  dp2 
p2 =  dp1

p3 =  —(p1 +  p2)2.
The equilibrium states of H32j are ej =  (0, 0, p), where p e R.

4.5.3 P roposition. The equilibrium states ej are unstable.

r(2)P roof. The linearisation of the vector field H3 ) is

0 d 0'
d 0 0

—2(p1 +  p2) —2(p1 +  p2) 0_
The linearisation at ej has eigenvalues A1 =  0, A2,3 =  ±d. As d =  0, it follows that d H ( ej4) 
has a positive real eigenvalue. Hence the states ej are (spectrally) unstable. ■

(2)The last step is to determine the integral curves of H3 (5). There are several different 
configurations of the system (graphed in figure 4.6), depending on the initial conditions of 
the integral curve. (In figure 4.6, we have co =  C(p(0)), where p(-) is an integral curve of
H (2))

4.5.4 P roposition. I f  p(-) : (—e,e) ^  se(1,1)* is an integral curve of H32 , then

{p1 (1) =  p1(0) cosh(d1) +  p2(0) sinh(d1) 
p2(1) =  p1(0) sinh(d1) +  p2(0) cosh(d1) 
p3(1) =  2? [(p1(0) +  p2(0))2 — (p1(1) +  p2(1))2] +  p3(0).
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P roof. Let P (1) p1(1)
p2 (1)

The differential equation P (1) 0 d
d 0 P(1) has the solution

P  (1) =  P  (0) exp 0 d
d 0 1 P(0) cosh(d1)

sinh(d1)
sinh(d1)
cosh(d1)

Therefore p1(1) =  p1(0) cosh(d1)+p2(0) sinh(d1) and p2(1) =  p1(0) sinh(d1)+p2(0) cosh(d1). Let 
ho =  H32) (p(1)) =  dp3(1) +  2(p1(1) +  p2(1))2. Then p3(1) =  1 [ho — 2(p1(1) + p 2(1))2]. Since
p3(0) =  1 [ho — 2(p1(0) +  p2(0))2], we have ho =  1 [(p1(0) +  p2(0))2 +  2dp3(0)]. Substituting 
this into the expression for p3(-) gives the result. ■

4 .6  I n h o m o g e n e o u s  S y s t e m s  A s s o c i a t e d  t o  H 3

The inhomogeneous systems associated to H3(p) =  1 p 3 are H (3)(p) =  p1 +  2p3, h 23)(p ) =
p1 +  p2 +  1 p 2 and H33)(p) =  1 p3. The latter system is exactly the homogeneous system H3, 
which we have dealt with in section 4.2.1; we shall not duplicate that effort here. The system 
H( ) (considered in the following section) will turn out to be the most involved of the systems 
we investigate, and requires the use of Jacobi elliptic functions for integration. (See section
A. 6 for more on the Jacobi elliptic functions, and, in particular, the reduction of integrals to 
the standard form.) Furthermore, it turns out that the vector field H  ) is not complete (i.e., 
the domain of every integral curve cannot be extended to R). The integral curves of H2 )
may be integrated in terms of elementary functions; this system is treated in section 4.6.2.

(3) (3)Supporting Mathematica code for the systems H1 y and Hg may be found in section
B. 4.14 and section B.4.15, respectively. (This code verifies the stability calculations, including 
finding the equilibrium points of each vector field. Furthermore, code supporting the reduction 
to standard form for several cases of H (3) is also provided in section B.4.14).

4 .6 .1  T h e  sy s te m  H (3)

The equations of motion of the system H (3) (p) =  p 1 +  2p2 are

p 1 =  p2p3 
p2 =  p 1 p3 
p3 =  — p2.

The equilibrium states of H7(3) are ej =  (p, 0,0) and e22 =  (0,0, v), where v, p e R, v =  0.

4.6.1 P roposition. The equilibrium states ej are stable if p > 0, and unstable, otherwise. The 
equilibrium states e2 are unstable.

P roof. Consider the states ej, p > 0. Let HA =  AoH (3) +  A 1C , where Ao =  p and A 1 =  — 1.
We have

"p — p f
d 2HA(p) =  diag(—1,1,p).dH A(p) p2

pp3
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Figure 4.7: Typical configurations of H (3)
1
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Thus dHA(e^) =  0. Moreover, W =  ker dH (3)(e0) n ker dC(e0) =  sp an { £ |,£ |} . Conse­
quently, as p > 0, the restriction d 2H pe0)|WxW = diag(1,p) is positive definite. Hence the 
states e0 , p > 0 are stable.

Consider the state e°. Let U be an open bounded neighbourhood of e0 . We have that 
p(-) : ( - to, 0) ^  se(1,1)*, t ^  (—2 , 2 , 2) is an integral curve of H?(3). Indeed, p0 =  2  =  p2p3,
p2 =  -  2  =  P2P3 and p>3 =  -  Jr =  - P 2. We have limt——̂  ||p(t) -  e0 ||2 =  limt——̂  4(tt+ 2) =  0. 
Accordingly, for every neighbourhood V C U of e0, there exists t 0 < 0 such that p(t0) G V. 
Furthermore, limt—° ||p(t)|| =  to, and so there exists t2 < 0 such that p(t2) G U. Therefore 
the state e° is unstable.

Consider the states e0, p < 0. Fix a bounded open neighbourhood U of e0. The curve 
p(-) defined componentwise as

S pi(t) =  p [1 +  2 csch2( p - p t ) ]
< P2(t) =  - 2p coth(P- p  t) csch(P- p  t)
[ P3(t) =  2 p - p  csch( p - p t ) .

^ (3)is an integral curve of H 0 . Indeed,

p0 =  - 4 p P - p  c o th (P -p t)  csch2( P - p t )  =  p2p3

p2 =  2p P- p  csch(P- p t )  [coth2(P- p t )  +  csch2(P- p t ) ]  =  p0p3
p3 =  2p c o th (P -p t)  c sch (P -p t)  =  - p2.

Furthermore,

lim ||p(t) -  e012 =  lim 4pcsch2(p - p t )  Ipcsch2( p - p t )  +  pcoth2( p - p t )  -  1 = 0 .

Thus, for every neighbourhood V C U of e0, there exists t 0 < 0 such that p(t0) G V. However, 
since

lim ||p(t) -  e0y2 =  lim 4pcsch2( p - p t )  [pcsch2( p - p t )  +  pcoth2( p - p t )  -  1] =  to t  ̂o t  ̂o

there exists t2 < 0 such that p(t2) G U. Hence the states e0, p < 0 are unstable.
Consider the states e2. The linearisation of the vector field H 0 is

d h (3)(p ) =
0 p3 p2

p3 0 p 1
-1 -1 0

0, A2,3 = ±v
i (3)

The linearisation at e2 has eigenvalues A 0 =  0, A2,3 =  ± v . Since v =  0, D ip  )(e0) has a 
positive real eigenvalue. Hence the states e2 are (spectrally) unstable. ■

—* (3) ~* (3)We now proceed to find the integral curves of H  ). Let p(-) be an integral curve of H  ) 
and let c° =  C(p?(0)) and h° =  H( ) (p>(0)). We consider three main cases depending on the 
sign of c°. For the cases c° > 0 and c° =  0 we have several further subcases. (Table 4.1 lists 
the qualitative breakdown of cases; figure 4.7 plots typical configurations corresponding to 
these cases.) Consider the case c° > 0. The level sets {p : H( )(p) =  h°} and {p : C(p) =  c°}
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are tangent when the gradients of H (3)
1 and C are parallel, i.e.,

V H j3)(p) =  AVC (p)
' 1 ' 2Ap1

0 = —2Ap2
p3 0

(Here A £ R.) If A =  0, then comparing the first components we have 1 =  0, a contradiction. 
Thus A =  0 and so p2 =  p3 =  0. Therefore h0 =  p\ =  co, i.e., ho =  /c o  or ho =  — /c o  . 
This motivates the (sub)cases h0 > /co  , h0 =  /co  , — /c o  < h0 < /co  , h0 < — /c o  and 
h0 =  — /co  . Setting co =  0 yields the (sub)cases ho < 0, ho =  0 and ho > 0.

Conditions Designation

co > 0

ho > /c o Case I  -a
ho =  / co Case I-b

— /c o  < ho < /c o Case I-c

s­ o 1 s] Case I-d
ho < —/c o Case I-e

oO<0

ho > 0 Case II-a

oO Case II-b
ho < 0 Case II-c

co < 0 Case H I

(3)Table 4.1: Qualitative breakdown of cases for H1

4.6.1.1 Case I : co > 0

4.6.1.1.1 Case I  -a: ho > /co  . Using the equation of motion p1 =  p2p3 and the constants 
of motion ho =  p / t )  +  2p3(t) and co =  p / t ) 2 — p>2(t)2, we get

p2 =  (p2p3)2 =  (p2 — co)(2ho — 2_pi). (4.6.1)

We shall reduce this equation to standard form before integrating. (Section A.6.2 discusses 
the reduction to standard form.) Let X 1 =  pi — co and X 2 =  2ho — 2p>1. Then X 1 — AX2 is a 
perfect square for A1 =  —(5 +  ho) and A2 =  5 — ho, where 5 =  / ho — co . (As ho > /co  , we 
have 5, A1, A2 £ R.) Accordingly, X 1 — A1X 2 =  (j51 +  A1)2 and X 1 — A2X2 =  (p1 +  A2)2. Thus
we have

X 1X 2 =  [A1 (p1 +  A1)2 +  B1(p»1 +  A2)2] [A2(p1 +  A1)2 +  B2(p1 +  A2)2]

where A1, A2, B 1, B2 are given by

A-1 / l  — h2
2 l 5 B 1 1 f l  +  ^

2 V + 5 A2
1

2U B2
1

2/
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Take the square root of both sides in (4.6.1). After separating variables, we get the following 
equation:

dp1 dp1 ,,—, „ ---- r =  —, , =  o n t
V(^i — co)(2ho — 2p1) / X 1X 2

for some o1 £ {—1,1}. By the preceding calculations, this is

dp1
\/[A 1(p1 +  A1)2 +  ^ 1(^1 +  A2)2] [A2(^1 +  A1)2 +  B2(^1 +  A2)2]'

CT1dt. (4.6.2)

We have (5 +  ho)(5 — ho) =  52 — ho =  — co < 0. As 5, ho > 0, it follows that 5 +  ho > 0, whence 
5 — ho < 0. Thus A1A2 =  ^—20 < 0. Make the change of variables u =  . Equation
(4.6.2) then becomes

du

d —(“ 2 +  &  ) ( “ 2 — 1)1
o 1 (A2 — A1) ^ —A1A2 t =  01 a/ ho — 5 dt. (4.6.3)

Here f -  =  f—0 < 0. Since p1(t)2 > p>1(t)2 — p2(t)2 =  co, we have p1(t) < — / co or
p>1 (t) > / co. (Each situation will give rise to different integral curves.)

Consider the case p i( t)  <  — / c 0 . Let a =  —AAl , b =  1 and x =  . Integrating
both sides of (4.6.3), we have

du
lb \J  (a2 — u2)(u2 — b2)'

=  o n /  ho — 5 dt.
x

(4.6.4)

As ho +  5 > ho — 5 > 0, we have a = \J h —i  > 1 =  b. Apply the integral formula (A.6.7) to 
the left-hand side of (4.6.4). We have, for b < x < a,

1 nd-1 ( p1(t) +  A1 ^ a2 — 1 
a \ p 1(t) +  A2 , a o n /  ho — 5 1

p>1(t) +  A1 
p1(t) +  A2

nd a \ /h o — 5 1, Va2 — 1'
a

(As nd(-,k) is even, we can eliminate the o1.) Let Q =  a y h  — 5 =  V5 +  ho and k = 
^ aa-1  =  , k' =  . (Since 5 < ho we have 25 =  5 +  5 < 5 +  ho, whence k < 1;
thus 0 < k < 1.) Substituting for A1, A2 and solving for p>1 (t), we get

p1(t) =
(5 — ho) nd(Qt, k) +  (5 +  ho) (5 +  ho) dn(Qt, k) +  (5 — ho)

1 — nd(Qt, k) dn(Qt, k) — 1

(We have rewritten the expression in terms of the basic Jacobi elliptic function dn(-,k).)
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Using the Casimir equation co =  p ^ t )2 — p2(t)2, we find

p2(t)2
(5 +  ho) dn(Qt, k) +  (5 — ho) \  2

dn(Qt, k) — 1 )  co
(5 +  ho)2 dn2(Qt, k) — 2co dn(Qt, k) +  (5 — ho)2 

(dn(Qt, k) — 1)2 
(5 +  ho) dn2(Qt, k) +  (5 — ho)

co

25

25(5 +  ho)

(dn(Qt, k) — 1)2 
dn2(Qt, k) — (k')2

25(5 +  ho)k

(dn(Qt, k) — 1) 
2 cn2(Qt,k)

(dn(Qt, k) — 1)2

452 cn2(Qt, k)
(dn(Qt, k) — 1)2

(We have used the square relation (A.6.6) in the penultimate step.) Taking the square root 
of both sides yields

p2 (t) =  0225
cn(Qt, k) 

dn(Qt, k) — 1

for some o2 £ {—1,1}. Lastly, we use the equation ho =  p»1(t) +  1 p3(t)2 to find an expression 
for p3(-):

p3(t)2 =  2ho — 2p1(t)
dn(Qt, k) +  1 dn(Qt, k) — 1= —25------------------------------------
dn(Qt, k) — 1 dn(Qt, k) — 1

= _ 25 dn2(Qt,k) — 1
(dn(Qt, k) — 1)2

= 25k2 sn2(Qt,k)
(dn(Qt, k) — 1)2.

(We have used the square relation (A.6.4) in the last step.) Take the square root of both 
sides. The result is

p3(t)

for some o3 £ {-1 , 1}. Therefore we

= o3 /2 5  k- sn(Qt, k)
dn(Qt, k) — 1 

have the following (prospective) integral curve:

p1(t) 

< ^2(t)

p̂3 (t)

(5 +  ho) dn(Qt, k) +  (5 — ho)

o225

dn(Qt, k) — 1 
cn(Qt, k)

o3

dn(Qt, k) — 1

/ 25*- sn(Qi' k)dn(Qt, k) — 1 ’
(3)We show that p(-) is an integral curve of H) ) if and only if o2 =  o3. By proposition 4.1.2, 

it suffices to show that p1 =  p>2p?3 if and only if o2 =  o3 (since we know p(-) satisfies the
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equations for the constants of motion). Indeed,

25k2Q2 cn(Qt,k) sn(Qt,k) o2o32^2  5\/5kcn(Q t,k) sn(Qt,k)
p1(t) — p2(t)p3(t) = (dn(Qt, k) — 1)2 (dn(Qt, k) — 1)2

25k(kQ — o2o3 a/ 25) cn(Qt, k) sn(Qt, k)
(dn(Qt, k) — 1)2 ’

Now kQ — a2a3\/25 =  \/25 (1 — a 2a3), and so p1 =  p2p3 if and only if o2o3 =  1, i.e., o2 =  o3.
Thus p(t) =  H (3) (p>(t)).

Finally, since dn(Qt,k) =  1 at the points 2 2 ,  n £ Z (where 4K denotes the period of 
sn(-, k)) it follows that p(-) is only defined on the open intervals ^ 2 2 ,  2(ra+̂1)K) , n £ Z. (This

implies that the vector field H ( ) is not complete.)
We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.2 P roposition. Letp(-) : (—e,e) ^  se(1,1)* be an integral curve of H (3) such that H (3)(p(0)) = 
ho, C(p(0)) =  co > 0, ho > ^co and p1(0) < — ^ c o .

(i) There exist to £ (0, 2K) and o £ {—1,1} such that p(t) =  p(t +  to) for every t £ (—e, e), 
where p(-) : (0, 2 2 ) ^  se(1, 1)* is defined by

(5 +  ho) dn(Qt, k) +  (5 — ho)J>1(t) = 

p2 (t) =  o25

dn(Qt, k) — 1 
cn(Qt, k) 

dn(Qt, k) — 1
- /.n , 2^  sn(Qt, k)
p3<i>=  °* 2Q dn(Qt- k) — 1 '

25Here 4K is the period of sn(-, k), 5 =  2 ho — co , Q =  Vho +  5 and k =  y  ^+ 5  . 

(ii) t ^  p>(t +  to) is the unique maximal integral curve starting at p(to).

P roof. (i) Let a  =  — sgn(p3(0)) £ { —1,1}. (If p3(0) =  0, then ho =  p1(0) < — ̂ co < 0, 
a contradiction.) We have sgn(p2|(o,K/n) (t)) =  o and sgn(^2|(K/n,2K/n)(t)) =  — o. Moreover, 
limt^ op2(t) =  —oto and limt^ 2K/n p>2(t) =  orc>. Therefore, since p2(-) is continuous, there 
exists to £ (0, 2K) such that p>2(to) =  p2(0). Then

p1(to)2 =  co +  p2 (to)2 =  co +  p2 (0)2 =  p1(0)2.

But p»1(to) < — .yco and p1(0) < — ̂ c o , so sgn(p1(to)) =  sgn(p1(0)); it follows that p>1 (to) = 
p1(0). Finally, we have

p3(to)2 =  2(ho — p1(to)) =  2(ho — p1(0)) =  p3(0)2.

Since sgn(p3(to)) =  —o =  sgn(p3(0)), we then have p3(to) =  p3(0). Therefore, as t ^  p(t +  to)
(3)and t ^  p(t) are both integral curves of H( ) passing through the same point at t =  0, they 

both solve the same Cauchy problem, and hence are identical.
(ii) We show that the domain of p(-) is no larger than that of t ^  p ( t+ to). Let s £ (—e, e). 

By (i), p(s) =  p>(s +  to), and so s +  to £ (0, 2K). Consequently, s £ (—to, 2K — to) , i.e.,
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(—e, e) C (—to, 2K — to) . Therefore the domain of p(-) is contained in that of t ^  p(t +  to). 
Uniqueness now follows from the maximality of t ^  p(t +  to). ■

Consider the case p 1(t ) >  V c0 . Let a =  — ^ /—I 1 , b =  —1 and x =  ^(^+^2. Integrating 
both sides of (4.6.3), we get

du
. .____________ , =  o ^ / h o — 5 dt.

Jx \Z(a2 — u2)(u2 — b2)
From the case p>1 (t) < — V o  we have that —b < —a. Furthermore,

du du
J—x a/ ( a2 — u2)(u2 — b2)' Jx \J (a2 — u2)(u2 — b2)'

=  —o n /  ho — 5 1.

Hence, for —b < —x < —a, we can apply the formula (A.6.8) for the integral on the left-hand 
side. This yields

1  dn
a

—1 1p>1 (t) +  A1 Va2 — 1'
!p1(t) +  A2 , a

=  —o ^ /  ho — 5 1

p1(t) +  A1 /  / t------- Va2 — 1 \
p>1(t) +  A2 ^ a J

(Using the evenness of dn(-,k), we can eliminate the o1.) Let Q =  —a \/h o — 5 =  Vho +  5' 
and k =  — , k' =  \ j . Solving for p1(t), we get

_ k' Vco dn(Q t,k )+  k'(ho +  5) k' dn(Qt,k) +  1
p1 t dn(Qt, k) +  k' ^ co dn(Qt, k) +  k' .

Using the Casimir equation j51(t)2 — p>2(t)2 =  co, we have

p2(t)2 =  p>1 (t)2 — co
._, k' dn(Qt, k) +  1 2

^ co dn(Qt, k) +  k' co
cok2(1 — dn2(Qt, k))

(dn(Qt, k) +  k')2 
cok4 sn2 (Qt, k)

(dn(Qt, k) +  k')2.

(We have used the square relation (A.6.4) in the last step.) Therefore, taking the square root 
of both sides, we get

p2(t) =  o2k2 Vco
sn(Qt, k) 

dn(Qt, k) +  k'

for some o2 £ {—1,1}. In fact, since sn (Qt +  2K, k) =  — sn(Qt, k), we assume o2 =  1. Lastly, 
differentiate the equation ho =  p>1 (t) +  2p>3(t)2 on both sides, to get 0 =  p)1(t) +  p>3(t)p>3(t).

—a a
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Hence,

p3(t)
p>1(t) =  p1 (t) 
p>3 (t) p2 (t)

/  Vcok4Qcn(Qt,k) sn(Qt, k) 
V (dn(Qt, k) +  k')2

k V ^ cn(Qt, k) 
k' +  dn(Qt, k ) .

k' +  dn(Qt, k) \  
k2 Vco sn(Qt, k) y

Therefore, we have the following (prospective) integral curve:

p1(t) =  Vco

p2 (t) =  k2 Vco 

p?3 (t) =  k V25

k' dn(Qt, k) +  1 
dn(Qt, k) +  k' 

sn(Qt, k)
dn(Qt, k) +  k' 

cn(Qt, k)
dn(Qt, k) +  k'

(3)We verify that p(t) =  H ( ) (p>(t)). By proposition 4.1.2, it suffices to show that ho =  p>1 (t) + 
1 p3(t)2. (This is because we know C(p(t)) =  constant, and p1 =  p2p3 follows from the 
calculations we have done to get an expression for p3(-).) Indeed,

ho — p1(t) — 1 p3(t)2
5k2 cn2(Qt, k) +  (dn(Qt, k) +  k')( V o  — hok' +  (k' V o  — ho) dn(Qt, k))

(dn(Qt, k) +  k')2
5(dn2(Qt, k) — (k')2) +  (dn(Qt, k) +  k')( V o  — hok' +  (k' V o  — ho) dn(Qt, k))

(dn(Qt, k) +  k')2
= (ho — k' Vco — 5) dn(Qt, k) — Vco +  k'(ho +  5) 

dn(Q t,k )+  k' .

We have —Vco + k'(ho +  5) =  ho — k'Vco — 5 =  0, and so ho =  p»1(t) +  1 p3(t)2. Therefore
(3)p(-) is an integral curve of H( ). Moreover, since dn(Qt, k) +  k' > 0 for every t £ R we have 

that p(-) is defined over R.
Lastly, since dn(Qt, k) and cn(Qt,k) are even and sn(Qt, k) is odd, it follows that j51(-), 

p3(-) are even and p2(-) is odd.
(3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.3 P roposition. Letp(-) : (—e,e) ^  se(1,1)* be an integral curve of H (3) such that H (3)(p(0)) = 
ho, C(p(0)) =  co > 0, ho > Vco and p1(0) > Vco • There exists to £ [—2^, 2 r] such that 
p(t) =  p(t +  to) for every t £ (—e, e), where p(-) : R ^  se(1,1)* is defined by

p>1(t) =  vco

y?2(t) =  k2 Vco 

p?3 (t) =  k V25

k' dn(Qt, k) +  1 
dn(Qt, k) +  k' 

sn(Qt, k)
dn(Qt, k) +  k' 

cn(Qt, k)
dn(Qt, k) +  k'

Here 4K is the period of sn(-, k), 5 = ho — co , Q =  Vho +  5, k = hf+i and k'
hn —i 
ho +i •
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P roof. Let w =  ^/2ho — 2 Vco'. From the constant of motion ho =  p1(t) +  1 p3(t)2 we have 
p3(t)2 =  2ho — 2p1 (t) < 2ho — 2 V o  =  w2, i.e., —w < p3(t) < w. Similarly, —w < p>3(t) < w.
Moreover,

kV25 25
1 +  k' Vho — 5 +  Vho +  5'

^ /2ho — 2 Vco' w

and p>3(2K) =  — fc1+2J =  —w. Therefore, since p3(-) is continuous, there exists t 1 £ [0, 2K] 
such that p?3(t 1) =  p3(0). Then p>1(t1) =  ho — 2^3(t1 )2 =  ho — 2p3(0)2 =  p1(0). Lastly,

p2(t1)2 =  p>1(t1)2 — co =  p1(0)2 — co =  p2 (0)2,

and so p>2(t1) =  ±p2(0). Since p1 (■) and p3(-) are even and p2(-) is odd, we have j51(—11) =
p1(t1), p2(—11) =  —p2(t1) and p>3(t1) =  p3(t1). Hence, there exists to £ [—2^, 2^] (i.e., 
to =  t 1 or to =  — t 1) such that p(to) =  p(0). Therefore, as t ^  p>(t +  to) and t ^  p(t) are both 
integral curves of H 1 7 passing through the same point at t =  0, they both solve the same 
Cauchy problem, and hence are identical. ■

4.6.1.1.2 Case I-b: ho =  Vco • We have p>1 (t)2 > J91(t)2 — p>2(t)2 =  co, and so either
p>1 (t) < — Vco or p>1 (t) > Vco. We claim that the latter situation leads to a constant integral 
curve. Indeed, suppose p1 (t) > V o  =  ho. Then p3(t)2 =  2ho — 2p1(t) < 0, i.e., p>3(t) =  0.
Then p>1 (t) =  ho — 2p3(t)2 =  ho and p>2(t) =  ±  V p V )2 — co =  ±  Vho — co =  0. Hence
p?(t) =  (ho, 0,0), which is an equilibrium point of H 1 ). Thus we suppose p>1 (t) < — ̂ /co .

Consider the integral curve of proposition 4.6.2. Denote by q(-) the curve obtained by 
limiting (from above) ho ^  Vco . Then

q1(t)

q2(t)

q3(t)

1 — csc2 ( A/ho t)
(5 +  ho) dn(Qt, k) +  (5 — ho) =  , 

hAvco dn(Qt,k) — 1 =  ho

lim ff25 =  — ̂ 2ho cot (Vho t) csc (Vho t)hn̂ Vco dn(Qt, k) — 1 v 7 v 7

lim ak2Q sn(,Qt,\k^ .  =  — a 2 Vho csc (V hot). hn̂ t^c0 dn(Qt, k) — 1 v 7

(If one takes the limit ho ^  V o  of the integral curve in proposition 4.6.3, the result is the 
constant integral curve p(t) =  (ho, 0, 0).) Let p(t) =  q(t — 2 ). Thus we have the following 
(prospective) integral curve:

We have that p(t)

J>1(t) ho 1 +  2 tan2 (V hot)

p2(t) =  — a 2ho sec ( A/ho t) tan ( a/VO t)

 ̂p3(t) =  2a Vho sec (Vho t).
—* (3) —»(3)

)(j5(t)), i.e., p(-) is an integral curve of H ( ). Indeed,

p1 (t) =  — 4ho W  tan (VhO t) secV Vho t) =  p2 (t)p>3 (t) 
p2(t) =  — a 2ho a/VO sec ( A/ho t) secV A/hO t) +  tan V  A/Vo t) 

p3(t) =  a 2ho sech ( Vho t) tan ( Vho t) =  — p2(t).

J>1(t)p>3(t)
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Lastly, since cos ( \/ho t) =  0 at the points (2n — 2) and (2n +  2), n £ Z, it follows
that p(-) is only defined on the open intervals ( (2n — 1), (2n +  2)), n £ Z.

(3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.4 P roposition. Letp(-) : (—e,e) ^  se(1,1)* be an integral curve of h [3) such that H (3)(p(0)) = 
ho, C(p(0)) =  co > 0, ho =  V o  and p1(0) < — Vco.

(i) There exist to £ (—2__, 2__) and a  £ {—1,1} such that p(t) =  p(t +  to) for every t £
(—e, e), where p(-) : (—2__, 2__) ^  se(1, 1)* is defined by

( p>1 (t) =  — Q2 [1 +  2 tan2(Qt)]
< p>2(t) =  — a 2Q2 sec(Qt) tan(Qt) 
l p>3(t) =  2aQ sec(Qt).

Here Q =  \/ho .

(ii) t ^  p>(t +  to) is the unique maximal integral curve starting at p(to).

P roof. (i) Let a  =  sgn(p3(0)) £ {—1,1}. (If p3(0) =  0, then ho =  p1(0) < — V o , a 
contradiction.) We have sgn(p2|(-n/(2n),o)(t)) =  a  and sgn(p2|(o,n/(2_))(t)) =  — a. Moreover, 
limt^ _ n/(2Q) p>2(t) =  a ^  and limt^ n/(2_)) p>2(t) =  — arc>. Therefore, since p2(-) is continuous, 
there exists to £ (—2__, 2__) such that p2(to) =  p2(0). Then

p1(to)2 =  p2(to)2 +  co =  p2(0)2 +  co =  p1(0)2,

and since p>1 (to),p1 (0) < — V o  it follows that p>1 (to) =  p1(0). Moreover,

p3(to)2 =  2(ho — p>1 (to)) =  2(ho — p1(0) =  p3(0)2.

Since sgn(p3(to)) =  a  =  sgn(p3(0)), we have p3(to) =  p3(0). Therefore, since t ^  p(t) and
(3)t ^  p>(t +  to) are both integral curves of H( ) passing through the same point at t =  0, they 

both solve the same Cauchy problem, and hence are identical.
(ii) We show that the domain of p(-) is no larger than that of t ^  p (t+ to). Let s £ (—e, e). 

By (i), p(s) =  p(s +  to), and so s +  to £ (—2__, 2__). Consequently, s £ (—2__ — to, 2__ — to), i.e., 
(—e, e) C (— — to, 2_ — to). Therefore the domain of p(-) is contained in that of t ^  p>(t+ to). 
Uniqueness now follows from the maximality of t ^  p(t +  to). ■

4.6.1.1.3 Case I-c: —Vco < ho < Vco. From p1 =  p>2p?3 and the constants of motion 
ho =  p1(t) +  2_p3(t)2 and co =  p>1 (t)2 — p2(t)2, we have

p? =  (p2p3)2 =  (p2 — co)(2ho — 2^ 1)
=  (p1 +  Vco)(p1 — Vco )(2ho — 2^ 1). (4.6.5)

This must be reduced to standard form before we can solve it (see section A.6.2). Let 
X 1 =  p1 — Vco and X2 =  (pi1 +  Vco )(2ho — 2p>1). Then X 1 — AX2 is a perfect square
for A1 =  2h0+4̂ 1- 6vco and A2 =  aho-^-e vco , where 5 =  V2(co -V c o  M '. (As —Vco < 
ho < V o  we have co — V o  ho =  V o  (V o  — ho) > 0; thus 5, A1,A2 £ R.) Accordingly,
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X  — A1X 2 =  (p1 — 
Hence

X 1X 2

r 1)2 and X 1 — A2X 2 =  (p1 — r 2)2, where r 1 =  — o — 5 and r 2 

= [A1 (p1 — n ) 2 +  B1(p1 — r2)2] [^ 2(̂ 1 — r1 )2 +  £ 2(̂ 1 — r2)2]

v /co + 5.

where

A  45, B  45, A  45A2:
B  =  —

1
45A1

Take the square root of both sides in (4.6.5). After separating variables, we have

dp1 dp>1
—, r =  —, , =  a 1dt
V  (p1 +  Vco )(p1 — Vco )(2ho — 2p 1) VX 1X2

for some a 1 £ {—1,1}. By the preceding calculations, this is

dp1
\/[A1(p1 — n ) 2 +  ^ 1(̂ 1 — r 2)2] [A2(^1 — n ) 2 +  B 2( _  — r 2)2]'

Since ho—25—3 — o < — o —25—3 — o =  —2( — o +5) < 0, we have A1A2 =  V ? < 0.
Make the change of variables u =  p^-^1. The result is

=  a 1dt.

du
=  a1(r1 — r2h / —A  A21 =  —a11 y  — -1  dt

— (u2 — ^  (u2 +  A2)

Since =  — Aa < 0, let a =  1, b =  ^ < 1 and x =  P ^ ^ l . Now integrate both sides:Ai

du

Pl(t)-r2 ‘

Jx  a/ ( a2 — u2)(u2 — b2)' 12 V A2
We use the integral formula (A.6.8) for the left-hand side. Under the constraint b < x < a, 
the result is

* - 1 (  S S  -  —i i  ■

S —S  -  ( 1 f Z

(As dn(-,k) is even, we can eliminate the — a 1.) Let Q =  2 y  —5̂  =  1 \/6 —co — 2ho +  45'

and k =  —1 — b2 =  2 ^  3vc? -h ?+2̂ ', k  =  VSn-h + A ? . (As b < 1 we have 0 < k < 1.)
Solving for p>1 (t), we get

_ (t) =  r2 dn(Qt, k) — n  =  (5 +  —cQ) dn(Qt, k) +  (5 — —cQ) 
p1 dn(Q t,k) —1 dn(Q t,k) —1 .

Next, we use the Casimir equation co =  p_1(t)2 — p2(t)2 to find p2(t):

_p2 (t) 2 =  p>1 (t)2 — co

=  ( (5 +  —co) dn(Qt, k) +  (5 — — o ) \ 2 _
\  dn(Qt, k) — 1 J  co
5(5 +  2 —co ) dn2(Qt, k) +  252 dn(Qt, k) +  5(5 — 2—co) 

[dn(Qt, k) — 1]2
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We have 5(5 +  2 — o ) +  5(5 — 2 — o ) =  252, and so

p_2(t)2 =
2 [5(5 +  2 — o ) dn(Qt, k) +  5(5 — 2 — o )] [dn(Qt, k) +  1]

=  5(5 +  2 —co)

[dn(Qt, k) — 1]2

dn(Qt, k) +  |+|VC|1 [dn(Qt, k) +  1]

[dn(Qt, k) 1]2

We claim tha t ^+2 Js? =  — k7. Indeed, 

(5 — 2 —co )2(3 —co — ho +  25)

=  V c o  (^V co — ho — 2 y  2(co — ho) ) ( V c o  — ho +  2 ;/2(co — ho)

=  2—co (ho +  —co )2.

Similarly,

(5 +  2 —co )2(3 —co — ho — 25)

= V c o (^V co — ho + V 2(co — V o ho) j  ^ V c o — ho — 2 y 2(co — \/co ho)

=  2—co (ho + —co )2.

Consequently, (|+ |V C ^) = 3V ! - i ^  = (k' )2. As (5 — 2 —Co )(5 +  2—Co ) =  — 2(co + 
—co ho) < 0 and 5 +  2— o > 0, it follows that 5 — 2— o < 0, whence ^+2v 0 =  — k7. 
Therefore

p>2 (t)2 =  5(5 +  2—co) 

=  5(5 +  2—co) 

=  5(5 +  2—co )

[dn(Qt, k) — k7] [dn(Qt, k) +  1] dn(Qt, k) +  k7
[dn(Qt, k) 1]2 dn(Qt, k) +  k7

[dn2(Qt, k) — (k7)2] [dn(Qt, k) +  1] 
[dn(Qt, k) +  k7] [dn(Qt, k) — 1]2 
k2 cn2(Qt, k) [dn(Qt, k) +  1] 

[dn(Qt, k) +  k7] [dn(Qt, k) — 1]2

(We have used the square relation (A.6.6) in the last step.) Taking the square root of both 
sides, we get

cn(Qt, k) ^/dn(Qt, k) +  1
p_2(t) =  V \ / 5 ( 5  +  v c o )

^/dn(Qt, k) +  k7' [dn(Qt, k) — 1]

for some ct2 £ { — 1,1}. Lastly, we use the equation ho =  p_1(t) +  1 p3(t)2 to get an expression 
for p3(-):

p3 (t)2 =  2ho — 2p_1 (t)
_ 2 [(5 +  —co — ho) dn(Qt, k) +  (5 — —co +  ho)]

dn(Qt, k) 1

=  — 2(5 +  —Co — ho)
k) + f e V S g

dn(Q t, k) 1
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We claim tha t ^+VC°-hn =  k7. Indeed,

(5 — —co +  ho)2(3— o — ho +  25)

=  (—co — ho) ^ — o — ho — 2 ^ 2 (c 0 — —coh0)'^ ^3—c0 — ho +  2 ^ 2 (c 0 — —coh0)' 

=  (—co — ho)( —co +  ho)2

and

(5 +  —co — ho)2(3—co — ho — 25)

=  (\/co — ho) V c o  — ho +  2 W2(co — V 0 ho) V c o  — ho — 2 2(co — V o  ho)

=  (—co — ho)( —co +  ho)2.

Thus ( f- VCI+w) 2 =  (k7)2. Since (5—— 0 +ho)(5+ — 0 — ho) =  co—h2 > 0 and 5+ — 0 — ho >

° we have t+ vc° - i n = k7. Hence,

_p3 (t)2 =  — 2(5 +  —co — ho) 

=  — 2(5 +  — 0 — ho)

= 2(5 +  — 0 — ho) 

Taking the square root of both sides yields 

p3 (t) =  & 3\J  2(5 +  —co — ho)'

dn(Qt, k) +  k7 dn(Qt, k) — 1 
dn(Qt, k) — 1 dn(Qt, k) — 1 
[dn(Qt, k) +  k7] [dn(Qt, k) — 1] 

[dn(Qt, k) — 1]2 
[dn(Qt, k) +  k7] [1 — dn(Qt, k)] 

[dn(Qt, k) — 1]2

Vdn(Qt, k) +  k7 a/ 1 — dn(Qt, k) 
dn(Qt, k) — 1

for some . 3 £ {—1,1}. Thus we have the following (prospective) integral curve:

p1(t) 

< p2(t) 

p3 (t)

(5 +  — 0) dn(Qt, k) +  (5 — — 0) 
dn(Qt, k) — 1

.2k  J s ( 5  +  2 v co) cn(Q t' kR /d n (Qt' k) +  1 _
* k/dn(Qt, k) +  k7 [dn(Qt, k) — 1]

/ W  ^  V  Vdn(Qt, k) +  k7' ^ 1  — dn(Qt,k)' 
2(5 +  ^  — M ------------ dn(Qt, k) — 1--------------

—i (3)
We will show tha t p(-) is an integral curve of H ( ; if and only . 2 =  . 3. By proposition 4.1.2, 
it suffices to show tha t p 1 =  p2p3 if and only if . 2 =  . 3 (since we know p(-) satisfies the 
equations of the constants of motion). Indeed,

J>1(t) — p2 (t)p?3 (t)
25Qk2 cn(Qt, k) sn(Qt, k) 

[dn(Qt, k) — 1]2

. 2. 3̂ /2 5 (5  +  2 —co)(5 +  —co — h0)' cn(Qt, k )y 1  — dn2(Qt, k)

[dn(Qt, k) — 1]2
k2 [ . 2. 3 V5(5 +  2 — 0)' V2(5 +  —co — h0)' — 25Q] cn(Qt, k) sn(Qt, k)

[dn(Qt, k) — 1]2
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We have

. 2. 3^ / 25(5 +  2 —c0 )(5 +  —c0 — ho) — 25Q

=  . 2. 3^ / 4 —c0 (—c0 — ho)(3 —c0 — ho +  25) — 5^ / 6 —c0 — 2h0 +  45'

=  . 2. 3^ / 4 —c0 (—c0 — ho)(3 —c0 — ho +  25)  — (2c0 — 2—c0 h0 )(6—c0 — 2h0 +  45)'

=  ( . 2. 3 — 1) 4—c0(—c0 — ho)(3 —c0 — ho +  25) ,

and this is zero if and only if . 2. 3 =  1, i.e., . 2 =  . 3. In this case, we have p(t) =  H ( )(p>(t)).
Finally, since dn(Q t,k) =  1 at the points , n £ Z (where 4K denotes the period of

sn(-,k)), it follows tha t p(-) is only defined on the open intervals ( 2j K , 2(n-Q1)K), n £ Z.
^ (3)We now make an explicit statement regarding all integral curves of H 1 y for this case.

4.6.5 P roposition. L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H (3) su ch  th a t H (3)(p(0)) =  
ho, C(p(0)) =  co > 0 a n d  ——c0 < ho < —c0 .

( i) T here ex is t t0 £ (0, 2K) and .  £ {—1,1} su ch  th a t p(t) =  p(t + 10) fo r  every  t £ (—e, e), 
where p(-) : (0, 2K) ^  se(1 ,1)* is defined  by

p1(t) =
(5 +  —c0) dn(Qt, k) +  (5 — —c0) 

dn(Qt, k) — 1
cn(Qt, k) ^/dn(Qt, k) +  1'

p>2 (t) =  . k ^ / 5(5 +  2 —c0)

p>3 (t) =  . y  2(5 +  v^c0 — ho) 

Here 4K is the period  o f  sn(-,k) and

^/dn(Qt, k) +  k7' [dn(Qt, k) — 1] 
y^dn(Qt, k) +  k7' a/ 1 — dn(Qt, k)'

dn(Qt, k) 1

5 =  y2(co — v/c0 ho) 

k = 2

Q — 2 V 6 \/c0 — 2ho +  45

5
3 Vc? — hn+25

,7 =  13 yc? —ho—25
k H 3 yc? — hn+25

( i i ) t ^  p(t +  t0) is the un ique  m a x im a l in tegra l curve s ta r tin g  a t p (t0).

P roof. (i) Since p 1(t)2 > p 1(t)2 — p2(t)2 =  c0, we have p 1(t) < — — 0 or p 1(t) > — 0.
If p 1 (t) > —c 0 , then h0 > h0 — 1p3(t)2 =  p 1 (t) > —c0 , which is a contradiction. Thus
p1(t) <  ——c o .

Let .  =  sgn(p3(0)) £ {—1,1}. (If p3(0) =  0, then h0 =  p 1 (0) < — — 0, a contradiction.) 
We have sgn(p2|(o,K/n)(t)) =  .  and sgn(p2|(K/n,2K/n)(t)) =  — . .  Moreover, lim ^ o p 2(t) =  .00 
and limt^ 2K/ n p2(t) =  — . 0 . Therefore, since p2(-) is continuous, there exists t0 £ (0, 2K) 
such tha t p>2 (t0) =  p2(0). Then

p>1(to)2 =  co +  p2 (to)2 =  co +  p2 (0)2 =  p1(0)2.
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As p 1(to),p1 (0) < ——c0, we have p 1(to) =  p1(0). Lastly,

p3(to)2 =  2(ho — p 1(to)) =  2(ho — p1(0)) =  p3(0)2.

Since sgn(p3(t0)) =  .  =  sgn(p3(0)), it follows tha t p3(t0) =  p3(0). Therefore, as t ^  p>(t + 10) 
and t ^  p(t) are both integral curves of H  ) passing through the same point at t =  0, they 
both solve the same Cauchy problem, and hence are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p (t+ 10). Let s £ (—e, e). 
By (i), p(s) =  p>(s +  t0), and so s +  t0 £ (0, 2K ). Consequently, s £ ( — t0, 2K — t0) , i.e., 
(—e, e) C ( — t0, 2^  —10) . Therefore the domain of p(-) is contained in tha t of t ^  p>(t +  t0). 
Uniqueness now follows from the maximality of t ^  p(t +  t0). ■

4.6 .1 .1 .4  C ase I-d: h0 =  ——c0. We have p»1(t) =  h0 — 1p3(t)2 < h0 =  ——c0. If 
p>1 (t) =  — — 0 =  h0 for some t, then p(-) is constant. (Indeed, we have p>(t) =  ( — — 0,0 ,0 ), 
which is an equilibrium point of H  ).) Assume p>1 (t) < — ̂ Jc0 .

Consider the integral curve of proposition 4.6.5. Let p(-) be the curve obtained by limiting 
(from above) h0 ^  — —c0 . Then

p1(t)

J>2(t)

J>3(t)

lim
hn^— VC

ho

(5 +  —c0) dn(Qt, k) +  (5 — —c0)
dn(Qt, k) 1

1 +  2 csch2 ( V —ho t)

cn(Qt, k ^ /d n (Q t, k) +  1'
lim . 2̂  a/ 5(5 +  V c 0 ) /------------------ ,

ho^—U ? * ^/dn(Qt, k) +  k7 [dn(Qt, k) — 1]

—.2 h 0 coth ( a/ —ho t) csch ( a/ —h0 t)

lim .7 2 ( 5  + —c0 —ho) V dn(Q t,k) +_fc7 v)1 —
hn^—UC? V v v ' dn(Qt, k) — 1

. 2 \ / —ho csch ( a/ —ho t ) .

Now

p>1(t)

(t)

(t)

—4h0 a/ —h0 coth ( a/ —h0 t) csc2 ( a/ —h0 t) 
p-̂2 (t)p?3 (t)

. 2 h ^ / —ho coth2 ( a/ —h0 t) csch ( a/ —h0 t) +  . 2 h ^ / —h0 csch2 ( a/ —h01)
J>1(t)p>3 (t)

.2 h 0 coth ( a/ —ho t) csch ( a/ —h0 t) 
—̂ 2(t).

(3) (3)That is, p(t) =  H  Up(t)), and so p(-) is an integral curve of i ? J ). Finally, notice that 
sinh(Qt) =  0 when t =  0. Thus p(-) is only defined on the open intervals (—o ,  0) and (0, o ) .  

We now make an explicit statement regarding all integral curves of H 1 y for this case.

4.6.6 P roposition. L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H (3) su ch  th a t H (3)(p(0)) =  
h0, C(p(0)) =  c0 > 0 a n d  h0 =  — — 0.
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( i) T here ex is t t0 £ R\{0} a n d  . ,  c £ {—1,1} su ch  th a t p(t) =  p?( t+ t0) fo r  every  t £ (—e, e), 
w here p— (■) =  p |(—«,,o)(0, p+(-) =  p|(o,ro)(•) and

(  p>1 (t) =  — Q2 [1 +  2csch2(Qt)]

< p>2(t) =  .2 Q 2 coth(Qt) csch(Qt) 
l  p3(t) =  .2Qcsch(Q t).

Here Q =  y /—ho .

( i i ) t ^  p±(t + 10) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p±(t0).

P r o o f . (i) Let .  =  sgn(p2(0)) £ {—1,1} and c =  . sgn(p3(0)) £ {—1,1}. (If p2(0) =  0
—i (3)

or p3(0) =  0, then p(0) =  (—^/co ,0 ,0), which is an equilibrium point of H( ).) We have 
sgn(p—,2(t)) =  sgn(p+,2(t)) =  . .  Moreover,

lim p+ 2(t) =  . o ,  lim p+ 2(t) =  0 and lim p_ 2(t) =  0, lim p_ 2(t) =  . o .t ^ 0 ’ t^ro ’ t ^ —ro ’ t^o ’
Suppose sgn(p3(0)) =  1, so we have c =  . .  Since p—,2(-) and p+,2(-) are continuous and 

sgn(p2(0)) =  sgn(p—,2(t)) =  sgn(p+,2(t)), there exists

( o ,  0) if .  =  1
(0, o )  if .  =  +1

such tha t p<r,2(t0) =  p2(0). Then

p<T,1(to)2 =  p<r,2(to)2 +  co =  p2(0)2 +  co =  p1(0)2.

We have p1(0),po-,1(t0) < — — 0 < 0, and so p>o-,1(t0) =  p 1(0). Moreover, 

p<T,3(to)2 =  2 ho — 2p(j,1(to) =  2 ho — 2p1(0) =  p3(0)2.

As sgn(pCT,3(to)) =  1 =  sgn(p3(0)), we have pCT,3(to) =  p3(0). That is, p?(to) =  p(0). Therefore,
(3)as t ^  p?(t + 10) and t ^  p(t) are both integral curves of H( ) passing through the same point 

at t =  0, they both solve the same Cauchy problem, and hence are identical.
Suppose sgn(p3(0)) =  —1, so c =  — . .  Since p— ,2(-) and p+,2(-) are continuous and 

sgn(p2(0)) =  sgn(p—,2(t)) =  sgn(p+,2(t)), there exists

( o ,  0) if .  =  +1 
to
o (0, o )  if .  =  1

such tha t p—CT,2(to) =  p2(0). From p ^ t o ) 2 =  p ^ t o ) 2 =  p2(0)2 =  p1 (0)2 we again get 
p—CT,1(to) =  p1(0). Similarly, as p ^ t o ) 2 =  2ho — 2pCT,1(to) =  2ho — 2p1 (0) =  p3(0)2 and 
sgn(j5—CT,3(to)) =  — 1 =  sgn(p3(0)), we have p—CT,3(to) =  p3(0). That is, p?(to) =  p(0). There­
fore t ^  p?(t + 10) and t ^  p(t) both solve the same Cauchy problem, and so are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p±(t +  t0). Suppose 
p(0) =  pj— (t0). Let s £ (—e,e). By (i), p(s) =  p— (s +  t0), and so s +  t0 £ (—o , 0). 
Consequently, s £ (—o ,  — t0), i.e ., (—e,e) C (—o ,  — t0). Therefore the domain of p(-) is 
contained in tha t of t ^  p>— (t +  t0). Uniqueness now follows from the maximality of t ^  
p—(t +  to).

Suppose p(0) =  p+ (t0). Similar to before, if s £ (—e, e), then s +  t0 £ (0, o ) ,  i.e ., 
s £ (—t0, o ) .  Thus (—e, e) C (—10, o ) ,  and so the domain of p(-) is no larger than tha t of 
t ^  p+(t +  t0). The uniqueness of t ^  pj+(t +  t0) follows from its maximality. ■
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4.6 .1 .1 .5  C ase I-e: h0 < — — 0. From the equation of motion p 1 =  p2p3, the Hamil­
tonian equation h0 =  pj1 (t) +  1 p3(t) and the Casimir equation c0 =  pj1 (t)2 — p2(t)2, we get

p2 =  (p2 p3)2 =  (^2 — co)(2ho — 2̂ 1). (4.6.6)

Before integrating, we reduce this equation to  standard form. (This process is detailed in 
section A.6.2.) Let X 1 =  — c0 and X 2 =  2h0 — 2jj1. Then X 1 — AX2 is a perfect square for
A1 =  — (5 + h0) and A2 =  5 — h0, where 5 =  0/ hg — c0 . (Since h0 < — — 0, we have h^ — c0 > 0, 
and so 5, A1, A2 £ R.) Accordingly, X 1 — A1X 2 =  (p1 +  A1)2 and X 1 — A2X 2 =  (j51 +  A2)2.
Thus [ ] [ ]

where A1, A2, B 1, B 2 are given by

A1 1 ( 1 — *>
2 I 5 B 1 1 A +  to

2 l +  5 A2
1

25 ,
B 2

Take the square root of both sides in (4.6.6) and separate variables. We get

1
25.

dp1 dp1
V (^i — co)(2ho — 2p1)' —X 1X 2'

for some .1 £ { 1, 1}. By the preceding calculations, this is

. 1dt

dp1
\/[A 1(p1 +  A1)2 +  ^ 1(̂ 1 +  A2)2] [A2(̂ 1 +  A1)2 +  B2(p1 +  A2)2]'

. 1dt. (4.6.7)

We have A1A2 =  I0. Since (5 +  h0)(5 — h0) =  52 — h2 =  — c0 < 0 and 5 — h0 > 0, we have 
5 +  h0 < 0. Consequently, A1A2 > 0. Make the change of variables u =  p ^ 1, to get

Here BBi

du

(u2 +  1 9  (u2 — 9
5+ho 
5 —ho < 0. Let a 1, b

.  1 (A2 — A ^ v/ A A  dt

ho+5 
ho—5 X pi(t)+Ai

P1M+A2

=  . ^ / 5 — ho dt.

and integrate both sides:

du du
I—a 0/  (u2 — a2)(u2 — b2)' Ja 0/  (u2 — a2)(u2 — b2)'

=  . n / 5 — ho t.

—x x

We have h0 — 5 < h0 +  5 and h0 < ——c0 < 0, and so < 1. Thus — b < — a. Hence,
under the constraint — b < — a < — x, we can use the integral formula (A.6.9) to integrate the 
left-hand side:

W 1  H  =  . 1 ^ —»01
\a p 1 (t)  +  A2 a /

p>1(t) +  A2

ap1(t) +  

=  a dcp1(t) +  A1 - C  h0 t , b
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(The function dc(-,k) is even, so we can eliminate the a . 1 =  — . 1.) Let Q =  y/ 5 — h0 and 
k =  a =  h ^ r f , k! ^  . (Since 5 — h0 > 0 and 5 +  h0 < 0, we have 0 < k  < 1.) Now
solve for p>1 (t):

p1(t) =
(h0 — 5) dc(Q, k) +  (h0 +  5) (h0 +  5) cn(Qt, k) +  (h0 — 5) dn(Qt, k)

1 +  dc(Q,k) dn(Qt, k) +  cn(Qt, k)

Use the constant of motion p>1 (t)2 — p2(t)2 =  c0 to find an expression for p2(-):

p2(t)2 = co
(h0 +  5) cn(Qt, k) +  (h0 — 5) dn(Qt, k) 

dn(Qt, k) +  cn(Qt, k)
((5 — h0)2 — c0) dn2(Qt, k) — 2(52 +  c0 — h0) dn(Qt, k) cn(Qt, k)

+

[dn(Qt, k) +  cn(Qt, k)]2 
((5 +  ho)2 — co) cn2(Qt, k)

[dn(Qt, k) +  cn(Qt, k)]2

We have (5 — h0)2 — c0 +  (5 +  h0)2 — c0 =  — 2(52 +  c0 — hQ). Consequently,

- u \ 2 ((5 — ho) +  —c0 ) dn(Qt, k) +  ((5 +  ho) — —c0) cn(Qt, k)]
p?2 (t ) =  ----------------------------------------------------- -̂----------------------

[dn(Qt, k) +  cn(Qt, k)]
((5 — ho) — —c0) dn(Qt, k) +  ((5 +  ho) +  —c0) cn(Qt, k)

=  ((5 — ho) +  —c0 )

[dn(Qt, k) +  cn(Qt, k)]2

dn(Q t, k) +  j ^ 0)—̂ !  cn(Qt, k)]

We have

"(5 +  ho) — —c0 
(5 — ho) +  —c0

x ((5 — ho) — —c0 )

h0 +  5 ,2 
= ST U 5 = k

[dn(Qt, k) +  cn(Qt, k)]

dn(Q t, k) +  (5_h0) _ cn(Qt , k) 

[dn(Qt, k) +  cn(Qt, k)]2

and
(5 +  ho) +  y/c0 2 =  ho +  5 
(5 — ho) — —c0 ho — 5

=  k2.

Since 5 — h0 > 0 and 5 +  h0 < 0, it follows tha t (5+hO)+^C0 =  — k and (5 + ^ )+ ^ °  =  k. 
Consequently,

p>2(t)2 =  ((5 — ho) +  —c0 )((5 — ho) — —c0 )
[dn(Qt, k) — k cn(Qt, k)] [dn(Qt, k) +  k cn(Qt, k)]

[dn(Qt, k) +  cn(Qt, k)]2

=  ((5 — ho)2 — co) 

=  ((5 — ho)2 — co)

dn2(Qt, k) — k2 cn(Qt, k) 
[dn(Qt, k) +  cn(Qt, k)]2

(kQ2 .
[dn(Qt, k) +  cn(Qt, k)]2

(We have used the square relation (A.6.6) in the last step.) Taking the square root of both 
sides and using the fact tha t ((5 — h0)2 — c0)(k ')2 =  4(h0 — cq) =  452, we get

p2(t) =  .2
25

dn(Q t, k) +  cn(Q t, k)

2
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for some . 2 G {—1,1}. Next, using h0 =  p ^ t)  +  1 (t) yields 

p3(t)2 =  2ho — 2p1(t)
dn(Qt, k) — cn(Qt, k) dn(Qt, k) +  cn(Qt, k)

=  25---------------------------- ------------------------------
dn(Qt, k) +  cn(Qt, k) dn(Qt, k) +  cn(Qt, k)
dn2(Qt, k) — cn2(Qt, k)

— 25 q
[dn(Qt, k) +  cn(Qt, k)]

=  25 (k ')2 sn2(Qt, k)
[dn(Qt, k) +  cn(Qt, k)]2

(We have used (A.6.4) and (A.6.5) in the final step.) Therefore

_ , . —25 k' sn(Qt, k)
p3 t . 3 dn(Qt, k) +  cn(Qt, k)

for some . 3 G {—1,1}. Thus we have the following (prospective) integral curve:

' _ (t) (h0 +  5) cn(Qt, k) +  (h0 — 5) dn(Qt, k)
p 1 dn(Qt, k) +  cn(Qt, k)
_ 25

< p2 t . 2 dn(Qt, k) +  cn(Qt, k)

 ̂ —25 k' sn(Qt, k)
k p3 t . 3 dn(Qt, k) +  cn(Qt, k ) .

(3)We show that p(-) is an integral curve of H  ) if and only if . 2 =  — . 3. By proposition 4.1.2, 
it suffices to show tha t p 1 =  p_2p_3 if and only if . 2 =  — . 3 (since we know that p(-) satisfies 
the equations of the constants of motion). We have

p1(t) — p>2(t)p?3(t)
25Q [k2 cn2(Qt, k) — dn2(Qt, k)] sn(Qt, k) . 2. 325k' —25 sn(Qt, k)

[dn(Qt, k) +  cn(Qt, k)]2 [dn(Qt, k) +  cn(Qt, k)]2
2 5 k '(.2. 3 —25 +  Qk') sn(Qt, k)

[dn(Qt, k) +  cn(Qt, k)]2

As k'Q =  \/2 5 , we have tha t p 1 =  p2p3 if and only if . 2. 3 =  —1, i.e., . 2 =  — . 3. In this case
p(t) =  # (3)(p(t)).

Finally, since dn(Qt, k) + cn (Q t, k) is zero at the points 2(2n+ 1)K, n G Z (where 4K 
denotes the period of sn(-,k)), it follows tha t p(-) is only defined on the open intervals
( — 2(2n+1)K , 2(2n+1)K ̂ , n G Z .

^ (3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.7 P ropo sitio n . L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H13) su ch  th a t H (3)(p(0)) =  
ho, C(p(0)) =  co > 0 a n d  ho < ——c0 .

( i) T here e x is t t0 G (—QK, QK) a n d  .  G { — 1,1} su ch  th a t p(t) =  p>(t +  t0) fo r  every
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t G (—e, e), w here p (-) : (—QK, QK) ^  se(1 ,1)* is defined  by

p1(t)

< pa(t) 

p3 (t)

(h0 +  5) cn(Qt, k) +  (h0 — 5) dn(Qt, k) 
dn(Qt, k) +  cn(Qt, k)

________ 25________
a  dn(Qt, k) +  cn(Qt, k)

—25 k' sn(Qt, k) 
a dn(Qt, k) +  cn(Qt, k ) .

H ere  4K is the p eriod  o f  sn(-,k), 5 =  a/ h0 — co , Q =  \/5 — h0 , k
k' 25

5-hp .

hp+5 
ho-5 and

(ii) t ^  p(t +  t0) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p (t0).

P roof. (i) Let a  =  sgn(p2(0)) G {—1,1}. (If p2(0) =  0, then p 1(0)2 =  c0. However, p 1(0) =  
h0 — 1 p3(0)2 < h0 < ——c0, which is a contradiction.) We have sgn(p3|(-2K/n ,0)(t)) =  a  and 
sgn(p3|(o,2K/n)(t)) =  — a. Moreover, lim ^-Q K /np3(t) =  a ^  and lim^QK/np3(t) =  — a ro . 
Therefore, since p3(-) is continuous, there exists t0 G (—QK, QK) such tha t p3(t0) =  p3(0). 
Then

p1 (to) =  ho — 1 p3 (to)2 =  ho — Q p3(0)2 =  p1(0).

Lastly,

^2(to)2 =  p>1 (to)2 — co =  p 1(0)2 — co =  p2 (0)2.

As sgn(p2(t0)) =  a  =  sgn(p2(0)), we have p2(t0) =  p2(0). Therefore, as t ^  p_(t +  t0) and
(3)t ^  p(t) are both integral curves of H  ) passing through the same point at t =  0, they both 

solve the same Cauchy problem, and hence are identical.
(ii) We show tha t the domain of p(-) is no larger than that of t ^  p ( t+ 10). Let s G (—e, e). 

By (i), p(s) =  p(s +  to), and so s +  to G (—QKQK) . Consequently, s G (—Qn̂  — to, QK — to ), 
i.e., (—e,e) C (—QK —10, QK — t0) . Therefore the domain of p(-) is contained in tha t of 
t ^  p>(t +  t0). Uniqueness now follows from the maximality of t ^  p(t +  t0). ■

4.6.1.2 C ase I I : c0 =  0

4.6.1.2.1 C ase II-a : h0 > 0. As p>1 (t)2 > 0, we have p>1 (t) < 0 or p 1 (t) > 0. If p>1 (t) =  0 
for some t, then p(-) is constant. (Indeed, p(t) =  (0,0, ± / 2 h 0'), which is an equilibrium point

(3)of H  ).) Thus we assume either p_1 (t) < 0 or p 1 (t) > 0 for every t.
Consider the case p 1 ( t )  <  0. Let p(-) be the curve obtained by taking the limit c0 ^  0 

of the integral curve in proposition 4.6.2. Then

( p_1 (t) =  — 2Q2 csch2(Qt)
< p2(t) =  a2Q2 csch2(Qt) 
l  p3(t) =  a2Qcoth(Qt).
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(Here Q \J~hf .) We have

pi(t) =  4Q3 csch2(Qt) coth(Qt) =  p2(t)p3(t) 

p2(t) =  —4Q3 csch2(Qt) coth(Qt) =  p2(t)p3(t) 

p3(t) =  —a2Q2 csch2(Qt) =  —p 2(t).

. ~* (3)That is, p(t) =  H ( Ap(t)). Finally, notice tha t sinh(Qt) =  0 when t =  0. Thus p(-) is only 
defined on the open intervals (—to, 0) and (0, to).

We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.8 P ropo sitio n . L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H13) su ch  th a t H (3)(p(0)) =  
h0 >  0, C(p(0)) =  0 and  p 1(0) < 0.

( i) T here ex is t t0 £ R\{0} a n d  a, q £  {—1,1} su ch  th a t p ( t)  =  p?( t+ t0) fo r  every  t  £  (—e, e), 
w here p_(-) =  p|(_«>,0)(-), p+(-) =  p>|(o,^)(■) and

H ere  Q

p 1(t) =  —2Q2 csch2(Qt) 

p 2(t) =  a2Q2 csch2(Qt) 
p 3(t) =  a2Qcoth(Qt).

( i i ) t ^  p ± ( t  + 10) is the un ique  m a x im a l in tegra l curve s ta r tin g  a t p±(t0).

P r o o f . (i) Let a  =  sgn(p2(0)) £ {—1,1} and q =  a sgn(p3(0)) £ {—1,1}. (If p2(0) =  0 
or p3(0) =  0, then p1(0) =  0, a contradiction.) We have sgn(p_,2(t)) =  sgn(p+,2(t)) =  a. 
Moreover,

lim p  + 2(t) =  aTO, lim p  + 2(t) =  0 and lim p_ 2(t) =  0, lim p_ 2(t) =  aTO. t^0 ’ t^ro ’ t ^ _ m  ’ t^o ’

Suppose sgn(p3(0)) =  1, so we have q =  a. Since p_,2( )  and p+,2(-) are continuous and 
sgn(p2(0)) =  sgn(p_,2(t)) =  sgn(p+,2(t)), there exists

(—TO, 0) if a  =  —1 
(0, to) if a  =  +1

such tha t p<r,2(t0) =  p2(0). Then

p<r,1(t0)2 =  p<r,2(t0)2 +  C0 =  p2(0)2 +  C0 =  p1(0)2.

We have p1(0),p<J,1(t0) < 0, and so j5(J,1(t0) =  p 1(0). Moreover,

p<T,3(t0)2 =  2h0 — 2^CT,1(t0) =  2h0 — 2p1(0) =  p3(0)2.

As sgn(^CT,3(t0)) =  1 =  sgn(p3(0)), we have p ^ f e )  =  p3(0). That is, p ?(t0) =  p(0). Therefore,
(3)as t ^  p?(t + 10) and t ^  p(t) are both integral curves of H  ) passing through the same point 

at t =  0, they both solve the same Cauchy problem, and hence are identical.
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Suppose sgn(p3(0)) =  —1, so q =  —a. Since p_,2( )  and p+,2( )  are continuous and 
sgn(p2(0)) =  sgn(p_,2(t)) =  sgn(p+,2(t)), there exists

(—TO, 0) if a  =  +1
t0

|  (0, to) if a  =  —1

such tha t p_CT,2(t0) =  p2(0). From p n ^ ) 2 =  p ^ ^ ) 2 =  p2(0)2 =  p1 (0)2 we again get 
p_<r,1 (t0) =  p1(0). Similarly, as p ^ ^ ) 2 =  2h0 — 2p(J,1(t0) =  2h0 — 2p1 (0) =  p3(0)2 and 
sgn(^_CT,3(t0)) =  —1 =  sgn(p3(0)), we have p_CT,3(t0) =  p3(0). That is, p?(t0) =  p(0). There­
fore t m  p?(t + 10) and t m  p(t) both solve the same Cauchy problem, and so are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t m  p±(t +  t0). Suppose 
p(0) =  p_ (t0). Let s £ (—e,e). By (i), p(s) =  p_(s +  t0), and so s +  t0 £ (—to, 0). 
Consequently, s £ (—to, —10), i.e ., (—e,e) C (—to, —10). Therefore the domain of p(-) is 
contained in tha t of t m  p5_ (t +  t0). Uniqueness now follows from the maximality of t m  
p _ (t + 10).

Suppose p(0) =  p+ (t0). Similar to before, if s £ (—e, e), then s +  t0 £ (0, to), i.e ., 
s £ (—10, to). Thus (—e, e) C (—10, to), and so the domain of p(-) is no larger than tha t of 
t m  p+(t +  t0). The uniqueness of t m  p+(t +  t0) follows from its maximality. ■

Consider the case p i ( t )  >  0. Limiting c0 n  0 in the integral curve of proposition 4.6.3 
yields a constant integral curve. Thus we shall integrate the equations of motion.

We have p?1(t)2 =  p2(t)2, and so p51 (t) =  a 1pi2(t) for some a 1 £ {—1,1}. Using h0 =
p»1(t) +  2p3(t)2, we get the differential equation

p1 =  a1 p1p3 =  a n /2  p1 \ /  h0 — p1 .

Separating variables yields
dp1

=  a 1 —2 dt.
p1 v h  — p1

Make the change of variables u =  Vh0 — pi!. Then dp1 =  —2udu and

2 du ——i
n ----— =  a n / 2 dt.u2 — h0

As p?1 (t) > 0, we have h0 > h0 — p?1 (t) =  u2. The integral formula (A.6.13) gives

---- tanh_ =  a 1 —2 t.
h0 h0

Substituting for u and solving for pj1(-), we get p?1 (t) =  h0 sech2(Qt), where Q =  J ^0 . Thenu
p>2(t) =  a 1pi1(t) =  a 1h0 sech2(Qt). Using the constant of motion h0 =  p51 (t) +  1 p3(t)2, we have

p3(t)2 =  2(h0 — p»1(t)) =  2h0 tanh2(Qt).

Thus p3(t) =  a 22Q tanh(Qt) for some a 2 £ {—1,1}. Hence we have the following (prospective) 
integral curve:

(  pj1(t) =  2Q2 sech2 (Qt)
< p2(t) =  —a 12Q2 sech2 (Qt) 
l  p3(t) =  a 22Q tanh (Qt) .
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—i (3)
We verify that p(-) is an integral curve of H  ) if and only if a 1 = a2. Since we know p(-) 
satisfies the equations of the constants of motion, it suffices to show that p1 = p?2p)3 if and 
only if a 1 = a2. (See proposition 4.1.2.) We have

p1 (t) — p>2(t)p?3(t) =  —4Q3 sech2(Qt) tanh(Qt) +  a 1a24Q2 sech2(Qt) tanh(Qt)
=  (a1 a2 — 1)4Q3 sech2(Qt) tanh(Qt).

Thus p1 = p?2p)3 if and only if a 1a2 = 1, i .e ., a 1 = a2. In this case, we have p(t) =  H (3)(p(t)).
^ (3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.9 P roposition. L e tp(-) : (—e,e) ^  se(1, 1)* be an  in tegra l curve o f  H (3) su ch  th a t H (3)(p(0)) = 
h0 > 0, C(p(0)) =  0 a n d  p1(0) > 0. T here ex is t t0 £ R a n d  a £ {—1,1} su ch  th a t  
p(t) =  p(t + 10) fo r  every  t £ (—e, e), w here p(-) : R ^  se(1 ,1)* is defined  by

( p?1 (t) =  2Q2 sech2 (Qt)
< p2(t) =  —a 2Q2 sech2 (Qt)
[ p3(t) =  a 2Q tanh (Qt) .

P roof. Let a  =  — sgn(p2(0)) £ {—1,1}. (If p2(0) =  0, then p1(0) =  0, a contradiction.) 
We have sgn(p3|(0,^)(t)) =  — sgn(p3|(_^,0)(t)) =  a. Moreover, limt^ p 3(t) =  aTO and 
limt^ _ ^  p3(t) =  —aTO. Therefore, since p3(-) is continuous, there exists t0 £ R such that 
p3(t0) =  p3 (0). Then

H ere  Q = \ h -

p>1(t0) =  h0 — 11 p>3(t0)2 =  h0 — 2 p3(0)2 =  p1(0).

Furthermore, p2(t0)2 =  p 1(t0)2 =  p1(0)2 =  p2(0)2. Since sgn(p2(t0)) =  —a  =  sgn(p2(0)), we 
have p>2(t0) =  p2(0). Therefore, as t ^  p?(t +  t0) and t ^  p(t) are both integral curves of 
H 1 passing through the same point at t =  0, they both solve the same Cauchy problem, and 
hence are identical. ■

4.6.1.2.2 C ase I I -b :  h0 =  0. We have p»1(t) =  h0 — 1p3(t)2 < h0 =  0. If p»1(t) =  0 for 
some t, then p(-) is constant. (Indeed, we have p?(t) =  (0,0,0), which is an equilibrium point 
of T7(3).) Assume p ^ t) < 0.

Let p(-) be the limit h0 ^  0 of the integral curve in proposition 4.6.8. Then

2
p1(t) =  — ̂ 2 
_ . , 2

< p2(t) =  a t2
_ . , 2
p3 (t) =  ^7 .t

We have ^ 1(t) =  =  ^2(t)^3(t), ^2(t) =  —a t j  =  p>1 (t)p>3(t) and p3(t) =  —a  Jr =  —p2(t). That
(3)is, p(t) =  H ( )(p?(t)). Finally, notice that pj(-) is only defined on the open intervals (—to, 0) 

and (0, TO).
(3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.
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4.6.10 P ropo sitio n . L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  _ff(3) su ch  th a t H (3)(p(0)) =  
C(p(0)) =  0 a n d  p1(0) < 0 .

( i) T here ex is t t0 £ R\{0} a n d  a, q £ {—1,1} su ch  th a t p(t) =  p?( t+ t0) fo r  every  t £ (—e, e), 
where p _ ( )  =  p|(_«„0)(-), p+(0 =  p>|(0,^ ) (•) and

(  2
p̂ 1(t) =  — ̂ 2
_ . , 2

< p2(t) =  a t^
_ . , 2
p3 (t) =  a - .  t

(ii) t ^  p±(t + 10) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p±(t0).

P r o o f . (i) Let a  =  sgn(p2(0)) £ {—1,1} and q =  asgn(p3(0)) £ {—1,1}. (If p2(0) =  0 
or p3(0) =  0, then p1(0) =  0, a contradiction.) We have sgn(p_,2(t)) =  sgn(p+,2(t)) =  a. 
Moreover,

lim p+ 2(t) =  aTO, lim p+ 2(t) =  0 and lim p_ 2(t) =  0, lim p_ 2(t) =  aTO.t^0 ’ ’ t ^ _ ^  ’ t^0 ’

Suppose sgn(p3(0)) =  1, so we have q =  a. Since p_,2(-) and p+,2(-) are continuous and 
sgn(p2(0)) =  sgn(p_,2(t)) =  sgn(p+,2(t)), there exists

(0 £ (" TO’ 0) if a  =  —1
|  (0, to) if a  =  +1

such tha t po-,2(t0) =  p2(0). Then p<T,1(t0)2 =  pa,2(t0)2 =  p2(0)2 =  p1(0)2. We have p1(0) < 0
and j90-,1(t0) < 0, hence j5(J,1(t0) =  p 1(0). Moreover,

p<T,3(t0)2 =  2h0 — 2p(J,1(t0) =  2h0 — 2p1(0) =  p3(0)2.

As sgn(pi(J,3(t0)) =  1 =  sgn(p3(0)), we have p ^ f e )  =  p3(0). That is, p?(t0) =  p(0). Therefore,
(3)as t ^  p?(t + 10) and t ^  p(t) are both integral curves of H  ) passing through the same point 

at t =  0, they both solve the same Cauchy problem, and hence are identical.
Suppose sgn(p3(0)) =  —1, so q =  —a. Since p_,2(-) and p+,2(-) are continuous and 

sgn(p2(0)) =  sgn(p_,2(t)) =  sgn(p+,2(t)), there exists

t  e  J (—to, 0) if a  =  +1
0 |  (0, to) if a  =  —1

such tha t p_CT,2(t0) =  p2(0). From p ^ ^ ) 2 =  p ^ ^ ) 2 =  p2(0)2 =  p1 (0)2 we again get 
p_<r,1 (t0) =  p1(0). Similarly, as p ^ ^ ) 2 =  2h0 — 2pCT,1(t0) =  2h0 — 2p1 (0) =  p3(0)2 and 
sgn(^_CT,3(t0)) =  —1 =  sgn(p3(0)), we have p_CT,3(t0) =  p3(0). That is, p?(t0) =  p(0). There­
fore t ^  p?(t + 10) and t ^  p(t) both solve the same Cauchy problem, and so are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p±(t +  t0). Suppose 
p(0) =  p_ (t0). Let s £ (—e, e). By (i), p(s) =  p_(s +  t0), and so s +  t0 £ (—to, 0). 
Consequently, s £ (—to, —10), i.e ., (—e,e) C (—to, —10). Therefore the domain of p(-) is 
contained in tha t of t ^  p5_ (t +  t0). Uniqueness now follows from the maximality of t ^  
p _ (t + 10).
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Suppose p(0) =  p+ (t0). Similar to before, if s £ (—e, e), then s +  t0 £ (0, to), i.e ., 
s £ (—10, to). Thus (—e, e) C (—10, to), and so the domain of p(-) is no larger than tha t of 
t ^  p+(t +  t0). The uniqueness of t ^  p+(t +  t0) follows from its maximality. ■

4.6 .1 .2 .3  C ase II-c : h0 < 0. Consider the integral curve of proposition 4.6.7. Let p(-) 
be the curve obtained by taking the limit c0 ^  0 of this integral curve. Then

( p»1(t) =  —2Q2 sec2(Qt)

< p2(t) =  —a2Q2 sec2(Qt) 
l  p>3(t) =  a2Q tan(Qt).

(Here Q =  \ J  — h 0 .) We have

p 1 (t) =  —4Q3 sec2(Qt) tan(Qt) =  p2(t)p3(t) 

p2(t) =  —a4Q3 sec2(Qt) tan(Qt) =  J51(t)j53(t) 

p3 (t) =  a2Q2 sec2(Qt) =  — p2 (t).

That is, p(t) =  H  13)(p(t)). Finally, since cos(Qt) =  0 at the points _ (2n — 2) and _(2n  +  1), 
n £ Z, it follows tha t p(-) is only defined on the open intervals ( _ (2n — 2), _ (2n + 1 )) , n £ Z.

(3)We now make an explicit statement regarding all integral curves of H 1 ' for this case.

4.6.11 P ropo sitio n . L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H13) su ch  th a t H13)(p(0)) =  
h0 < 0 a n d  C(p(0)) =  0.

( i) T here ex is t t0 £ (—2_, 2_) a n d  a  £ {—1,1} su ch  th a t p(t) =  p(t + 10) fo r  every  t £ 
(—e, e), where p(-) : (—2_, 2_) ^  se(1 ,1)* is defined  by

(  p>1 (t) =  —2Q2 sec2(Qt)
< p>2(t) =  —a2Q2 sec2(Qt) 
l  p>3(t) =  a2Q tan(Qt).

H ere  Q =  ^ — 21 .

(ii) t ^  p(t +  t0) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p (t0).

P r o o f . (i) Let a  =  — sgn(p2(0)) £ {—1,1}. (If p2(0) =  0, then p 1(0) =  0, and so p3(0)2 =  
2h0 < 0, a contradiction.) We have sgn(p3|(_n/(2_),0)(t)) =  —a  and sgn(p3|(0,n/(2_))(t)) =  a. 
Furthermore, limt^ _ n/(2_) p?3(t) =  —aTO and limt^ n/(2_) p?3(t) =  aTO. Therefore, since p3(-) 
is continuous, there exists t0 £ (—2_, 2_) such that p3(t0) =  p3(0). Then

p1(t0) =  h0 — 2p3(t0)2 =  h0 — 2 p3(0)2 =  p1(0).

Lastly, we have p2(t0)2 =  p 1 (t0)2 =  p1(0)2 =  p2(0)2. As sgn(p2(t0)) =  —a  =  sgn(p2(0)), it 
follows tha t p>2(t0) =  p2(0). Therefore, since t ^  p(t) and t ^  p?(t +  t0) are both integral 
curves of H 1 ' passing through the same point at t =  0, they both solve the same Cauchy 
problem, and hence are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p ( t+ 10). Let s £ (—e, e). 
By (i), p(s) =  p(s + 10), and so s + 10 £ (—2_, 2r7). Consequently, s £ (—2_ —10, 2_ + 10), i.e ., 
(—e, e) C (—2 j —10, 2t_ +10). Therefore the domain of p(-) is contained in that of t ^  p?(t+ 10). 
Uniqueness now follows from the maximality of t ^  p(t +  t0). ■
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4.6.1.3 C ase I I I : c0 < 0

From the equation of motion p 1 =  p2p3 and the constants of motion h0 =  p?1 (t) +  2p3(t) and 
C0 =  p>1 (t)2 — p>2(t)2, we get

p2 =  (p2p3)2 =  (^2 — C0)(2h0 — 2p1). (4.6.8)

This equation must be reduced to standard form before we can integrate (see section A.6.2 for 
a discussion of this process). To that end, let X 1 =  p1 — c0 and X 2 =  2h0—2p?1. Then X 1 — AX2 
is a perfect square for A1 =  —(5 +  h0) and A2 =  5 — h0, where 5 =  h2 — c0 . (As c0 < 0 < h0, 
we have 5, A1, A2 £ R.) Accordingly, X 1 — A1X 2 =  (pj1 +  A1)2 and X 1 — A2X 2 =  (pj1 +  A2)2.
Thus we have

X 1X 2 =  [A1 (p1 +  A1)2 +  B 1(p1 +  A2)2] [A2(p1 +  A1)2 +  B 2(p1 +  A2)2]

where A1, A2, B 1 and B2 are given by

A 1 = 2 ( 1 —f B  - ^  +  ^  • A  =  2 r  B  =  — 25.2 5

Taking the square root of both sides in (4.6.8) and separating variables, we have

dp1 dp?1—, „ ---- r =  —, , =  a 1dt
/ ( p 2 — C0)(2h0 — 2p?1)  —X 1X 2

for some a 1 £ {—1, 1}. By the calculations above, this is

dp1
\/[A 1^1 +  A1)2 +  ^ 1(̂ 1 +  A2)2] [A2(p>1 +  A1)2 +  £ 2(p1 +  A2)2]'

We have (5 +  h0)(5 — h0) =  —c0 > 0. We claim that 5 > h0. Suppose otherwise, i.e., 5 < h0. 
(We cannot have h0 =  5 as c0 < 0.) Then 5 +  h0 < 0, and hence 25 =  (5 +  h0) +  (5 — h0) < 0, 
a contradiction. Thus 5 > h0, and so A1A2 =  I0 > 0. Make the change of variables 

=  fi+M in (4.6.9). The result is

=  a 1(A2 — A1) a/ A 1A2 dt =  a 1 / 5  — h0 dt

=  a 1dt. (4.6.9)

u

(u2 +  Ai)  (u2 — ^

where B1 =  h0 > 0. Let a =  —1 and b =  . Then we have

du
a/  (u2 — a2)(u2 +  b2)'

=  a 1 \ /  5 — h0' dt.

Let x =  — f̂ l(t)+21 and integrate both sides. We getPl(t)+A2
x du du

=  a n / 5 —"he t.J_a a/  (u2 — a2)(u2 +  b2)' Ja a/  (u2 — a2)(u2 +  b2)'

Using the integral formula (A.6.10) to integrate the left-hand side, we have (for —x > —a),

1
V a2 +  b2' 
p1(t) +  A1 
p1(t) +  A2

p1(t) +  A1 b
A>1(t) +  A2’ V a2 +  b2 

=  — nc ( / a 2 +  b2\ / 5 — h0 t,

^ =  —a1 / 5  — h0 t

b
V a2 +  b2'

X

1
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(As nc(-,k) is even, we can eliminate the —a 1.) Let Q =  y ja2 +  b2 V5 — h0 =  v/25 and

k =  ^ a2b+b2 =  , k! =  ^ "̂27̂  . (As 5 > h0 we have 0 < k  < 1.) Solving for p51 (t), we
get

_ (o  =  (h0 — 5) nc(Qt, k) +  (h0 +  5) =  (h0 +  5) cn(Qt, k) +  (h0 — 5)
p1 nc(Qt,k) +  1 cn(Qt, k) + 1  .

From the Casimir equation p_1(t)2 — p?2(t)2 =  c0, we have

p>2(t)2 =  p>1 (t)2 — C0
(h0 +  5) cn(Qt, k) +  (h0 — 5) 2 

cn(Qt, k) +  1
(5 +  h0) cn2(Qt, k) +  (5 — h0)

=  25---------------------------»---------
[cn(Qt, k) +  1]2

=  (25)2 k2 cn2 (Qt ,k ) +  (fe/)2 
[cn(Qt, k) +  1]2

=  (25)2 d C n i . 2 .
[cn(Qt, k) +  1]2

(We have used the square relation (A.6.6) in the last step.) 
sides yields

p2(t) =  a2 Q2
dn(Qt, k) 

cn(Qt, k) +  1

Taking the square root of both

for some a 2 £ {—1,1}. Lastly we employ the constant of motion h0 =  p»1(t) +  1 p3(t)2 to find 
an expression for p3(-):

p>3(t)2 =  2h0 — 2p>1 (t)
cn(Qt, k) — 1 cn(Qt, k) +  1

=  —25----------------- -------------------
cn(Qt, k) +  1 cn(Qt, k) +  1

=  —25 cn2(Qt,k) — 1
[cn(Qt, k) +  1]2

=  25 sn2(Qt,k)
[cn(Qt, k) +  1]2

(We have used (A.6.5) for the final step.) Hence, taking the square root of both sides,

p>3 (t) =  a3
Q sn(Qt, k)

cn(Qt, k) +  1

for some a 3 £ {—1,1}. Therefore we have the following (prospective) integral curve:

(h0 +  5) cn(Qt, k) +  (h0 — 5)
p1(t) =  

p̂2 (t) =  a2Q

p̂3 (t) =  a3

cn(Qt, k) +  1 
2 dn(Qt, k) 

cn(Qt, k) +  1 
Q sn(Qt, k)

cn(Qt, k) +  1



102 4.6. Inhomogeneous Systems A ssociated to  H 3

»(3)
We will show that p(-) is an integral curve of H  ) if and only if a 2 =  —a3. By proposition
4.1.2, it suffices to show that p1 =  p?2p)3 if and only if a 2 =  —a 3 (since we know p(-) satisfies 
the constants of motion). Indeed,

p1(t) — p?2(t)p>3 (t)
25Q dn(Qt, k) sn(Qt, k) a 2a 3Q3 dn(Qt, k) sn(Qt, k)

[cn(Qt, k) +  1]2 [cn(Qt, k) +  1]2
Q(a2a 3Q2 +  25) dn(Qt, k) sn(Qt, k)

[cn(Qt, k) +  1]2

Since Q2 = 25, we have p1 = p2p3 if and only if a 2a 3 = —1, i.e., a 2 = —a 3. In this case,
p(t) =  # J 3)(p(t)).

Finally, since cn(Qt, k) +  1 =  0 at the points 4j K , n £ Z (where 4K denotes the period of 
sn(-,k)), it follows that p(-) is only defined on the open intervals (—fp , 4(ra+;1)K ) , n £ Z.

We now make an explicit statement regarding all integral curves of ) for this case.

4.6.12 P ropo sitio n . Letp(-) : (—e,e) ^  se(1 ,1)* be an integral curve of _ff(3) such that H (3)(p(0)) = 
h0 and C(p(0)) =  c0 < 0.

(i) There exist t0 £ (0, 4K) and a  £ {—1,1} such that p(t) =  p(t + 10) for every t £ (—e, e), 
where p(-) : (0, 4K) ^  se(1, 1)* is defined by

p_1(t) =
(h0 +  5) cn(Qt, k) +  (h0 — 5)

p>2 (t) =  aQ

p3 (t) =  a

cn(Qt, k) +  1 
2 dn(Qt, k) 
cn(Qt, k) +  1 

Q sn(Qt, k)
cn(Qt, k) +  1

Here 4K is the period of sn(-,k), 5 =  a/ h0 — c0 , Q =  \/25 and k 7+ho
27

(ii) t ^  p(t +  t0) is the unique maximal integral curve starting at p(t0).

P r o o f . (i) Let a  =  sgn(p2(0)) £ { —1,1}. (If p2(0) =  0, then p1(0)2 = c0 < 0, a con­
tradiction.) We have sgn(p3|(0,2K /f)(t)) =  —a and sgn(p3|(2K/n,4K/n)(t)) =  a. Moreover, 
limt^ 0p3(t) =  —a ^  and limt^ 4K/ n p3(t) =  a ^ .  Therefore, since p3(-) is continuous, there 
exists t0 £ (0, 4K) such that p3(t0) =  p3(0). Then

p1(t0) =  h0 — 1^3(t0)2 = h0 — 2 p3(0)2 = p1(0).

Lastly, we have
I>2(t0)2 =  p1(t0)2 — C0 =  p1(0)2 — C0 =  p2 (0)2.

Since sgn(p2(t0)) =  a  =  sgn(p2(0)), it follows that p»2(t0) =  p2(0). Therefore, as t ^  p»(t + 10)
(3)and t ^  p(t) are both integral curves of ) passing through the same point at t =  0, they 

both solve the same Cauchy problem, and hence are identical.
(ii) We show that the domain of p(-) is no larger than that of t ^  p (t+ 10). Let s £ (—e, e). 

By (i), p(s) =  p(s +  t0), and so s +  t0 £ (0, 4K). Consequently, s £ (—10, 4K — t0), i.e., 
(—e, e) C (—10, 4K — t0). Therefore the domain of p(-) is contained in that of t ^  p(t +  t0). 
Uniqueness now follows from the maximality of t ^  p(t +  t0). ■
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4 .6 .2  T h e  s y s te m  h 2;3)

The equations of motion of the system H (3) (p) =  p1 +  p2 +  1p3 are

p i =  P2P3 
p2 =  PiP3 
p3 =  - (P i  +  P2).

The equilibrium states of H23) are e01 =  (p, —p, 0) and eV =  (0,0, v), where v, p  e  R, v =  0.

4.6.13 P ropo sitio n . The equilibrium states ef and e2 are unstable.

P roof. Consider the states e01, p = 0. Fix a bounded open neighbourhood U of e01. The curve 
p(t) =  (pe&t, —pe&t, —S) is an integral curve of H23) for any 5 > 0. Indeed, p 1 = 5pe&t = p2p3, 
p2 = —5peSt =  p1p3 and p3 = 0 =  —(p 1 + p2). Furthermore, we have ||p (0) — e^|| =  5. 
Accordingly, for any open neighbourhood V C U of e01, there exists 5 > 0 such that p (0) e V . 
However, limt^ ^  ||p (t ) ||2 = 52 + 2p 2 limt^ ^ ( e5t — 1) =  to. Hence, there exists t 1 > 0 such 
that p (t 1) e U . Thus the states e01, p = 0 are unstable.

Consider the state e0. Let U be a bounded open neighbourhood of e0 and let p (t ) = 
(5eSt, —5eSt, —5). We have p 1 =  52eSt =  p2p3, p2 =  —52eSt =  p 1p3 and p3 =  0 =  —(p 1 +  p2), 
and so p (-) is an integral curve of H23) for any 5 > 0. Furthermore, ||p (0) — e0|| =  V 35. 
Hence, for every open neighbourhood V C U of e0, there exists 5 > 0 such that p (0) e V . 
However, limt^ ^  ||p (t ) ||2 =  52 +  252 limt^ ^  e25t =  to, and so there exists t 1 > 0 such that 
p (t 1) e U . Therefore the state e0 is unstable.

Consider the states e22. The linearisation of the vector field H2 is

0 p3 p2
p3 0 p 1
0 —1 0

0  ^2,3 = ± v .

d H23)(p ) =

—* (3)
Since v =  0, D H 2 ) has a positive 

real eigenvalue. Hence the states e22 are (spectrally) unstable. ■
—i (3) —i (3)

We shall now find the integral curves of H 2 ). Let p(-) be an integral curve of H 2 ) and
(3)

let c0 =  C(p(0)) and h0 =  H2 ) (p>(0)). We consider two main cases depending on whether c0 
is zero or not. In fact, the following proposition implies tha t we only need to consider the 
cases c0 > 0 and c0 =  0.

(3)
4.6.14 P ropo sitio n . The map T : (p1,p2,p3) ^  (p2,p 1,p3) is a linear Poisson symmetry of H2 ) 

such that C o  T =  — C .
(3)

P r o o f . T is clearly a linear Poisson automorphism. Furthermore, (H2 ) o T)(p) =  p2 +  
p1 +  2p2 =  H23)(p). Therefore T is a linear Poisson symmetry of h 23). Finally, we have
(C o T ) (p )=  p2 — p1 =  —C (p). ■

Accordingly, in order to find the integral curves of H 2 ) when c0 < 0, we find the integral 
curves when c0 > 0 and apply the linear Poisson symmetry T. In particular, if p(-) is an 
integral curve of H 2 ) such that C(p(0)) < 0, then p(-) =  T(p(-)) is an integral curve of H 2 ) 
such tha t C(p(0)) > 0.
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(3)
Figure 4.8: Typical configurations of H2 )

For each case c0 > 0 and c0 =  0, we have several further subcases. (Table 4.2 lists the qual­
itative breakdown of cases; figure 4.8 plots typical configurations of the system corresponding 
to these cases. The configurations for c0 < 0 are also plotted along with those for c0 > 0.) 
The level sets {p : C(p) =  c0} (for c0 =  0 or c0 > 0) and {p : H2 )(p) =  h0} will be tangent

(3)
to each other exactly when {p : H2 )(p) =  h0} is tangent to the plane {p : p 1 +  p2 =  0}. This

(3)occurs when the gradients of H2 ) and P(p) =  p 1 +  p2 are parallel, i.e .,

VH23)(p) =  AVP (p)
1 A
1 = A

p3 0

(Here A e R .) We see that A =  1 and p3 =  0. Consequently, h0 =  p 1 +  p2 
the (sub)cases h0 > 0, h0 =  0 and h0 < 0.

0. This motivates

4.6.2.1 C ase I : c0 =  0

By proposition 4.6.14, we may assume c0 > 0.

4.6.2.1.1 C ase I-a: h0 > 0. Since p ^ t ) 2 > p ^ t ) 2 — p2(t)2 =  c0, we have either pj1(t) <
— Vco or p 1(t) > Vco .
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Conditions Designation

co =  0
ho > 0 Case I -a

oO Case I-b
ho < 0 Case I-c

oO<0

ho > 0 Case II-a

oO Case II-b
ho < 0 Case II-c

(3)Table 4.2: Qualitative breakdown of cases for H2

Consider the case p 1(t ) <  — / c0 . From the equation of motion p3 =  —(p?i +  p2) and the 
constant of motion ho =  p?1 (t) +  p2 (t) + 1  p?3(t)2, we get the differential equation p3 =  1 pf — ho. 
That is,

dp3
p3 — 2ho

-  dt. 
2

(4.6.10)

Now (pq(t) — pi2(t))(p»1(t) +  p2 (t)) =  c0 > 0. Therefore we have

[pi(t) — P2 (t) > 0 and pii(t) +  p>2 (t) > 0] or [pi (t) — p?2(t) < 0 and pq(t) +  p?2(t) < 0].

In the former case, p2(t) < p»1(t) < 0, whence p 1 (t) +  p2(t) < 0, a contradiction. Therefore 
p51 (t) — p2(t) < 0 and p>1(t) +  p>2 (t) < 0. Consequently,

p3(t)2 =  2(ho — p>1 (t) — p2(t)) > 2(ho — 2p>1 (t)) > 2ho.

We use the formula (A.6.12) to integrate (4.6.10). The result is

—/ ^ coth-1 ( / E  i  = 1  t.
/ 2ho V / 2 ho J 2

After rearranging, this gives p3(t) =  —2Qcoth(Qt), where Q = \ f h0 . Next, differentiate p3(-) 
to get p»1(t) +  p>2(t) and use the Casimir equation co = (pi1 (t) — j52(t))(j51 + p>2(t)) to solve for 
p51 (t) — p2(t). The result is the equation

1 1 p1(t)" —2Q2 csch2(Qt)
1 —1 _p2 (t) — 2 ^  sinh2(Qt)

As 1 1
1 1 is invertible, we can solve for pi1(-) and p2(-). Thus we have the following (prospec-

tive) integral curve:

(  1
p51 (t) =  —4q2 I-4Q4 csch2(Qt) +  co sinh2(Qt)]

p>2(t) =  — [4Q4 csch2(Qt) — co sinh2(Qt)] 

p>3 (t) =  —2Qcoth(Qt).
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—i (3)
We confirm tha t p(-) is an integral curve of H 2 ). Indeed,

pj1(t) =  — sinh(2Qt) +  2Q3 csch2(Qt) coth(Qt) =  p2(t)p3(t)

p2(t) =  sinh(2Qt) +  2Q3 csch2(Qt) coth(Qt) =  j51(t)j53(t)

p>3 (t) =  2Q2 csch2(Qt) =  — (p1(t) +  p2(t)).

(3)Thus p(t) =  H 2 ) (p?(t)). Finally, notice that sinh(Qt) =  0 when t =  0. Thus p(-) is only 
defined on the open intervals (—to, 0) and (0, to).

^ (3)We now make an explicit statement regarding all integral curves of H 2 for this case.

4.6.15 P ropo sitio n . L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H23) su ch  th a t H23)(p(0)) =  
ho > 0, C(p(0)) =  co > 0 and  p1(0) < — /Co .

( i) T here ex is t to G R \  {0} a n d  c G {—1,1} such  th a t p(t) =  p?(t +  to) fo r  every  t G (—e, e), 
w here p—(■) =  p |(—«,,o)(0, p+(0 =  p|(o,m)(•) and

1 [ ] 
p»1(t) =  — [4Q4 csch2(Qt) +  co sinh2(Qt)]

p>2(t) =  — ĵ 2 [4Q4 csch2(Qt) — co sinh2(Qt)] 

p3(t) =  —2Qcoth(Qt).

H ere  Q =  J  h0 .

(ii) t ^  p±(t +  to) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p±(to).

P r o o f . (i) Let c =  — sgn(p3(0)) G {—1,1}. (If p3(0) =  0, then p 1(0) +  p2(0) =  ho > 0 
and p1(0) — p2(0) > 0, as co > 0. Then p1(0) =  2 [(p1(0) +  p2(0)) +  (p1(0) — p2(0))] > 0, a 
contradiction.) We have

lim p + 2(t) =  —to, lim p>+ 2(t) =  to and limp_ 2(t) =  —to, lim 2(t) =  to.t—o ’ t—m ’ t—o ’ t——— ’

Since p—, 2(-) and p+, 2(-) are continuous, there exists

(—to, 0) if c =  —1 
(0, to) if c =  +1

such tha t p? ,2(to) =  p2(0). Then

p? , 1(to)2 =  p? , 2(to)2 +  co =  p2 (0)2 +  co =  p 1(0)2.

We have p?, 1(to) ,p 1(0) < — /c o  < 0, and so p?, 1(to) =  p 1(0). Finally,

p?,3(to)2 =  2(ho — p>?, 1 (to) — p?,2 (to)) =  2(ho — p 1(0) — p2(0)) =  p3(0)2.

As sgn(p?,3(to)) =  —c =  sgn(p3(0)), we have p>?,3(to) =  p3(0). That is, p?(to) =  p(0). There-
(3)fore, as t ^  p ?(t +  to) and t ^  p(t) are both integral curves of H 2 ) passing through the same 

point at t =  0, they both solve the same Cauchy problem, and hence are identical.
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(ii) We show tha t the domain of p(-) is no larger than that of t ^  p±(t +  to). Suppose 
p(0) =  p—(to). Let s G (—e,e). By (i), p(s) =  p— (s +  to), and so s +  to G (—to, 0). 
Consequently, s G (—to, —to), i.e ., (—e,e) C (—to, —to). Therefore the domain of p(-) is 
contained in tha t of t ^  p5— (t +  to). Uniqueness now follows from the maximality of t ^  
p—(t +  to).

Suppose p(0) =  p+ (to). Similar to before, if s G (—e, e), then s +  to G (0, to), i.e ., 
s G (—to, to). Thus (—e, e) C (—to, to), and so the domain of p(-) is no larger than tha t of 
t ^  p+(t +  to). The uniqueness of t ^  p?+(t +  to) follows from its maximality. ■

Consider the case p i ( t )  >  / c 0 . Again from p3 =  — (p»1 +  p2) and ho =  p»1(t) +  p2(t) +
2p>3 (t)2 we get the differential equation

Since co > 0, we have

dp3
p3 — 2 ho 2  *■

(4.6.11)

[p>1 (t) — p»2(t) >  0 and p>1 (t) +  p2 (t) > 0] or [p1(t) — p?2(t) < 0 and p 1(t) +  p?2(t) < 0].

In the second case 0 < p»1(t) <  p2(t), and so p ^ t)  +  p2(t) > 0, a contradiction. Thus 
p51 (t) — p2(t) >  0 and p51 (t) +  p>2 (t) > 0. As a result

p3(t)2 =  2(ho — p>1 (t) — p2(t)) <  2(ho — 2p>1 (t)) < 2ho.

Use the integral formula (A.6.13) to integrate (4.6.11). We get

tanh 1 p3(t)
/2ho '

1
2 t 5

i.e., p3(t) =  —2Qtanh(Qt), where Q =
get p 1(t) +  p?2 (t) and using co =  p1(t)2 
equation:

s jk 0 . By differentiating the expression for p3(t) to 
p?2(t)2 to solve for p51 (t) — p2(t), we get the following

1 1 p1(t) —2Q2 csch2(Qt)
1 —1 p̂2 (t) — sinh2(Qt)

As 1
1

1
1 is invertible, this equation can be solved for p 1 (t) and p2(t). Thus we have the

following (prospective) integral curve:

We have

1 [ ] 
p>1 (t) =  ^ 2  [4Q4 sech2(Qt) +  co cosh2(Qt)]

p?2(t) =  [4Q4 sech2(Qt) — co cosh2(Qt)]

p?3(t) =  —2Qtanh(Qt).

J>1(t)

p>2(t)

p3(t)

—  sinh(2Qt) — 2Q3 sech2(Qt) tanh(Qt) =  p>2(t)p>3(t)

— sinh(2Qt) — 2Q3 sech2(Qt) tanh(Qt) =  pi1(t)j53(t) 

—2Q2 sech2(Qt) =  —(p>1 (t) +  p2 (t)).
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. ~* (3) —* (3)
Therefore p(t) =  H2 )(p?(t)), i.e., p(-) is an integral curve of H 2 ). Furthermore, p(-) is defined 
over R.

(3)We now make an explicit statement regarding all integral curves of H 2 for this case.

4.6.16 P roposition. Letp(-) : (—e,e) ^  se(1 ,1)* be an integral curve of H23) such that H23)(p(0)) =  
ho > 0, C(p(0)) =  co > 0 and p 1(0) > ^ co . There exists to G R such that p(t) =  p(t +  to) for 
every t G (—e, e), where p(-) : R ^  se(1 ,1)* is defined by

Here Q

1 [ ] 
p>1 (t) =  ^ 2  [4Q4 sech2(Qt) +  co cosh2(Qt)]

p?2(t) =  [4Q4 sech2(Qt) — co cosh2(Qt)]

p?3(t) =  —2Qtanh(Qt).

P roof. We have p 1(t) > ^co . Then from p 1(t)2 — p2(t)2 =  co > 0, it follows that p2(t) < 
p1(t). Thus p 1(t) — p2(t) > 0, and so p 1(t) +  p2(t) > 0. Therefore p3(t)2 =  2(ho — p 1(t) — 
p2(t)) < 2ho, and so — V2ho' <  p3(t) < V^ho . Moreover, limt^ ^  p>3 (t) =  — v^ho and 
limt^ —TO p>3(t) =  \/2ho . Since p3(-) is continuous, there exists to G R such tha t p>3(to) =  p3(0). 
Then

p1 (to) +  p2 (to) =  ho — 2 p?3 (to)2 =  ho — 1 p3(0)2 =  p 1(0) +  p2(0),

and from p>1 (to)2 — p2(to)2 =  co =  p 1(0)2 — p2(0)2, we get

1 1 p 1 (to) p 1(0)'
1 —1 p2 (to) p2 (0)

Since 1 1
1 1 is invertible, it follows tha t p(to) p(0). Therefore, as t ^  p(t +  to) and

(3)t ^  p(t) are both integral curves of H 2 ) passing through the same point at t =  0, they both 
solve the same Cauchy problem, and hence are identical. ■

4.6.2.1.2 C ase I-b: ho
the limit ho ^  0 yields

0. Consider the integral curve of proposition 4.6.15. Taking 

4 +  cot4
p1(t) =  — 

p2(t) =  —

4t2
4 — c0t4 

4t2
2

!>3(t) =  — ̂ .

We have p(t) =  H23)(p(t)). Indeed, p?1(t) =  =  p2(t)p3(t), p2(t) =  =  p1(t)p3(t)
and p3(t) =  t |  =  —(p>1 (t) +  p2(t)). Thus p(-) is an integral curve of H23). Finally, notice that 
p(-) is only defined on the open intervals (—to, 0) and (0, to).

(3)We now make an explicit statement regarding all integral curves of HH2 for this case.

4.6.17 P r o p o s it io n . L e tp(-) : (—e,e) ^  s e (1 ,1)* be an  in tegra l curve  o f  H23) su ch  th a t  H23)(p(0)) =
0 a n d  C(p(0)) =  co > 0 .
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( i) T here ex is t to G R \  {0} a n d  q G {—1,1} such  th a t p(t) =  p?(t +  to) fo r  every  t G (—e, e), 
w here p— (■) =  p |(—̂ ,o)('), p+(0 =  p>|(o,^)(•) and

p1(t) 

' p2(t)

p3 (t)

4 +  cot4 
4t2

4 — c0t4 
4t2

2 
t ’

(ii) t ^  p±(t +  to) is the un ique  m a x im a l in tegra l curve s ta r tin g  a t p±(to).

P r o o f . (i) Since p 1(t)2 > p 1(t)2 — p2(t)2 =  co, we have p1(t) < — V o  or p 1(t) >  V o  . If 
p 1(t) >  V ^ , then p 1 (t) +  p2(t) > 0, and so ho =  p 1 (t) +  p2(t) +  2p3(t)2 > 0, a contradiction. 
Thus p 1(t) < — V o  . Similarly, pq (t) <  — V o  .

Let q =  — sgn(p3(0)) G {—1,1}. (If p3(0) =  0, then p 1(0) +  p2(0) =  ho =  0, whence co =  0, 
a contradiction.) We have

lim p + 2(t) =  —to, lim p + 2(t) =  to and lim p _ 2(t) =  —to, lim p _ 2(t) =  to.t—o ’ t—m ’ t—o ’ t——— ’

Since p—, 2(-) and p+, 2(-) are continuous, there exists

(—to, 0) if q =  —1 
(0, to) if q =  +1

such tha t p? ,2(to) =  p2(0). Then

p? , 1(to)2 =  p? , 2(to)2 +  co =  p2 (0)2 +  co =  p 1(0)2.

We have p?, 1(to) ,p 1(0) < — V o  < 0, and so p?, 1(to) =  p 1(0). Finally,

V V o ) 2 =  2(ho — p>?, 1 (to) — p?,2 (to)) =  2(ho — p 1(0) — p2(0)) =  p3(0)2.

As sgn(p?,3(to)) =  —q =  sgn(p3(0)), we have p?,3(to) =  p3(0). That is, p?(to) =  p(0). There­
fore, as t ^  p?(t +  to) and t ^  p(t) are both integral curves of H 2 ) passing through the same 
point at t =  0, they both solve the same Cauchy problem, and hence are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p±(t +  to). Suppose 
p(0) =  p>— (to). Let s G (—e,e). By (i), p(s) =  p>— (s +  to), and so s +  to G (—to, 0). 
Consequently, s G (—to, —to), i.e ., (—e,e) C (—to, —to). Therefore the domain of p(-) is 
contained in tha t of t ^  p5— (t +  to). Uniqueness now follows from the maximality of t ^  
p—(t +  to).

Suppose p(0) =  p+ (to). Similar to before, if s G (—e, e), then s +  to G (0, to), i.e ., 
s G (—to, to). Thus (—e, e) C (—to, to), and so the domain of p(-) is no larger than tha t of 
t ^  p+(t +  to). The uniqueness of t ^  p+(t +  to) follows from its maximality. ■

4.6 .2 .1 .3  C ase I-c: ho < 0. Using the equations p3 =  —V  +  p2) and ho =  p V )  +  p2(t) +
2p>3 (t)2, we get the differential equation p3 =  1 p2 — ho. Separating variables yields

dp3
p 3 +  (V —2ho )2

1
2

dt.
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This may be integrated using the formula (A.6.11):

- ^ t a n - T - P E ,
y j—2ho V y j—2ho

1
2 *•

Solving for p3(t), we get p3(t) =  2Qtan(Qt), where Q =  y  — ̂ 0 . Then p ( t )  +  p2(t) =  — p3 =
2Q2sec2(Qt). Next, using the Casimir equation c0 =  (p1(t) +  p2(t))(p1(t) — p2(t)), we get 
p51 (t) — p?2(t) =  2q2- cos2(Qt). That is,

1 1 P1(t) 2Q2 sec2(Qt)
1 —1 _P2(t). 2C02 cos2 (Qt)

As 1
1

1
1 is invertible, this equation can be solved for p  (t) and p2(t). Thus we have the

following (prospective) integral curve:

r i
pi(t) =  — 4Q2 [4Q4 sec2(Qt) +  Co cos2(Qt)]

< p?2(t) =  — 4Q2 [4Q4 sec2(Qt) — co cos2(Qt)] 

p3(t) =  2Q tan(Qt).

We have

p ( t )  =  /CO sin(2Qt) — 2Q3 sec2(Qt) tan(Qt) =  p2(t)p3(t) 

p2(t) =  — ̂ CO sin(2Qt) — 2Q3 sec2(Qt) tan(Qt) =  J51(t)pi3(t) 

p?3(t) =  2Q2 sec2(Qt) =  —(p1 (t) +  p2(t)).

That is, p(t) =  H23)(p(t)), and so p(-) is an integral curve of H23). Finally, since cos(Qt) =  0 
at the points ^ (2n — 1) and ^ (2n +  2), n G Z, it follows that p(-) is only defined on the open 
intervals i^ (2n — 2), ^ (2n +  2)), n G Z.

^ (3)We now make an explicit statement regarding all integral curves of H2 for this case.

(3)

4.6.18 P roposition. Letp(-) : (—e,e) 
h0 < 0 and C(p(0)) =  c0 > 0 .

(3) (3)se(1, 1)* be an integral curve of H2 ) such that H2 )(p(0)) =

(i) There exists t0 G (—2^, ) such that p(t) =  p(t +  t0) for every t G (—£,£), where
p(-) : (—2ST, 2ri) ^  se(1, 1)* is defined by

(  1
p ( t )  =  — 4Q2 [4Q4 sec2(Qt) +  C0 cos2(Qt)]

< p?2(t) =  — 4Q2 [4Q4 sec2(Qt) — C0 cos2(Qt)] 

p3(t) =  2Q tan(Qt).

Here Q =  ^ —21 .

(ii) t ^  p(t +  t0) is the unique maximal integral curve starting at p(t0).
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P roof. (i) We have sgn(p3|(-n /(22),0)(t)) =  —1 and sgn(p3|(0,*-/(22))(t)) =  1. Furthermore, 
limt^ -n / (2Q) p?3(t) =  —̂  and limt^ n/ (22) p?3(t) =  to. Therefore, since p3(-) is continuous, 
there exists t0 G (—22, 22) such that p3(t0) =  p3(0). Then

p1(fe) +  ^2(t0) =  h0 — 2 P3 (t0)2 =  h0 — 2 P̂3 (0)2 =  P1(0) +  P2(0), 

and from p ( t 0)2 — p2(t0)2 =  C0 =  p 1(0)2 — p2(0)2, we get

1 1 P1(t0) P1(0)'
1 —1 _P2(t0) P2 (0)

Since 1 1
1 1 is invertible, it follows tha t p(t0) p(0). Therefore, as t ^  p(t +  t0) and

(3)t ^  p(t) are both integral curves of H 2 ) passing through the same point at t =  0, they both 
solve the same Cauchy problem, and hence are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p ( t+ 10). Let s G (—e, e). 
By (i), p(s) =  p(s + 10), and so s + 10 G (—22, 2ri). Consequently, s G (—212 —10, 22 + 10), i.e., 
(—e, e) C (—22 —10, 22 + 10). Therefore the domain of p(-) is contained in that of t ^  p ( t+ 10). 
Uniqueness now follows from the maximality of t ^  p(t +  t0). ■

4.6.2.2 C ase I I : C0 =  0

4.6.2.2.1 C ase II-a : h0 > 0. As p ( t ) 2 =  p2(t),w ehave j51(t)+j52(t) =  0 or p ( t ) —p?2(t) =  
0. Similarly, since p2(t) > 0, we have p ( t )  > 0 or j j1 (t) < 0. If p ( t )  =  0 for some t, then p(-) 
is constant. (Indeed, we have p(t) =  (0,0, ±  — 2h0'), which is an equilibrium point of H 23).) 
Thus either p51 (t) <  0 or p ( t )  > 0.

Consider the case p 1 (t ) — p 2(t ) =  0, p>i(t ) <  0. Take the limit c0 ^  to in the integral 
curve of proposition 4.6.15. The result is

(Here Q =  J  h0 .) We have

(  p ( t )  =  —Q2 csch2(Qt) 

< p2(t) =  — Q2 csch2(Qt) 
l  p3(t) =  —2Qcoth(Qt).

p ( t )  =  2Q3 csch2(Qt) coth(Qt) =  p2(t)p3(t) 

p2(t) =  2Q3 csch2(Qt) coth(Qt) =  J51(t)pi3(t) 

p3(t) =  2Q2 csch2(Qt) =  — (p ( t)  +  p?2 (t)) •

(3)Thus p(-) is an integral curve of H2 ). Finally, as sinh(Qt) =  0 when t =  0, we have tha t p(-) 
is only defined on the open intervals (—to, 0) and (0, to).

(3)We now make an explicit statement regarding all integral curves of HH2 for this case.

4 .6 .1 9  P r o p o s it io n . L e tp(-) : (—e ,e )  ^  s e (1 ,1)* be an  in tegra l curve  o f  H (3) su ch  th a t  H (3)(p(0)) =
h 0 >  0, C (p(0)) =  0, p 1(0) — p 2(0) =  0 a n d  p 1(0) <  0.
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( i) T here ex is t t0 G R \  {0} a n d  q G {—1,1} such  th a t p(t) =  p?(t + 10) fo r  every  t G (—e, e), 
w here p _ (■) =  p|(_«„0)(-), p+(0 =  p|(0,m)(•) and

H ere  Q

p»1(t) =  —Q2 csch2 (Qt) 

p2(t) =  —Q2 csch2 (Qt) 
p3(t) =  —2Qcoth(Qt).

( i i ) t ^  p±(t + 10) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p±(t0).

P r o o f . (i) Let q =  — sgn(p3(0)) G {—1,1}. (If p3(0) =  0, then h_0 =  P1 (0)+  P2(0) +  2P3(0)2 =  
0, a contradiction.) We have

lim p + 2(t) =  —to, lim p + 2(t) =  0 and lim p _ 2(t) =  —to, lim p_ 2(t) =  0.t—0 ’ t—m ’ t—0 ’ t——— ’

Since p _ , 2(-) and p+, 2(-) are continuous, there exists

t0 G (—TO' 0) if q = —1
I  (0, to) if q =  +1

such that p , 2(t0) =  P2(0). (As p1(0) =  p2(0), we have p2(0) < 0.) Then p  ,?(t0) =  p2,?(t0) =  
P2 (0) =  p1(0). Finally,

^?,3(t0)2 =  2(h0 — p?̂ , 1 (t0) — p,2  (t0)) =  2(h0 — p1(0) — p2(0)) =  p3(0)2.

As sgn(p?,3(t0)) =  —q =  sgn(p3(0)), we have p?,3(t0) =  p3(0). That is, p ( t 0) =  p(0). There-
(3)fore, as t ^  p ( t  + 10) and t ^  p(t) are both integral curves of H 2 ) passing through the same 

point at t =  0, they both solve the same Cauchy problem, and hence are identical.
(ii) We show tha t the domain of p (-) is no larger than that of t ^  p±(t +  t0). Suppose 

p(0) =  p_ (t0). Let s G (—e,e). By (i), p(s) =  p?_(s +  t0), and so s +  t0 G (—to, 0). 
Consequently, s G (—to, —10), i.e ., (—e,e) C (—to, —10). Therefore the domain of p (-) is 
contained in tha t of t ^  p_ (t +  t0). Uniqueness now follows from the maximality of t ^  
p_ (t + 10).

Suppose p(0) =  p+ (t0). Similar to before, if s G (—e, e), then s +  t0 G (0, to), i.e ., 
s G (—10, to). Thus (—e, e) C (—10, to), and so the domain of p (-) is no larger than tha t of 
t ^  p+(t +  t0). The uniqueness of t ^  p+(t +  t0) follows from its maximality. ■

Consider the case ,p 1 ( t )  — p 2 ( t )  =  0, ,p 1 ( t )  >  0. Take the limit c0 ^  0 in the integral 
curve of proposition 4.6.16. We get

f p 1 (t) =  Q2 sech2(Qt)

I p2(t) =  Q2 sech2(Qt) 
l  p3(t) =  —2Qtanh(Qt).

(Here Q =  .) We have p(t) =  H23)(p(t)). Indeed,

p ^ t)  =  —2Q3 sech2(Qt) tanh(Qt) =  p2(t)p3(t) 

p2(t) =  —2Q3 sech2(Qt) tanh(Qt) =  J51(t)j53(t) 

p3 (t) =  —2Q2 sech2(Qt) =  — (p1(t) +  p2(t)).
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(3)Therefore p(-) is an integral curve of H 2 ). Furthermore, p (-) is defined over R.
^ (3)We now make an explicit statement regarding all integral curves of H 2 for this case.

4.6.20 P roposition. L e tp (-) : (—e,e ) ^  se(1, 1)* be an  in tegra l curve o f  H23) su ch  th a t H23)(p (0)) =
h0 > 0, C (p (0)) =  0, p1(0) — p2(0) =  0 a n d  p1(0) > 0. T here ex is ts  t0 G R such  th a t
p (t) =  p?(t + 10) fo r  every  t G (—e, e), w here p (-) : R ^  se(1, 1)* is defined  by

f p1 (t ) =  Q2 sech2(Qt)

I p2(t ) =  Q2 sech2(Qt) 
l p3(t ) =  —2Qtanh(Q t) .

P roof. Since p1(t ) > 0 and p2(t) =  p1(t), we have p1(t) +  p2(t ) > 0, and so p3(t )2 =
2(h0 — p1(t) — p2(t )) < 2h0. Thus — V^he < p3(t) < V^hc . Similarly, we have — V^he <
_p3(t) < \Z2h0 . Moreover, limt—m p3(t) =  —/2 h0 and limt—_m p3(t) =  v^h0 . Since p3(-) is 
continuous, there exists t0 G R such that p?3(t0) =  p3(0). Then

p1(t0) +  ^2(t0) =  h0 — ^ p3 (t0)2 =  h0 — 2p 3(0)2 =  p1(0) +  p2(0),

H ere  Q =  A/ 00

and from p>1 (t0)2 — p2(t0)2 =  p 1(0)2 — p2(0)2, we get

1 1 p1(t0) p1(0)‘
1 —1 P2(t0)_ p2 (0)

Since 1 1
1 1 is invertible, it follows tha t p(t0) p(0). Therefore, as t ^  p(t +  t0) and

(3)t ^  p(t) are both integral curves of H 2 ) passing through the same point at t =  0, they both 
solve the same Cauchy problem, and hence are identical. ■

Consider the case ,p 1 ( t )  +  p 2(t) =  0. If p?1 (t) =  —p2(t) =  0 for some t, then p(t) =  
(0,0, ±  V2h0 ), which is an equilibrium point of H 23) (and so p(-) is constant). Suppose p51 (t) 
and p2(t) are not both zero for the same t. The equation 2h0 =  p3(t)2 yields p?3(t) =  a 1 V2h0' , 
for some a 1 G {—1,1}. Then p 1 =  —a 1 V^ha j?1, which has the solution p?1 (t) =  a 2e_'̂ a/2*01, 
for some a 2 G {—1,1}. Thus we have the following (prospective) integral curve:

f p 1 (t) =  a 2e_CT1 t

j  p2(t) =  —a2e_CT1 ̂ t 

[p3 (t) =  a n / 2 h 0 .
We verify tha t p(-) is an integral curve. Indeed,

p 1(t) =  —a 1a 2 ^ 2 ^ 0  e_CT1 t =  p2(t)p3(t)

p2 (t) =  a 1a 2 e_CT1 t =  p1(t)p3(t)
p3 (t) =  0 =  — (p1(t) +  p?2 (t)),

(3)and so p(t) =  H 2 ) (p?(t)). Furthermore, p(-) is clearly defined on R.
2 (3)We now make an explicit statement regarding all integral curves of H 2 for this case.
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4.6.21 P roposition. L e tp(-) : (—e,e) ^  se(1 ,1)* be an  in tegra l curve o f  H23) su ch  th a t H23)(p(0)) =  
h0 > 0, C(p(0)) =  0 and  p 1(0) +  p2(0) =  0 (w ith  p 1(0) and  p2(0) n o t both zero ). T here ex is t  
t0 G R a n d  a, c G {—1,1} su ch  th a t p(t) =  p(t + 10) fo r  every  t G (—e, e), where

f p>1(t) =  c e _ ^ t 

\  p>2(t) =  —c e _ ^ t 

[ p3(t) =  a  V 2 h 0 .

P r o o f . Let a  =  sgn(p1(0)) G {—1,1} and c =  sgn(p3(0)) G {—1,1}. (If p 1(0) =  0, then 
p2(0) =  0, a contradiction. Similarly, if p3(0) =  0, then p 1(0) +  p2(0) =  h0 > 0, a contradic­
tion.) We have sgn(jl1 (t)) =  a. Furthermore,

lim p»1(t)t—_m
0 if c =  —1 
aTO if c =  +1

and lim p ^ t)t—m
aTO if c =  —1 
0 if c =  +1.

Since p»1(-) is continuous, p 1(0) =  0 and sgn(p1(0)) =  a, there exists t0 G R such that 
p 1(t0) =  p1(0). Then p2(t0) =  p 1(t0) =  —p1(0) =  p2(0). Finally,

?^3(t0)2 =  2(h0 — p>1(t0) — p2 (t0)) =  2(h0 — p1(0) — p2(0)) =  p3(0)2.

But sgn(p3(t0)) =  c =  sgn(p3(0)), and so p3(t0) =  p3(0). Therefore, as t ^  p(t +  t0) and
(3)t ^  p(t) are both integral curves of H 2 ) passing through the same point at t =  0, they both 

solve the same Cauchy problem, and hence are identical. ■

4.6.2.2.2 C ase II-b: h0 =  0. If p ^ t)  +  p2(t) =  0 for some t, then we have p(t) =  
(p1(0), —p?1 (0), ±  V2h0') =  (p1(0), —p?1 (0), 0), which is an equilibrium point of H 23) (and so 
p(-) is constant). Assume p?1 (t) +  p2(t) =  0 and p?1 (t) =  0 for every t.

Furthermore, since p?1 (t)2 > p51 (t)2 — p2(t)2 =  0, we have p?1 (t) > 0 or p?1 (t) < 0. We claim 
that the latter situation is impossible. Indeed, suppose p?1 (t) > 0. Since p?1 (t) — p2(t) =  0, we 
have p2(t) > 0 and so h0 =  p?1 (t) +  p2(t) +  2p>3(t)2 > 0, a contradiction. Thus p?1 (t) < 0 for 
every t.

Taking the limit c0 ^  0 in the integral curve of proposition 4.6.17 yields

1
p1(t) =  — ̂ 2 

f 1
< p2(t) =  — t^ 

_ . , 2 
7̂3 (t) =  — t .t

We have p 1(t) =  t |  =  p2(t)p3(t), p>2(t) =  Jr =  p1(t)p3(t) and p>3(t) =  |r  =  — (p?1(t) +  p2(t)).
(3) (3)That is, p(t) =  H 2 )(p?(t)), and so p(-) is an integral curve of H 2 ). Furthermore, p(-) is only 

defined on the open intervals (—to, 0) and (0, to).
^ (3)We now make an explicit statement regarding all integral curves of H 2 for this case.

4 .6 .2 2  P r o p o s it io n . L e tp(-) : (—e ,e )  ^  s e (1 ,1)* be an  in tegra l curve  o f  H 23) su ch  th a t  H 23)(p(0)) =
0, C (p (0 )) =  0, p 1(0) +  p 2(0) =  0 a n d  p 1(0) <  0.
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( i) T here ex is t t0 G R \  {0} a n d  c G {—1,1} such  th a t p(t) =  p?(t + 10) fo r  every  t G (—e, e), 
w here p _ (■) =  p|(_m,0)('), p+(0 =  p|(0,m)(•) and

( , , 1
T̂1(t) =  — ̂ 2

f 1
< p2(t) =  — ̂ 2

_ . , 2
p3(t) =  — 7 .t

(ii) t ^  p±(t + 10) is the un ique m a x im a l in tegra l curve s ta r tin g  a t p±(t0).

P roof. (i) Let c =  — sgn(p3(0)) G {—1,1}. (If p3(0) =  0, then p 1(0) +  p2(0) =  h0 =  0, a 
contradiction.) We have

limp+ 2(t) =  —to, lim p + 2(t) =  0 and lim p _ 2(t) =  —to, lim p _ 2(t) =  0.
t—0 ’ t—m ’ t—0 ’ t—_m ’

Since p _ , 2(-) and p+, 2(-) are continuous, there exists

t0 J  (-TO' 0) if c =  -1
I  (0, to) if c =  +1

such that p?,2(t0) =  p2(0). We then have p?, 1(t0)2 =  p?,2(t0)2 =  p2(0)2 =  p 1(0)2. Since 
^?,1(t0) ,p 1(0) < 0, it follows tha t p ^ f o )  =  p 1(0). Finally, p?,3(t0)2 =  — 2(p?,1(t0) +  p?,2(t0)) =  
—2(p1(0) +  p2(0)) =  p3(0)2. As sgn(p?,3(t0)) =  — c =  sgn(p3(0)), we have p?,3(t0) =  p3(0). 
That is, p?(t0) =  p(0). Therefore, as t ^  p?(t +  t0) and t ^  p(t) are both integral curves of

(3)
H 2 passing through the same point at t =  0, they both solve the same Cauchy problem, and 
hence are identical.

(ii) We show tha t the domain of p(-) is no larger than that of t ^  p±(t +  t0). Suppose 
p(0) =  p_ (t0). Let s G (—e,e). By (i), p(s) =  p_(s +  t0), and so s +  t0 G (—to, 0). 
Consequently, s G (—to, —10), i.e ., (—e,e) C (—to, —10). Therefore the domain of p(-) is 
contained in tha t of t ^  p>_ (t +  t0). Uniqueness now follows from the maximality of t ^  
p_ (t + 10).

Suppose p(0) =  p+ (t0). Similar to before, if s G (—e, e), then s +  t0 G (0, to), i.e ., 
s G (—10, to). Thus (—e, e) C (—10, to), and so the domain of p(-) is no larger than tha t of 
t ^  p+(t +  t0). The uniqueness of t ^  p>+(t +  t0) follows from its maximality. ■

4.6 .2 .2 .3  C ase II-c : h0 < 0. Limiting c0 ^  0 in the integral curve of proposition 4.6.18, 
we get the following curve: (

f p>1 (t) =  —Q2 sec2(Qt)

< p>2 (t) =  —Q2 sec2(Qt) 
l  p>3(t) =  2Qtan(Qt).

(Here Q =  .) We verify tha t p(t) =  H 23)(p(t)). Indeed,

p?1(t) =  —2Q3 sec2(Qt) tan(Qt) =  p2(t)p3(t) 

p>2(t) =  —2Q3 sec2(Qt) tan(Qt) =  pi1(t)pi3(t) 

p3(t) =  2Q2 sec2(Qt) =  —(p1(t) +  p?2(t)).
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(3)Thus p(-) is an integral curve of H 2 ). Furthermore, p(-) is clearly defined over R.
^ (3)We now make an explicit statement regarding all integral curves of H 2 for this case.

4.6.23 P roposition. Letp(-) : (—e,e) ^  se(1 ,1)* be an integral curve of H23) such that H23)(p(0)) =  
h0 < 0 and C(p(0)) =  0.

( i) There exists t0 G (—2 J , ^ ) such that p(t) =  p>(t +  t0) for every t G (—e, e), where
p(-) : (— ^  se(1 ,1)* is defined by

f p»1(t) =  —Q2 sec2 (Qt)

< p>2 (t) =  —Q2 sec2 (Qt) 
l  p3(t) =  2Q tan(Qt).

Here Q =  ^ —J .

(ii) t ^  p>(t +  t0) is the unique maximal integral curve starting at p(t0).

P r o o f . (i) We have sgn(p3|(_n/(2Q),0)(t)) =  —1 and sgn(p3|(0,n/(2Q))(t)) =  1. Furthermore, 
limt—_n/(2Q) p3(t) =  —to and limt—n/(2Q) p>3(t) =  to. Therefore, since p3(-) is continuous, 
there exists t0 G (—̂ , 2ri) such that p3(t0) =  p3(0). Then

^1(t0) +  p2(H) =  h0 — 2 p3 (t0)2 =  h0 — 2 p3(0)2 =  p1(0) +  p2(0),

and from p»1(t0)2 — p2(t0)2 =  0 =  p 1(0)2 — p2(0)2, we get

1 1 p1(t0) p!(0)'
1 —1 p2(t0) p2 (0)

Since 1 1
1 1 is invertible, it follows tha t p(t0) p(0). Therefore, as t ^  p(t +  t0) and

(3)t ^  p(t ) are both integral curves of H 2 ) passing through the same point at t =  0, they both 
solve the same Cauchy problem, and hence are identical.

(ii) We show tha t the domain of p (-) is no larger than that of t ^  p (t + 10). Let s G (—e, e). 
By (i), p (s) =  p (s + 10), and so s + 10 G (—2 J , ). Consequently, s G (—2J —10, ^  + 10), i.e.,
(—e, e) C (—2J —10, 2J + 10). Therefore the domain of p (-) is contained in that of t ^  p>(t + 10). 
Uniqueness now follows from the maximality of t ^  p(t +  t0). ■



Chapter 5

Optimal Control on SE( 1, 1)

In this chapter we investigate invariant Riemannian and sub-Riemannian structures on the 
semi-Euclidean group. As the first step, we introduce a natural equivalence relation between 
such structures, viz. equivalence up to isometric group automorphisms. The left-invariant 
Riemannian and sub-Riemannian structures on SE(1,1) are then classified. This classification 
is related to some extent with the classification of control systems (in fact, the classification 
of subspaces) in chapter 2, and we shall draw upon some of those results. Up to equivalence, 
we identify a single-parameter family of sub-Riemannian structures on SE(1,1). On the 
other hand, a two-parameter family of Riemannian structures is obtained. By scaling, these 
may be reduced to a single representative and a single-parameter family of representatives, 
respectively.

Following the classification we determine the minimising geodesics for each Riemannian 
and sub-Riemannian equivalence class representative. These are expressed in terms of Jacobi 
elliptic functions, and typically involve several parameters. We outline the approach followed 
during the integration. Geodesics are (local) length minimisers, and so the problem of finding 
the geodesics is written as an optimal control problem on SE(1,1). Next we identify a family 
of Hamiltonian functions on the cotangent bundle T*SE(1,1). By Pontryagin’s Maximum 
Principle (see section A.3.4), this family of Hamiltonians reduces to a single homogeneous 
Hamiltonian H  evolving on the minus Lie-Poisson space se(1 ,1)*, i.e . a (homogeneous) 
Hamilton-Poisson system (se(1,1)_, H ). Such systems have been classified in chapter 3 (up to 
affine equivalence), and the integral curves were calculated in chapter 4. We use the results of 
chapter 4 to determine the extremal controls for the optimal control problem. (The extremal 
controls are linearly related to the integral curves of H .) The final step is to integrate the 
equations for the optimal trajectories on the group. This work is divided into several different 
cases, depending on initial conditions. The resultant curves are the geodesics on SE(1,1).

5 .1  P r e l i m i n a r i e s

We briefly recall some concepts from Riemannian and sub-Riemannian geometry, as detailed 
in section A.4. A su b -R iem an n ian  s tru c tu re  on a (real, finite-dimensional) connected 
matrix Lie group G is a pair (D, g), where D is a distribution on G and g is a sub-Riemannian 
metric on D. If D =  TG, then we speak of a R ie m an n ian  s tru c tu re  g. We shall restrict 
to structures tha t are le ft- in v a rian t ( i.e ., D g =  g D i and g g (gX ,gY ) =  g i(X , Y) for every 
X, Y G D 1 and g G G) and b ra c k e t-g e n e ra tin g  (i.e ., Lie(D1) =  g). H o rizo n ta l curves
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are absolutely continuous curves g(-) : [0,T] ^  G such that g(t) G Dg(t) for a.e. t G [0,T].
By theorem A.4.1 (the Chow-Rashevskii theorem), there exists a horizontal curve joining any 
two points so long as D is bracket-generating. A (minimising) geodesic  is a horizontal curve 
g(-) : [0,T ] ^  G such tha t ^(g(-)) =  d(g(0),g(T)). Geodesics are solutions to the following 
problem:

g(t) G ^^g(t), g (') :[0 ,T ]  ^  G
g(0) =  g0, g(T) =  g1, g0, g1 G G, T  > 0 fixed

% (•))  =  J  ^gg(t)(g(t),g(t)) dt ^  min.

Theorem A.4.2 guarantees the existence of geodesics between any two points sufficiently close 
to each other. The above problem may be rewritten as the optimal control problem

g =  g(u 1̂ 1 +  . . .  +  u f E f) ,  g ( )  : [0, T  ] ^  G, u(-) : [0,T ] ^  R^ 
g(0) =  g0, g(T) =  g1, g0, g1 G G, T  > 0 fixed 

(  TJ  (u(-)) =  /  u 1(t)2 +  . . .  +  u^(t)2 dt ^  min.
0

(The n o rm a l geodesics are projections of normal extremals, whereas ab n o rm a l geodesics 
are projections of abnormal extremals.) We shall determine the geodesics for every sub- 
Riemannian (and Riemannian) structure on SE(1,1). To tha t end, we introduce an equiva­
lence relation between sub-Riemannian structures. Let (D, g) and (D', g') be two left-invariant 
sub-Riemannian structures on a Lie group G. We say tha t (D, g) is L -isom etric  to (D', g') 
if there exists a Lie group automorphism 0 : G ^  G such that

Tg 0 -Dg =  D^(g) and gg (X ,Y ) =  g£(g)(Tg 0 ■ X,Tg 0 ■ Y) (5.1.1)

for every X, Y G Dg and g G G. (Notice that, in the Riemannian case, the first condition 
is trivially satisfied, since D =  D ' =  TG.) An automorphism 0 : G ^  G tha t satisfies the 
conditions of (5.1.1) is called an L -isom etry .

5.1.1 P ropo sitio n . E qu iva lence  u n d e r  L - is o m e tr ie s  is an  equivalence rela tion .

P r o o f . Let (D, g), (D', g') and (D'', g'') be left-invariant sub-Riemannian structures on a 
matrix Lie group G. We have Tg id -Dg =  Dg =  Did(g) and gg(X, Y) =  gid(g)(Tg id -X, Tg id Y) 
for every g G G. Hence (D, g) is L-isometric to itself, and so equivalence under L-isometries 
has the reflexive property.

Next, suppose (D, g) is L-isometric to (D', g'). Then there exists a Lie group automor­
phism 0 : G ^  G such tha t Tg0 ■ Dg =  D^(g) and gg (X, Y) =  g^(g) (Tg0 ■ X, Tg0 ■ Y) for every 
X, Y G Dg and g G G. Consequently, (Tg 0 )_ 1 ■ D^ (g) =  Dg and gg ((Tg 0 )_ 1 ■ U, (Tg 0 )_ 1 ■ 
V) =  g^(g)(U ,V ) for every U, V G D^(g) and g G G. Since (Tg0)_1 =  T ^ 0 _ 1, we have

T^(g)0 _ 1 'D (g ) =  D^-!(^(g)) and 4 (g)(X, Y) =  g^-i(^(g))(T^(g)0 _ 1 • X ,T ^(g)0 _ 1 ' Y) for every 
U, V G D^(g) and 0(g) G G. That is, (D ', g') is L-equivalent to (D, g), and so equivalence 
under L-isometries has the symmetry property.

Finally, suppose tha t (D, g) is L-isometric to (D', g') and (D', g') is L-isometric to (D'', g''). 
Then there exist 0 1,0 2 G Aut(G) such that

Tg0 1 ' Dg =  D^i(g) and Tg0 1 • gg( X ,Y ) =  g^(g)(Tg0 1 ' X ,T g0 1 ' Y)
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for every g G G, X, Y G Dg, and

Tg02 ■ Dg =  D"2(g) and Tg02 ■ gg(X', Y') =  g^(g)(Tg02 ■ X ', Tg02 ■ Y')

for every g G G, X ', Y' G Dg. Let 0 =  02 o 0 1. Then 0 is an automorphism such that, for 
every g G G,

Tg0 ' Dg =  T^i(g)02 • Tg0 1 • Dg =  T^i(g)02 • D i(g) =  D^ i ( g ) )  =  D"(g). 

Furthermore, for every g G G and X, Y G Dg,

Tg 0 ■ gg (X, Y ) =  T^i(g)02 ■ Tg 01 ■ gg (X, Y)

=  T<̂ i(g)02 ' 4 i(g)(Tg0 1 ' X , Tg0 1 ' Y)

=  S^OMg))(T^i(g)02 ' Tg0 1 ' X , T^i(g)02 ■ Tg0 1 ■ Y)
=  g£(g)(Tg0 ■ X, Tg0 ■ Y).

Thus (D, g) is L-isometric to (D'', g ''), and so equivalence under L-isometries is transitive. ■

The next result shows tha t equivalence under L-isometries is natural, in tha t it preserves 
salient properties of the sub-Riemannian structure. Let d(-, ■) and .£(•) denote the Carnot- 
Caratheodory metric and length functional, respectively, of (D, g) (as defined in section A.4). 
Similarly, let d '( ,  ■) and .£'(•) denote the Carnot-Caratheodory metric and length functional 
of (D', g').

5.1.2 P ropo sitio n . Suppose  (D, g) a n d  (D', g') are L - is o m e tr ic  w ith  respect to  a n  a u to m o rp h ism  
0 : G ^  G.

( i ) D is b racket-genera ting  if a n d  only if D ' is b racket-genera ting .

(ii) T he h o r izo n ta l curves o f  (D, g) a n d  (D', g') are in  a o n e-to -o n e  correspondence.

( i i i ) T he C a rn o t-C a ra th eo d o ry  d is tance  and  the length  o f  curves is preserved . T h a t is, we 
have  d ( , ■) =  d '(0 () , 0(-)) a n d  ^(g(-)) =  ^'(0(g(-))) fo r  every h o r izo n ta l curve  g(-) : 
[0, T ] ^  G.

( i v ) T he geodesics o f  (D, g) a n d  (D', g') are in  a o n e-to -o n e  correspondence.

P r o o f .

( i) We have tha t D and D ' are bracket-generating if and only if the subspaces D 1 and 
D ' have full rank, i.e ., Lie(D1) =  Lie(D') =  g. Furthermore, as 0 is a Lie group 
automorphism, T10 is a Lie algebra automorphism (see theorem A.1.6). Since T10-D 1 =  
D ' and automorphisms preserve full rank subspaces (proposition 2.1.7), it follows that 
D is bracket-generating if and only if D' is bracket-generating.

(ii) Let g(-) : [0,T] ^  G be a horizontal curve of (D, g). Then g(t) G Dg(t) for a.e. t G [0,T].
Accordingly, for a.e. t G [0,T], we have

d
d t0(g(t)) =  Tg(t)0 ' g(t) G Tg(t)0 ' Dg(t) =  D^(g(t)).
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That is, (0 o g )() is a horizontal curve of (D', g'). Since (D, g) and (D', g') are arbitrary, 
we have that g(-) is a horizontal curve of (D, g) if and only if (0 o g )()  is a horizontal 
curve of (D', g'). That is, the horizontal curves of (D, g) and (D', g') are in a one-to-one 
correspondence.

(iii) Let g(-) : [0,T] ^  G be a horizontal curve. Then

/ ( ( 0  o g)(-) ) ^  \/g ^ (g (t)^d dt 0(g (t)), ddt 0(g (t)O ' dt

=  ^  / g^(g(t)) (Tg(t)0 ■ ?̂(t),Tg(t)0 ■ g(t))' dt

=  J  //gg(t)(g(t),g(t))' dt =  ^(g (-)) .

Thus the length functional is preserved by 0. Next, let a, b G G be arbitrary. Since D 
is bracket-generating (by assumption), the Chow-Rashevskii theorem (theorem A.4.1) 
ensures the existence of a horizontal curve g(-) : [0,T] ^  G such tha t g(0) =  a and 
g(T) =  b. By item (ii), 0 o g is a horizontal curve such tha t 0(g(0)) =  0(a) and 
0(g(T)) =  0(b). Accordingly,

d'(0(a), 0(b))
=  d' ((0 o g)(0), (0 o g)(T))
=  inf (0(h(-)) : h : [0, S] ^  G is horizontal, h(0) =  (0 o g)(0), h(S) =  (0 o g)(T )} 
=  inf (0 ((0  o f  )(■)) : f  : [0, S] ^  G is horizontal, f  (0) =  g(0), f  (S) =  g(T)}
=  inf W (■)) : f  : [0,S] ^  G is horizontal, f  (0) =  g(0), f  (S) =  g(T)}
=  d(g(0), g(T)) =  d(a, b).

That is, the Carnot-Caratheodory distance is preserved by 0.

(iv) Let g(-) : [0,T] ^  G be a geodesic of (D ,g), i.e ., d(g(0),g(T)) =  ^(g(-)). Then, using 
item (i i i ),

d '((0 o g)(0), (0 o g)(T )) =  d(g(0), g(T)) =  ^(g(.)) =  / ( ( 0  o g)(.)).

Thus ( 0 o g)(-) is a geodesic of (D', g'). Since (D, g) and (D', g') are arbitrary, we have 
tha t g(-) is a geodesic of (D, g) if and only if ( 0 o g)(-) is a geodesic of (D', g'). That is, 
the geodesics of (D, g) and (D', g') are in a one-to-one correspondence. ■

Next, we show that for (left-invariant) sub-Riemannian structures on simply connected Lie 
groups, equivalence under L-isometries may be characterised at the level of the Lie algebra.

5.1.3 T heorem . L e t (D, g) and  (D', g') be su b -R ie m a n n ia n  s tru c tu re s  on  a s im p ly  connected  L ie  
group  G. (D, g) is L - iso m e tr ic  to  (D ', g') i f  a n d  on ly  i f  there ex is ts  a L ie  algebra a u to m o rp h ism  
0  : g ^  g such  th a t 0  ■ D1 =  D ' and  g1(X, Y) =  g'x (0  ■ X, 0  ■ Y ) fo r  every  X, Y G D 1.

P r o o f . Suppose tha t (D, g) and (D', g') are L-isometric with respect to an automorphism
0 : G ^  G, VC, . , Tg0 ■ Dg =  D (g) and gg(X, Y) =  g^(g) (Tg0 ' X, Tg0 ' Y) for every ^  Y G Dg
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and g G G. By theorem A.1.6 we have tha t T10 : g ^  g is a Lie algebra automorphism. Hence, 
there exists a Lie algebra automorphism 0  =  T10 such tha t 0  ■ D1 =  D ' and g1(X, Y ) =  
g1(0 ■ X, 0  ■ Y) for every X, Y G D1.

Conversely, since G is a simply connected Lie group, there exists a Lie group automorphism 
0 : G ^  G such tha t T10 =  0  (theorem A.1.6). We have 0 =  L^(g) o 0 o Lg- i for every g G G. 
Accordingly,

Tg0 ' Dg =  Tg (L (̂g) o 0 o Lg-1) ' Dg
=  T1L (̂g) ■ T10 ■ TgLg- 1 ■ Dg 
=  T1L<̂(g) ■ 0  ■ D1 

=  T1 L (̂g) ■ D1 =  D^(g).

Furthermore, for every X, Y G Dg and g G G, we have

gg (X, Y) =  g1(Tg Lg-1 ■ X, Tg Lg-1 ■ Y)
=  g1(0  ■ Tg Lg-1 ■ X, 0  ■ Tg Lg-1 ■ Y )
=  g1(T10 ■ Tg Lg-1 ■ X, T10 ■ Tg Lg-1 ■ Y)

=  g^(g)(T1L (̂g) ■ T10 ■ TgLg-1 ■ X ,T 1 L (̂g) ' T10 ' TgLg-1 ' Y)

=  g^(g) (Tg (L (̂g) o 0 o Lg-1) ' X, Tg (L (̂g) o 0 o Lg-1) ' Y)
=  g^(g)(Tg 0 ■ X, Tg 0 ■ Y).

Therefore (D, g) and (D' , g ' ) are L-isometric. ■

The isometric group automorphisms, i .e . , L-isometries, preserve both the Lie group struc­
ture and the sub-Riemannian structure. It turns out tha t a dilation of the metric, while not 
preserving the sub-Riemannian structure, does not affect it in an appreciable fashion. This 
allows us to consider scaled sub-Riemannian structures as essentially the same. Let d ( , ■) and 
^(•) denote the Carnot-Caratheodory metric and length functional, respectively, of (D, g). 
Similarly, let d '( ,  ■) and ^'(-) denote the Carnot-Caratheodory metric and length functional 
of the dilated structure (D, r 2g), where r  > 0.

5.1.4 P ropo sitio n . T he fo llo w in g  s ta te m e n ts  ho ld  tru e  regarding  (D, g) a n d  (D, r 2g), r  > 0:

( i) T he h o r izo n ta l curves o f  (D, g) a n d  (D, r 2g) are in  a o n e-to -o n e  correspondence.

( i i ) d '( ,  ■) =  rd ( ,  ■) a n d  ^'(-) =  r£(-).

(i i i ) T he geodesics o f  (D, g) a n d  (D, r 2g) are in  a o n e-to -o n e  correspondence.

P r o o f .

( i) Distributions are invariant under dilations. Furthermore, the class of horizontal curves 
depends only on the distribution and not on the sub-Riemannian metric. It follows that 
the horizontal curves of (D, g) are exactly those of (D, r 2g), and vice versa.

( i i ) Let g(-) : [0,T] ^  G be a horizontal curve. We have

^ '(g (')) =  J  / / r2gg(t)(g(t),g(t))' dt =  ^ (gO )^
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i.e ., E(-) =  r£(-). Similarly, for every a ,b  £  G, we have

d '(a , b) =  inf { /(g(-)) : g : [0, T ] ^  G is horizontal, g(0) =  a, g(T) =  b} 
=  inf {r£ (g (-)) : g : [0,T] ^  G is horizontal, g(0) =  a, g ( T ) =  b} 
=  rd (a , b).

Thus d/(-, •) =  rd(-, •).

( i i i ) Let g(-) : [0,T] ^  G be a geodesic of (D, g). Then d ( g ( 0 ) ,g ( T )) =  £(g(-)). Using item 
( i i ), we have

d/(g (0),g (T)) =  rd(g (0),g (T)) =  r^(g(-)) =  £ \ g ( -) ) .

That is, g(-) is a geodesic of (D, r 2g). Conversely, if g(-) is a geodesic of (D, r 2g), then it 
is a geodesic of the scaled structure (D, 4j (r2g)) =  (D, g). Thus the geodesics of (D, g) 
and (D, r 2g) are in a one-to-one correspondence. ■

5 .2  T h e  R i e m a n n i a n  P r o b l e m

We begin by classifying the left-invariant Riemannian structures on SE(1,1). We show that, 
up to L-isometries, there is a two-parameter family of class representatives. This may be 
further reduced to a single-parameter family by employing a suitable dilation. The results 
of this classification (before scaling) coincide with those obtained by the authors of [25]. 
(However, note that SE(1,1) is denoted Sol in [25], and a different basis is employed for 
se(1 ,1), viz. (E i — E 2,E i +  E 2, —E 3).) Following the classification, we shall calculate the 
Riemannian geodesics for each normalised Riemannian structure on SE(1, 1).

We briefly recall the automorphism group of se(1 ,1). Let £ Aut(se(1,1)). Then is of 
the form

x y v

^  = cy cx w
0 0 c

c £ {—1,1}, x2 =  y 2.

(See proposition 1.1.17.) If we refer to an unspecified automorphism, we shall assume it is of 
this form.

5.2.1 T heorem . E v e ry  le ft- in v a r ia n t R ie m a n n ia n  s tru c tu re  o n  SE(1,1) is L - iso m e tr ic  to  exactly  
one o f  the s tru c tu re s  g  g x , w here  gA is specified  in  the basis (E i)3=i by

gi(X , Y ) =  X T
1 0 0
0 A 0
0 0 1

X , Y  £  se(1 ,1).

H ere g  >  0 a n d  0 < A < 1 p a ra m etr ise  a fa m ily  o f  class represen ta tives , each d iffe ren t value  
corresponding to  a d is tin c t (n o n -e q u iv a len t) represen ta tive .

P r o o f . Let g be a left-invariant Riemannian structure on SE(1,1), given in coordinates by

gi
ai bi b2
bi a2 b3
b2 b3 a3

(ai, a2, a3 > 0).
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(For brevity, we identify g i with its associated matrix, in terms of the basis (Ej)?=1 
the automorphism

■01

1 0
0 1
0 0

&1&3—0,2̂2 
a1a2-b'f

bib2—aib3
ai02-bi 

1

) Define

(Since g1 is positive definite, the 2 x 2 principal minor a 1a2 — bf is strictly positive.) We have

0 T g10 1 =
a 1 b1 0
b1 a2 0
0 0 a'3

for some a f3 >  0. Suppose bf =  0, and let

02 =
1

01+02 + ̂ (0^020— 61 
2bi 
0

01+02 ̂ / ( a i+ a 2)2—4bi
2bi
1
0

Since 0^ g10 1 is positive definite, it follows that a 1 +  a 2 >  2bf , whence (a f +  a2)2 — 4b2 > 0. 
Consequently, 0 2 is an automorphism such that (0 10 2)Tg1(0 10 2) =  diag(a'1, a'2, a'3) for some 
a /1,a /2 > 0. (If b1 =  0, then 0 2 =  diag(1 ,1,1) suffices, with a1 =  a 1 and a!2 =  a2.) Then the

automorphism 03 =  diag ^ , 1^ yields (010203)Tg i(010203) =  a3 diag(1,a/0 1),

where a'2 >  0. For brevity, let g'x =  (0 10 20 3)Tg1(0 10 20 3). If a'2 >  1, then

0

0 4

0 1 0
1 < © to

;

0 0© to
;

0 0 1

is an automorphism such tha t 0 Tg '0 4 =  a'3 diag(1, a* l- , 1). Thus either g' =  g gA where g =  a'3 

and A =  a'2 < 1 or 0 Tg104 =  g gA where g =  a'3 and A =  0^ < 1. Therefore, by theorem
5.1.3, g is L-isometric to the structure g g A, where g > 0 and 0 < A < 1.

We show tha t g gA is L-isometric to g 'g A only if g =  g ' and A =  A'. Suppose there exists 
an automorphism 0  such tha t 0 TgA0 =  ^gA7. In matrix form,

x2 +  Ay2 xy(1 +  A) vx +  <jAwy g ' 1 0 0
xy(1 +  A) y2 +  x2A vy +  <jAwx _ g 0 A' 0
vx +  <jAwy vy<jA +  wx 1 +  v2 +  Aw2 g 0 0 1

../
As A > 0, we have xy =  0. Suppose x =  0; then v =  w =  0, as y =  0, and ^  =  1. Hence 
g =  g ' (since g, g ' > 0), and we are left with the equality diag(Ay2,y 2, 1) =  diag(1, A', 1). 
This implies tha t AA' =  1, and so A =  A' =  1. Suppose y =  0; then v =  w =  0, g =  g , and 
we have diag(x2, Ax2, 1) =  diag(1, A', 1). This implies tha t A =  A'. ■

Considering the classification of theorem 5.2.1, and the fact that dilations of Riemannian 
structures do not have an appreciable effect (proposition 5.1.4), we shall study the single­
parameter family of Riemannian structures gA on SE(1,1). In particular, we find explicit
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expressions for the Riemannian geodesics. The Riemannian problem for gg may be written 
as

Q(t) e  Tg(t)SE(1, 1), q(-) : [0, T ] ^  SE(1,1) 

q(0) =  1, q(T) =  qt, Qt  e  SE(1,1), T  > 0 fixed

% (•))  =  f  \ jg g ( t) (Q (t),Q (t)) ' ^  min.

(Due to left invariance, we restrict to Riemannian geodesics starting at the identity, since this 
can always be arranged.) In accordance with the discussion in section A.4, we may write the 
Riemannian problem as an optimal control problem:

' Q =  Q- ( ! ,« )  =  q(u iE i +  U2E 2 +  U3E 3), q(-) : [0,T] ^  SE(1,1), u(-) : [0,T] ^

(R)
q(0) =  1 , q(T) =  qt, Qt  e  SE(1,1), T  > 0 fixed

(  T
J (u(-)) =  /  u i( t)2 +  Au2(t)2 +  u3(t)2 dt ^  min.

JO
By theorem A.4.2, solutions to (R) are guaranteed to exist (at least, locally; i . e ,  for qt  in 
a sufficiently small neighbourhood of identity). The family (HU)ueR3 of control-dependent 
Hamiltonian functions is specified by

H  (p) =  u ip i +  U2P2 +  U3P3 +  v (u2 +  Au2 +  u3).

Consider the abnormal geodesics. 
implies

d u i
0

Set v 0. The maximality condition (A.3.8) of PMP

Pi =  0, i =  1,2,3.

Consequently, p(t) =  0 for all t, which contradicts the regularity condition (v, p(t)) ^  0 of the 
Maximum Principle. Hence, there are no abnormal extremals.

5.2.2 R em ark . The absence of abnormal geodesics for the structure gg is not unique to this struc­
ture. Indeed, there are no abnormal geodesics on Riemannian manifolds. (This fact is in­
dicative of the differences between Riemannian and sub-Riemannian geometry.) See, e.g., 
[37]. □

Consider the normal geodesics. Theorem A.3.8 implies tha t the (normal) extremal controls 
are given by

1 0 0' -1 1 0
0' T 1 0

0'

u(t) =  Q 1B Tp(t)T = 0 A 0 0 1 0 p (t)T = 0 1
g 0 p(t)T

0 0 1 0 0 1 0 0 1

That is, u 1(t) =  p 1(t), u2(t) =  gp2(t) and u3(t) =  p3(t). Here p(-) is an integral curve of the
Hamilton-Poisson system (se(1,1)U ,H (R)), where H (R) is the (reduced) Hamiltonian function

h  (R)(p) =  2 p b  q -1 b V  =  2 (p 2 +  g p 2 + p 3) .
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Let (g(t),p(t)) be an extremal trajectory of (R). We have

gg(t)(Q(t),Q(t)) =  1 U1(t)2 +  Au2(t)2 +  U3(t)2 =  1 H  (R)(p(t)) =  1.

Thus, we assume that H (R)(p(t)) =  2, and so the resultant geodesics will have unit speed. 
The geodesic equations take the form

{p =  H (R)(p) (vertical subsystem)
q = q 5 (1 , u) (horizontal subsystem).

The vertical subsystem is described by the (quadratic and homogeneous) Hamilton-Poisson 
system (se(1 ,1 )- ,H (r)). This system is A-equivalent to the system (se(1 ,1 )-,H 4), which we 
have already investigated. (See theorem 3.2.1 and section 4.2.2.) Indeed,

^ : p ^  p ^  ^  =  diag ( - J + T  , - J l+ T  , ^  (5.2.1)

is a linear isomorphism such that ^  ■ H4 =  H (R) o ^ . (If p(-) is an integral curve of H4, then 
^(p(-)) is an integral curve of H (R).) The following proposition determines the form of all 
integral curves of H (R).

5.2.3 P ropo sitio n . Let p(-) : (—e,e) ^  se(1 ,1)* be an integral curve of H (R). Suppose that 
H (R)(p(0)) =  2 and let c0 =  C(p?(0)) < 1.

(a) (i) I f  c0 =  1, then p(t) =  (±1,0,0).
(ii) I f  0 < c0 < 1, then there exist t0 e R and a e  {—1,1} such that p(t) =  p(t + 10) 

for every t e (—e, e), where

p1 (t) =  —a dn(Qt, k)

p?2(t) =  cn(Qt,k)

, p>3(t) =  kQ sn(Qt, k).

Here Q = and k =  ^ / .

(b) (i) I f  c0 =  0 and p1(0) =  0, then p(t) =  (0,0, ±1).
(ii) I f  c0 =  0 and p1(0) =  0, then there exist t0 e R and a, q e  {—1,1} such that 

p(t) =  p(t +  t0) for every t e (—e, e), where

p1 (t) =  —̂ / g+x sech t

< p?2 (t) =  a q ^ g+ r  sech t 

, p>3(t) =  q tanh t.

(c) I f  c0 < 0, then there exist t0 e R and a  e {—1,1} such that p(t) =  p(t +  t0) for every 
t e (—e, e), where

p1(t) =  alt J  A(a1- io)  cn(Qt, k)

' p2(t) =  —a J A(g - io)' dn(Qt,k)
, _p3(t) =  kQ sn(Qt, k).
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H ere  Q =  y/1  — c0' a n d  k g+c0 
g(1—co) .

P r o o f . We have tha t ^  ■ H4 =  H (R) o ^ , where ^  is given in equation (5.2.1). Let q(-) =  
^ - 1(p(')) and 9(0 =  ^-1 (p(-)) be the integral curves of H4 corresponding to p(-) and p(-), 
respectively. Let d0 =  C(q(0)) and h0 =  H4(q(0)) > 0. We have

d0 =  91 (0)2 — q2(0)2 =  g+1 (p1(0)2 — p2 (0)2) =  g+1 C0,

and so sgn(d0) =  sgn(c0). Since C0 =  p 1(t)2 — p2(t)2 < p 1(t)2 +  gp2(t)2 +  p3(t)2 =  1, 
we have c0 <  1. If c0 =  1, then p 1(t)2 — p2(t)2 =  1 =  p 1(t)2 +  gp2(t)2 +  p3(t)2, whence 
—p2(t)2 =  gp2(t)2 +  p3(t)2. This implies tha t p2(t) =  p3(t) =  0, and so p1(t) =  ±1. Hence 
p(t) =  (± 1, 0, 0).

Suppose 0 < c0 <  1. By proposition 4.2.7, there exists a  e  {—1,1} and t0 e  R such 
tha t q(t) =  p(t +  t0) for every t, where 9(0 is given in the statement of that proposition. 
Consequently, there exists a  e  {—1,1} and t0 e  R such tha t p(t) =  ^ (q(t)) =  ^ (p (t + 10)) =  
p(t + 10) for every t e  (—e, e), where p ( )  =  ^ ( 9(0) is given by

p 1(t) =  —a  dn ( V 2h01, k)

< p?2 (t) =  ak  y 2h0 y g +1 cn (v /2h 0't, k)

, p3(t) =  k ^  s^-v/2h0 t, k).
Here k =  J ^ 0 - 0 . We have 2 =  H (R)(p(0)) =  h0 — ^ g + i) , and so h) =  i2±gd0+_1 =  A+g°.
Substituting for h0 and d0 in the expression for p ( )  completes the result.

Suppose c0 =  0. If p 1(0) =  0, then p2(0) =  0 and p3(0) =  ±1. Since ^ - 1((0, 0, ±1)) =  
(0, 0, ± 1) is an equilibrium point of H4 (see proposition 4.2.5), the point (0, 0, ± 1) is an 
equilibrium point of H (R). Hence p(t) =  (0, 0, ±1) is constant. If p 1(0) =  0, then from 
proposition 4.2.8 there exists a, q e  {—1,1} and t0 e  R such tha t q(t) =  p(t +  t0) for every 
t. (The expression for p(-) may be found in the statement of proposition 4.2.8.) Thus, there 
exists a, q e  {—1,1} and t0 e  R such tha t p(t) =  ^ (q(t)) =  ^ (p (t +  t0)) =  p(t +  t0) for every 
t e  (—e, e), where

p 1(t) =  —a  V 2h0 y g +1 sech (V 2h01)

< p?2(t) =  aq y g +1 sech (V 2h01)

, p3(t) =  q tanh ( V2h0 t).

We have 2 =  H (R)(p>(0)) =  h0. Substituting this value into the above expression for p ()  
yields the result.

Suppose c0 < 0. By lemma 4.2.6 and proposition 4.2.7, there exist a  e  {—1,1} and t0 e  R 
such tha t q(t) =  p(t + 10) for every t, where

91 (t) =  ak ^ /2 h 0 — d0 cn ( a/ 2h0 — d0 t, k)

92(t) =  — ̂ /2h0— d0 dn ( a/ 2P,0 — d01, k) 

93 (t) =  k V 2h0 — d0 sn ( a/ 2P,0 — d0 t, k).
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Here k =  2/2- ^  . Therefore, there exist a  e  { — 1,1} and t0 e  R such tha t p(t) =  ^(q(t)) =
^ (p (t + 10)) =  p>(t +  t0), where p(-) is given by

p 1 (t) =  ak  V 2h0 — d ^ /g + ^ ' cn ( V 2h0 — d0 t, k)

' p2(t) =  —a  V 2h0 — d0' y g +1 dn ( V 2h0 — d0 t, k)

„ p?3 (t) =  k a/ 2h0 — d0 sn ( a/ 2h0 — d01, k).

From 2 =  H (R)(p>(0)) =  h0 — 2(1+ g) , we get h0 =  '+1++)1 =  g+c0 . Substituting for h0 and d0
in the expression for p(-) completes the result. ■

The horizontal subsystem is given in coordinates by

0 0 0
x ^)sinh 0 0 cosh 0

_y 0? cosh 0 0sinh 0

1 0 0
x cosh 0 sinh 0 
y sinh 0 cosh 0

1 0 0
x cosh 0 sinh 0 
y sinh 0 cosh 0

(U1E 1 +  U2E 2 +  U3E 3)

0 0 0
p1 0 p3

i  p 2 p3 0
0 0 0

p 1 cosh 0 +  ' p2 sinh 0 p3 sinh 0 p3 cosh 0 
p 1 sinh 0 +  ' p2 cosh 0 p3 cosh 0 p3 sinh 0

Equating components yields the following equations:

{x =  p 1 cosh 0 +  ' p2 sinh 0 
y =  p 1 sinh 0 +  ' p2 cosh 0

0 =  p3.

(5.2.2)

As q(0) =  1, we have the initial conditions x(0) =  y(0) =  0(0) =  0. For brevity, we shall 
make the identification

(x, y, 0) e  R3
1 0 0 
x cosh 0 sinh 0 
y sinh 0 cosh 0

(Hence, we refer to (5.2.2) as the horizontal subsystem.)
We shall now integrate (5.2.2). Let (Q(-),p(-)) be an extremal trajectory for the optimal 

control problem (R), where p(-) is given in proposition 5.2.3. We write the geodesic q(-) 
as the triple q(-) =  (x(-),y(-),0(-)). From the geodesic equations, we have x(0) =  p>1 (0), 
Ay(0) =  p2(0) and 0(0) =  j53 (0). Consequently, we shall have a total of five different qualitative 
cases, corresponding to those of proposition 5.2.3. Table 5.1 enumerates the cases and their 
designations.

For the purposes of integration, we make the change of variables v =  x +  y and w  =  x — y. 
The horizontal subsystem becomes

{v  =  (p1 +  '  p2 )ee 

w =  (p1 — '  p2 )e-0 

0 =  ^3.
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Conditions Designation

;r(0)2 — A2|/(0)2 > 0
x(0)2 — A2 y(0)2 =  1 Case I  -a
x(0)2 — A2y(0)2 < 1 Case I-b

x(0)2 — A2|/(0)2 =  0
^(0) =  0 Case U -a
x(0) =  0 Case I I -b

x(0)2 — A2y(0)2 < 0 Case I I I

Table 5.1: Qualitative breakdown of cases for the optimal control problem (R)

C ase  I : x(0)2 — A2y(0)2 >  0 

C ase I  -a: x(0)2 — A2y(0)2 =  1

We have c0 =  p ^ 0 )2 — p2(0)2 =  x(0)2 — A2y(0)2 =  1, and so by proposition 5.2.3 p ( )  is 
constant. Indeed, we have p(t) =  (a, 0,0), for some a  e  {—1,1}. The horizontal subsystem is 
thus

{x =  a  cosh 0 
y =  a  sinh 0

1 =  0.

These are immediately solved, to give the geodesic g(t) =  (at, 0,0). Evaluating g(0), we have 
a  =  sgn(x(0)).
C ase I-b: x(0)2 — A2y(0)2 < 1

We have 0 < c0 =  p>1 (0)2 — p2(0)2 =  x(0)2 — A2y(0)2 < 1. Hence, from proposition 5.2.3, case 
(a ), ( ii), the horizontal subsystem (in coordinates (v ,w ,0)) reads

v =  — ct̂ [ dn(Qt, k) — '  cn(Qt, k)] e^(t)

w =  —a y  '+ 1  [dn(Qt,k) +  '  cn(Qt,k)] e 0(t)

, 0 =  kQ sn(Q t,k).

(Here a  e  {—1,1}, Q =  \ J and k =  .) Separate variables in the last equation,
and use equation (A.6.15) to integrate the right-hand side. We get 0(t) =  kQ f  sn(Qt, k) dt =  
ln [dn(Qt, k) — k cn(Qt, k)] +  writh e  R. From 0(0) =  0, it follows tha t =  — ln(1 — k).
Thus 0(t) =  ln dn(Qt,fc)- k cn(Qt,fc)

T̂ k

=  —̂ g';+l1 [dn(Qt, k) — g cn(Qt, k)]

. The first equation of motion now becomes 

dn(Qt, k) — k cn(Qt, k)
1 k

a
1 — k 

a
' 1 -  k

A+co
g+1
a+cq
g+1

dn2(Qt, k) — k(1 +  A) dn(Qt, k) cn(Qt, k) +  cn2(Qt, k)

(1 +  A) dn2(Qt, k) — k(1 +  A) dn(Qt, k) cn(Qt, k) —(fc;)2
A

a  V (A +  c0)(A +  1)1
1 -  k A

dn2(Qt, k) — k dn(Qt, k) cn(Qt, k) — (fcQ2
A+1
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(We have used the square relation (A.6.6) in the penultimate step.) Integrating both sides, 
we have

v(t) =  — S —  + c°)<A +  1)'. f  ‘ dn2(Qt,k) dt
1 — k A J 0

+  _ ^  / (A +  c0)(A /*dn(Q t,k )cn(Q t,k ) dt
1 — k A 0

+  a(1 +  k) J  A +  c0't
A V A +  1

We can integrate the first expression using the integral formula (A.6.14): 

a  \ / (A +  c0)(A +  1) f  *
I dn2(Qt,k) dt = -----/ 'A 1 E(am (Qt, k), k).
0 1 — k v A1 — k A

Similarly, using the derivative formula (A.6.1), we have 

ak -\/(A +  C0)(A +  1)' ak
1 — k

Consequently,

A
I dn(Qt, k) cn(Qt, k) dt =  -— -  y  A+1 sn(Qt, k).

v(t) =  — A+1 E (am (Q t,k),k) +  / / ^ T  sn(Qt,k) +  a (1 + k) a/ A+C° 'tA+1
a A+1

1 — k V A 
The last equation of motion is

E(am (Qt, k), k) — k sn(Qt, k) — Qt

to =  — a

a

A+co
A+1

A+co
A+1

a

[dn(Qt, k) +  A cn(Qt, k)] 

[dn(Qt, k) +  A cn(Qt, k)]

1 — k d n (Q t,k )+  k cn(Qt, k)
dn(Qt, k) — k cn(Qt, k) dn(Qt, k) +  k cn(Qt, k) 
(1 — k) [dn(Qt, k) +  k cn(Qt, k)] 

dn2(Qt, k) — k2 cn2(Qt, k)

1 +  k

y A+ 0 [A2 dn2(Qt, k) +  k(A +  1) dn(Qt, k) cn(Qt, k) +  k2 cn2(Qt, k)] 

dn2(Qt, k) +  k dn(Qt, k) cn(Qt, k) —

A(1 +  k) 
a  \ / (A +  c0)(A +  !)

A A+1

(We have used the square relation (A.6.6) in the penultimate step.) Separating variables and 
integrate both sides. We get

a  a/ (a +  c0)(A +  1)1 r *to(t) =  —

+

1 +  k A 0
ak / (A +  c0)(A +  1) f  * 

1 + k A ./0
a(1 — k) / a+CQ

a
A+1 t

dn2(Qt, k) dt 

dn(Qt, k) cn(Qt, k) dt

ak
A+1 E (am (Q t,k),k) — y+ I v A+1 sn (Q t,k )+  A

a (1 — k) /A+CO
A+1

a
1 +  k V A

A+1 E(am(Qt, k), k) +  k sn(Qt, k) — A L Q t

t
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Lastly, using x(f) 1 1 ' - 1
v(f)'

.0(f). 1 —1 w (f)
following expression for g(-):

, we can find x(-) and y(-). Therefore we have the

x(f) =  —

0(f) =  —

0(f) =  ln

a A +  1
1 — k2 V A

ak /A +  l'
1 — k2 V A 

dn(Qf, k) — k cn(Qf, k)

E  (am(Qf, k), k) — k2 sn(Qf, k) — 1+A Qf 

E  (am(Qf, k), k) — sn(Qf, k) — Qf

We now make an explicit statement regarding all Riemannian geodesics for this case.

5.2.4 P ropo sitio n . L e t g(-) =  (x(-),y(-),0(-)) be a u n it-speed  geodesic on  (SE(1,1), gA) such  th a t  
g(0) =  1 a n d  0 < x(0)2 — A2y(0)2 <  1. T h en  g(f) =  g(p0)- 1g(f +  Po) fo r  every  f ,  where  
g(-) =  (x(O ,0(O,0(O) is given by

x(f)

< y(f)

0(f)

a
1 -  k2

A +  1' 
A

E(am(Qf, k), k) — k2 sn(Qf, k) 1-fc2
1+A Qf

ak
1 -  k2

A +  1' 
A

E(am(Qf, k), k)

ln
dn(Qf, k) — k cn(Qf, k)

sn(Qf, k) 1-fc2
1+A Qf

H ere  c0 =  x(0)2 — A2y(0)2, Q =  y  A+eo , k =  y  A(A+_ecoo) , a  =  — sgn(x(0)) and  p0 sa tis fie s  the  

equa tion  dn(Qp0,k) =  |x(0)| W^Ap!1.

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (R), for some integral curve p(-) of 
H (R), and corresponding to the optimal control u(-) =  (p1(-), Ap2(-),p3(-)). Let c0 =  C (p(0)). 
We have c0 =  x(0)2 — A2y(0)2, and so 0 < c0 < 1. By proposition 5.2.3 there exist a  e  {—1,1} 
and f0 e  R such tha t p(f) =  p(f +  f0) for every f, where p(-) is given under item (a ), (ii) in the
statement of tha t proposition. Let p0 =  f0 and u(-) =  (p>1(-), Ap?2(■),p>3(■)). Since (g(-),p(-)) is 
an extremal trajectory, we have

g(f) =  g(f) 2 (1, u(f)) =  g(f) 2 (1, u(f +  P0)).

Similarly, if g(f) =  g 1(p0)g(f +  P0), then 

g(f) =  g (P0)-1g(f +  P0)
=  g(P0)- 1g(f +  P0) 2(1, u(f +  P0)) =  g(f) 2(1, u(f +  P0)).

Furthermore, g(0) =  g(p0)- 1 g(p0) =  1 =  g(0). Since f ^  g(f) and f ^  g(f) =  g(p0)- 1g(f +  P0) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have the following horizontal 
subsystem for g(-):

{x(f) =  p>1 (f +  p0) cosh d +  Ap2(f +  p0) sinh d 

0(f) =  p 1(f +  P0) sinh 0 +  Ap02 (f +  P0) cosh 0

0(f) =  p3(f +  P0).
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(Here x(0) =  y(0) =  0(0) =  0.) Consequently, x(0) =  p»1(p0) =  — a ^ / +++ dn(Qp0,k). It 

follows that a  =  — sgn(x(0)) and dn(Qp0,k) =  — aX(0)^A+C^ =  |x?(0)^/jA+e1'. B

C a se  I I : x (0)2 — A2y(0)2 =  0 

C ase I I -a: x(0) =  0

We have c0 =  p)1(0)2 — p2(0)2 =  x(0)2 — A20(0)2 =  0 and pj1(0) =  x(0) =  0. By proposition
5.2.3, p(-) is constant, given by p(f) =  (0, 0, a) for some a  e  {—1,1}. The horizontal subsystem 
is thus

{X =  0 
0 =  0 

0 =  a.

These are immediately solved, to give the geodesic g(f) =  (0,0, af). Evaluating g(0), we have 
a  =  sgn(0(0)).

C ase II-b: x(0) =  0

For this case it proves easier to work with the original coordinates (x,y, 0), rather than 
(v,w ,0). Let c0 =  C(p(0)) =  0  (0)2 — p2(0)2. Then c0 =  x(0)2 — A20(0)2 =  0 and p>1 (0) =  
x(0) =  0. Hence, using the expression for p(-) in proposition 5.2.3, case (b), (ii), the horizontal 
subsystem takes the form

x =  —a y A ++1 sech f (cosh 0 — A sinh 0)

* 0 =  — a^/A +i sech f(sinh 0 — A cosh 0)

, 00 =  q tanh f.

(Here a, q e  {—1,1}.) The last equation can be immediately integrated, to get 0(f) =  
q j  ta n h fd f =  £ ln(coshf). (From 0(0) =  0, it follows tha t the constant of integration is 
zero.) Next, using the fact that cosh(-) is even and sinh(-) is odd, we have

x —a

— 21
__a_

2A

A+1 sech f [cosh(ln(cosh f)) — A 

A+1 sech f [(cosh f +  sech f) — A

A+1 [(1 +  A)sech2 f — (1 — A)]

sinh(ln(cosh t)) 

sinh t  tanh t

Integrating both sides, we get

x(t) —2 / + 1  /  * sech2 fd f +  + 1-A) ■ f2 v A J 0

—2 \/A+1  tanh f +  2(1r A+ ' f
2y/ A(1+A)'

A+1
A 1+A f — tanh f
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Lastly, we have

y =  — a q J  a+1 sech f [sinh(ln(cosh f)) — A cosh(ln(cosh f))]

=  — 2A y  A++T sech f [sinh f tanh f — A (cosh f +  sech f)]

=  fA v  a+1 [(1 +  A) sech2 f +  (1 — A)]

Integrating both sides yields

y(f) =  fr V A+^ / sech2 fd f +  f£i2A ^V  A+1 f

=  tanh f +  fi(2 x ^ V  A+1 f
=  f £ . A+1
=  2 V A 1:i:A- f +  tanh f

Therefore we have the following expression for g(-):

x(f) =  f V A+1 [T+Af — tanh f

< y (f) =  f  / +1  1- Af +  tanh f

0(f) =  q ln(cosh f).

We now make an explicit statement regarding all Riemannian geodesics for this case.

5.2.5 P ropo sitio n . L e t g(-) =  (x(-),y(-),0(-)) be a u n it-speed  geodesic on  (SE(1,1), gA) such  th a t  
g(0) =  1, x(0)2 — A2y(0)2 =  0 and x(0) =  0. Then g(f) =  g(p0) - 1g(f +  p0) fo r  every  f ,  where

0(0 =  (x(O ,y(O ,0(O) is given by

x(f) =  §V  A+1 [T+Af — tanh f 

y (f) =  f  / i ?  TTAf +  tanh f

0(f) =  q ln(cosh f).

Here a  =  — sgn(x(0)), q =  asgn(y(0)) a n d  p0 sa tis fie s  the equa tion  sechp0 =  |x (0 ) |^ /A+1 .

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (R), for some integral curve p(-) of 
H (R), and corresponding to the optimal control u(-) =  (p1(-), Ap2(-),p3(-)). Let c0 =  C(p(0)). 
We have c0 =  ;X(0)2 — A2|/(0)2 =  0. By proposition 5.2.3 there exist a, q e  {—1,1} and f0 e  R 
such tha t p(f) =  pj(f+ f0) for every f, where p(-) is given under item (b), (ii) in the statement of 
that proposition. Let p0 =  f0 and u(-) =  (j51(-), Aj52(-), j53(-)). Since (g(-),p(-)) is an extremal 
trajectory, we have

^(f) =  g(f) 2(1, u(f)) =  g(f) 2(1, u(f +  P0)).

Similarly, if g(f) =  g-1(p0)g(f +  P0), then 

<̂(f) =  g (P0)-1g(f +  P0)
=  g(P0)-1g(f +  P0) 2(1, u(f +  P0)) =  g(f) 2(1, u(f +  P0)).
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Furthermore, g(0) =  g(p0) 1 g(P0) =  1 =  g(0). Since f ^  g(f) and f ^  g(f) =  g(p0) 1g(f +  P0) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have the following horizontal 
subsystem for g(-):

{x(f) =  p?1 (f +  p0) cosh 0 +  Ap2(f +  p0) sinh 0 
y(f) =  P1(f +  P0) sinh 0 +  AP2(f +  P0) cosh 0

0(f) =  P3(f +  P0).
(Here x(0) =  y(0) =  0(0) =  0.) Consequently, x(0) =  j51(p0) =  — a^ /A + F  sech p0 and 

2/(0) =  Ap2(p0) =  \/A +1 sechp0. It follows tha t a  =  — sgn(x(0)), q =  asgn(y(0)) and

sech p0 =  — a:x(0̂  =  iXWl^/^A1 . ■
C a se  I I I : X(0)2 — A2y(0)2 <  0

Let c0 =  C(p(0)) =  p>1(0)2 — p2(0)2. We have c0 =  A(0)2 — A2/z(0)2 < 0. Accordingly, the 
horizontal subsystem in coordinates (v ,w ,0) takes the form

a \ J  A(A+C°) [k cn(Qf, k) — A dn(Qf, k)] e'6>(t)

to =  a y  A(A+C°) [k cn(Qf, k) +  A dn(Qf, k)] e 0(t)

, 0 =  kQsn(Qf,k).

(Here a  e  {—1,1}, Q =  t/ 1 — c0 and k =  y /aA - 0)  .) The last equation is separable, and
so we have 0(f) =  kQ  J  sn(Qf, k) df =  ln [dn(Qf, k) — k cn(Qf, k)] +  for some e  R. (We 
have used (A.6.15) to integrate the right-hand side.) The initial condition 0(0) =  0 yields
c^ =  — ln(1 — k). Consequently 0(f) =  ln 
equation of the horizontal subsystem, we

dn(Qt,k)-k cn(Qt,k)
1- k Substituting this into the first

ave

v =  a y  A(A+C0) [kcn(Qf, k) — A dn(Qf, k)]A+1 
a

dn(Qf, k) — k cn(Qf, k)

A(1 — k) 
a

A(A+C0) [dn2(Qf, k) — k(A +  1) dn(Qf, k) cn(Qf, k) +  Ak2 cn2(Qf, k)]

1 k
(A+1)(1-eo) 

A dn2(Qf, k) — k dn(Qf, k) cn(Qf, k) — A(+)1

(We have used square relation (A.6.6) in the last step.) Integrating both sides, we get
rt

v(f) =  —

+

a
1 — k 

ak

(A+1)(1-Co) 
A

(A+1)(1-eo) 
A

dn2 (Qf, k) df
0

1 — k

+  a(1 +  k)Q /  a+  'f .

Using the integral formula (A.6.14), we have 

a

dn(Qt, k) cn(Qt, k) dt

1 k
/  dn2(Qf, k) df =  — a  E(am(Qf, k), k).

./0 1 — k v

t

0
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Next, from the derivative formula (A.6.1), we get

y  dn(Qt, k) cn(Qt, k) dt =  sn(Qt, k).

Substituting these expressions into tha t for v(-), we get

ak
v(t) =  - Y ^ k V  + +  E (am (Q t,k),k) +  + +  sn(Qt,k) +  a (1 +  k)Q x/ + +  t

. a  . /A+T
1 -  k V  A E (am (Q t,k),k) — ksn(Q t,k) — Qt

Lastly, we have the equation

w =  a y  A(T+Co) [k cn(Qt, k) +  T dn(Qt, k)]
1 k dn(Qt, k) +  k cn(Qt, k) 

dn(Qt, k) — k cn(Qt, k) dn(Qt, k) +  k cn(Qt, k)

=  a  J e T + S  [kcn(Q t,k) + T dn(Q t,k)] (1 — k) ldn<Qi-k) +  k cn(Qt-k>]
dn2(Qt, k) — k2 cn2(Qt, k)

a
A(1 +  k) V A+T

A(T co) m „2[dn2(Qt, k) +  k(A +  1) dn(Qt, k) cn(Qt, k) +  Ak2 cn2(Qt, k)]

a  ■ / (A+l)(l-c0)
1 +  k V A dn2(Qt, k) +  k dn(Qt, k) cn(Qt, k) — Â + ^

Thus, using the integral formula (A.6.14) and the derivative formula (A.6.1), we get

rt
w(t) =  a  . / (A+1)(1-co)

1 +  k

+  ak , / (A+1)(1-c0)'
+  1 +  k

— a(1 — k)Q ^ /a+T t

dn2(Qt, k) dt

dn(Qt, k) cn(Qt, k) dt

ak
1+ k  V + +  E  (am (Q t k), k) +  V + +  sn(Q t k) — a(1 — k)Q V A + t

E (am (Q t,k),k) +  ksn(Q t,k) — A(+1 Qt .

x(t) 1 1 ■— T 'h ( t) '
,»(t). 1 —1 w(t)

a  A/A+T 
1 +  k V A

Finally, solving for x(-) and y(-) using the equation 

following expression for g(-):

x(t) =  —  ̂ a^ 2 ^  + + ' E(am(Qt, k), k) — sn(Qt, k) — A(T+T ) Qt

y(t) =  — Y ~ j2 \f+ + i  E(am(Qt, k), k) — k2 sn(Qt, k) — A(T+T ) Qt

we have the

d(t) =  ln
dn(Qt, k) — k cn(Qt, k)

We now make an explicit statement regarding all Riemannian geodesics for this case.

t

0
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5.2.6 P ropo sitio n . L e t g(-) =  (x(-),y(-),Q(-)) be a u n it-speed  geodesic on  (SE(1,1), gA) such  th a t  
g(0) =  1 a n d  x(0)2 — A2y(0)2 < 0. T h en  g(t) =  g(po)—Tg(t +  p0) fo r  every  t , w here g ( )  =  
(x(0, £(•),<?(•)) is given by

ak
x(t) =  — E(am(Qt, k), k) — sn(Qt, k) — A(T+T ) Qt

y(t) =  — p p p  v + +  E (am (Q t,k),k) — k2 sn(Qt,k) — A(i+k )Qt

dn(Qt k) — k cn(Qt k)
Q(t) =  ln 1 k

Here c0 =  x(0)2 — A2y(0)2, Q =  a/ 1 — co' , k =  w ++!—C?0) , a  =  — sgn(y(0)) a n d  p0 sa tis fie s  the

equa tion  dn(Qp0,k) =  |y/(0)L /A(T+1co)

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (R), for some integral curve p(-) of 
H (R), and corresponding to the optimal control u(-) =  (p T(■), Ap2(-),p3(-)). Let c0 =  C(p(0)). 
We have c0 =  x(0)2 — A2y(0)2 < 0. By proposition 5.2.3 there exist a  e  {—1,1} and t0 e  R 
such tha t p(t) =  p(t + 10) for every t, where p(-) is given under item (c) in the statement of 
that proposition. Let p0 =  t0 and u(-) =  (p> ;l(-), Ap?2(-),p?3(-)). Since (g(-),p(-)) is an extremal 
trajectory, we have

g(t) =  g(t) 2 (1, u(t)) =  g(t) 2 (1, u(t +  po)).

Similarly, if g(t) =  g T(po)g(t +  po), then 

<̂(t) =  g (Po)—1 g(t +  Po)
=  g(Po)+1 g(t +  Po) 2(1, u(t +  po)) =  g(t) 2(1, u (t +  po)).

Furthermore, g(0) =  g(po)+Tg(po) =  1 =  g(0). Since t ^  g(t) and t ^  g(t) =  g(po)+1 g(t +  po) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have the following horizontal 
subsystem for g(-):

{x(t) =  p T(t +  po) cosh d +  i p 2(t +  po) sinh Q 

2/(t) =  p?i (t +  po) sinh Q +  Tp2(t +  po) cosh Q

Q(t) =  p>3 (t +  po).

(Here x (0) =  y(0) =  Q(0) =  0.) Consequently, y(0) =  j52(po) =  —a \J  + i +C^ dn(Qpo,k). It 

follows that a  =  — sgn(|/(0)) and dn(QPo, k) =  — ay(0) J  A(1+C0)  =  |?y(0) 1 /  A(i+C0) . ■
5 .3  T h e  S u b - R i e m a n n i a n  P r o b l e m

In this section we classify the invariant sub-Riemannian structures on SE(1,1). We show that, 
up to L-isometries, there is one single-parameter left-invariant sub-Riemannian structure 
on SE(1,1). This family of representatives may be reduced to a single representative by 
scaling. The results of this classification (up to L-isometries and scaling) are identical to 
tha t obtained in [6]. However, the authors of [6] employ a weaker equivalence relation than 
tha t considered here. Indeed, the classification in [6] is up to isometric diffeomorphisms and 
scaling. We demonstrate that the class of isometries can be restricted to those tha t are also
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group automorphisms. (Note tha t the authors of [6] refer to SE(1,1) as the “special hyperbolic 
group,” and denote it SH(2).) Following the classification of sub-Riemannian structures, we 
shall calculate the geodesics on SE(1,1). A similar calculation, with essentially identical 
results, appears in the paper [21].

5.3.1 T heorem . E v e ry  le ft- in v a r ia n t su b -R ie m a n n ia n  s tru c tu re  on  SE(1,1) is L - is o m e tr ic  to  the  
s tru c tu re  (D, Ag), w here D a n d  g are specified  in  the basis (E l,E 3) by

D i =  (Ei, E 3), g i (X ,Y  ) =  X T 1 0
0 1 Y, X, Y e  D i.

H ere  A > 0 p a ra m etr ises  a fa m ily  o f  class rep resen ta tives , each d iffe ren t value corresponding  
to  a d is tin c t (n o n -e q u iv a len t) represen ta tive .

P r o o f . Let (D ',g ') be a left-invariant sub-Riemannian structure on SE(1,1). By proposi­
tion 2.2.2 every bracket-generating subspace of dimension 2 ( i.e ., every full-rank (2, 0)-affine 
subspace) of se(1 ,1) is L-equivalent to (E l , E 3). Consequently, there exists f  T e  Aut(se(1,1)) 
such tha t f L ■ Di =  D / . Every automorphism of se(1 ,1) is of the form

f  =
x y v
iy ^x w
0 0

x2 =  y2, e  {—1, 1}.

(See proposition 1.1.17.) Hence f  ■ (aE T +  bE3) =  (bv +  ax )E T +  (bw +  <jay)E2 +  (<jb)E3.
Accordingly, f  preserves the subspace D i if and only if y =  w =  0. Write elements aE T +bE3 e

D1 as column vectors In the basis (E l,E 3), the (restricted) Lie algebra automorphisms

f  : D i ^  D i take the form f  = x v 
0 ?

We have tha t g//(X , Y) =  g / ( f T ■ X, f T ■ Y ) is a (positive definite) inner preduct on Di .
a T bIdentify g// with its associated matrix, in terms of the basis (E l,E 3). Let g/' =  

g i is positive definite, we have a T, a2 > 0 and a Ta2 — b2 > 0. Hence
b a2

. As

f 2
y/aia2—b2' 

a
0

b
ai
1

is an automorphism such that f T"g/1/f 2 =  diag(A, A, A), where A =  ai02+b2 > 0. Therefore, 
we have f 2f T ■ D i =  D / and g/i ( f 2f 1 ■ X, f 2f T ■ Y) =  A g i (X, Y) for every X, Y e  D i . 
Consequently, by theorem 5.1.3, (D/, g/) is L-isometric to (D, Ag). ■

By proposition 5.1.4, the factor of A in the sub-Riemannian structure (D, A g) does not 
have a considerable effect, and may be normalised. Hence we consider the sub-Riemannian 
problem for the structure (D, g). That is, we are considering the problem

g(t) g(-) : [ 0 , T] ^  SE(1,1)
g(0) =  1 , g(T) =  gT, gT e  SE(1,1), T  > 0 fixed

% (•))  =  J  dt ^  min.
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(In view of the left-invariance of the problem, we restrict to geodesics starting at the identity.) 
From section A.4, this problem may be interpreted as the optimal control problem

' 9 =  9 2(1, u) =  g (u iE i +  U2E 3), g(-) : [0, T ] ^  SE(1, 1), u(-) : [0, T ] ^  R*
(SR) , 9(0) =  1, 9(T) =  9t , 9t  e  SE(1,1), T >  0 fixed

J ( « ( • ) ) = /  u 1(t)2 +  u2(t)2 dt ^  min. 
do

Theorem A.4.2 guarantees solutions to (SR) (at least, locally; i.e ., for in a sufficiently 
small neighbourhood of identity). The family (HU)ueR2 of control-dependent Hamiltonian 
functions is specified by

HU (p) =  u ip i +  U2P3 +  v (u1 +  u2).

We first consider the abnormal geodesics. Setting v 
tion of PMP yields

dH  0
dui

0 Pi

0 and applying the maximality condi- 

0, i =  1, 3.

Consequently, H°(p) =  0 for every p. From the condition (A.3.7) of PMP, we get £(t) =  
(9(t),p(t)) =  0, i.e., g(-) and p(-) are constant. (From the boundary conditions, we thus have 
g(t) =  1.) That is, the only abnormal geodesics are constant.

5.3.2 R em ark . The fact tha t there are no nontrivial ( i.e ., nonconstant) abnormal geodesics for 
the structure (D, g) is a consequence of the co n ta c t s tru c tu re  implicit in this space. It can 
be shown that there are no abnormal geodesics for contact sub-Riemannian manifolds. See,
e.g^  [6, 37]. □

Consider the normal geodesics. From theorem A.3.8 we have tha t the (normal) extremal 
controls are

u(t) =  Q  1B Tp(t)T
-1 '1 0' T

1 0" 
0 1 0 0 p(t)T = 1 0 0' 

0 0 10 1
P(t)T

That is, u 1(t) =  p 1 (t) and u2(t) =  p3(t). Here p(-) is an integral curve of the Hamilton-Poisson 
system (se (1 ,1 )- ,H (SR)), where

H  (SR)(p) =  1 p B Q - 1B TpT =  2 (p? +  p3).

This is exactly the Hamilton-Poisson system H4 obtained in theorem 3.2.1 and studied in 
section 4.2.2. Let (g(t),p(t)) be an extremal trajectory of (SR). We have

gg(t) (9(t), 9(t)) =  1 U1(t)2 +  U2(t)2 =  1 H4(p(t)) =  1 .

We assume tha t H(p(t)) =  1; the resultant geodesics will have unit speed. The geodesic 
equations take the form

p =  H  (SR)(p)

9 =  9 2(1, u)

(vertical subsystem) 
(horizontal subsystem).
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The vertical subsystem is exactly the equations of motion for the Hamilton-Poisson system 
(se(1, 1) - ,  H4):

{p1 =  p2p3
p2 =  p2p3 (5.3.1)

p3 =  -p1p2.
We integrated this system in section 4.2.2, and will not reproduce tha t effort here. However, 
for convenience we state a result collecting all the integral curves of H (SR).

5.3.3 P ropo sitio n . L e t p(-) : (—e,e) ^  se(1 ,1)* be a n  in tegra l curve o f  H (SR). Suppose  th a t  
H (SR)(p(0)) =  2 and  le t c0 =  C(p(0)) <  1.

(a ) ( i) I f  c0 =  1, th en  p(t) =  (± 1 ,0 ,0 ).
(ii) I f  0 < c0 <  1, th en  there ex is t t0 e  R a n d  a  e  { -1 ,1}  su ch  th a t p(t) =  p>(t + 10) 

fo r  every  t e  (—e, e), where

{p>1 (t) =  a  dn(t, k) 
p2(t) =  —ak cn(t, k) 
p3(t) =  k sn(t, k).

Here k =  \/1 — c0.

(b) ( i) I f  c0 =  0 a n d  p 1(0) =  0, then p(t) =  (0,0, ±1).
(ii) I f  c0 =  0 and p 1(0) =  0, then there exist t0 e  R and a, £ e  {—1,1} su ch  th a t  

p(t) =  p(t +  t0) fo r  every  t e  (—e, e), where

{p1 (t) =  a  sech t 
p2(t) =  —a£ sech t 
p>3 (t) =  £ tanh t.

(c) I f  c0 < 0, th en  there ex is t t0 
t e  ( — e, e ) , where

H ere  Q =  a/ 1 — c0' a n d  k =

e  R and  a  e  {—1,1} su ch  th a t p(t)

{p]_ (t) =  —akQcn(Qt, k) 
p2(t) =  aQ dn(Q t,k) 
p3(t) =  kQ sn(Qt, k).

/IC1/ 1-co

p(t +  t0) fo r  every

In coordinates, the horizontal subsystem is

0 0 0
X 0 sinh 0 0 cosh 0

.V 0 cosh 0 0 sinh 0

1 0
x cosh 0
V sinh 0

1 0
x cosh 0
V sinh 0

0

0
sinh 0 
cosh 0

(U1E 1 +  U2E 3)

0
sinh 0 
cosh 0

0

0 0 0
p1 0 p3
0 p3 0

0
p 1 cosh 0 p3 sinh 0 p3 cosh 0 . 
p 1 sinh 0 p3 cosh 0 p3 sinh 0
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Comparing components on both sides, we have the following equations:

x  =  p i cosh 0 
y  =  p i sinh 0 

0 =  P3.

(5.3.2)

Since g(-) starts at identity, the initial conditions are x(0) =  y(0) =  0(0) =  0. For convenience, 
we make the identification

(x, y, 0) e  R3 <— >
1 0 0
x cosh 0 sinh 0
y sinh 0 cosh 0

Accordingly, we shall refer to (5.3.2) as the horizontal subsystem. Furthermore, we write 
geodesics g(-) as g(-) =  (x(-),y(-),0(-)).

Before integrating (5.3.2), we first describe a qualitative breakdown of cases. We seek 
conditions on g(0) =  (x(0), y(0), 0(0)) and g(0) =  (x(0), y(0), 0(0)) analogous to those of 
proposition 5.3.3. Let c0 =  C(p(0)). We have

x(0) =  p i(0) (  x (0) =  p i(0)
y (0 )  =  0 and < y(0) =  p>2(0)

0(0) =  P3 (0) 1 0 (0 )=  p3(0).

Consequently, using the equations of motion (5.3.1) of H (SR), we get 0(0) =  —p i (0)p2(0) =  
—x(0)p2(0). If x(0) =  0, then we can solve for p2(0). On the other hand, suppose x(0) =  0. 
Since g(-) is unit speed we have x(0)2 +  0(0)2 =  1, and so 0(0) =  0. Then x(0) — y(0) =  
p2(0)p3(0) — p i (0)p3(0) =  p2(0)0?(0). Hence, we can again solve for p2(0). Let

if x (0) =  0f 0(0)

t =  < ;c(0)
x (0) — y(0)

x (0)2
[ (9(0)
— t2. Using

if ic(Q) =  0.

we have a total of five different qualitative cases, corresponding to those of proposition 5.3.3. 
Table 5.2 lists the different cases and their designations.

We shall now integrate the horizontal subsystem (5.3.2). Let (g(-),p(-)) be an extremal 
trajectory for the optimal control problem (SR), where p(-) is given in proposition 5.3.3 and
g(-) =  (x(-) ,y (-) , o(-)) .

C ase  I : x(0)2 — t 2 >  0 

C ase I  -a: x(0)2 — t 2 =  1

We have co =  x(0)2 — t2 =  1. Accordingly, by proposition 5.3.3 p(-) is constant, given by 
pi(t) =  (a, 0, 0) for some a  e  {—1,1}. The horizontal subsystem is thus

{x =  a  cosh 0 

y =  a  sinh 0

0 =  0.
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Conditions Designation

dt(0)2 — t2 > 0
X(0)2 — t 2 =  1 Case I-a
X(0)2 — t2 < 1 Case I-b

X(0)2 — t 2 =  0
X(0) =  0 Case I I -a
X(0) =  0 Case II-b

X(0)2 — t2 < 0 Case I I I

Table 5.2: Qualitative breakdown of cases for the optimal control problem (SR)

These are immediately solved, to give the geodesic #(t) =  (at, 0,0). Evaluating g(0), we have 
a  =  sgn(x(0)).

C ase I-b: x(0)2 — t2 < 1

We have co =  x(0)2 — t2, and so 0 < c0 < 1. Using proposition 5.3.3, case (a), (ii), the
horizontal subsystem reads

x =  a  dn(t, k) cosh 0 
y =  a  dn(t, k) sinh 0

0 =  k sn(t, k).

(Here a  G {—1,1} and k =  y / T — c0.) Separate variables in the last equation and use (A.6.15) 
to integrate the right-hand side. We get 0(t) =  k /  sn(t, k) dt =  ln [dn(t, k) — k cn(t, k)] +  c ,̂
with c  ̂ G R. From 0(0) =  0, it follows tha t c  ̂=  — ln(1 — k). Thus 0(t) =  ln 
The first equation of motion now becomes

dn(t, k) -  k cn(t, k)

dn(*,k) - k  cn(t,k)
Ĥ k

x =  a  dn(t, k) cosh ln

=  - a  dn(t, k)
[k cn(t, k) — dn(t, k)]2 +  (1 — k)2 

2(1 — k) [k cn(t, k) — dn(t, k)]

a  dn2(t, k ) ----- ak dn(t, k) cn(t, k) — — —
dn(t, k)

2(1 -  k) 2(1 -  k)

Integrating both sides, we have

/* t

k cn(t, k) -  dn(t, k)

x(t) =
a

2(1 — kh/o
a (1 — k) f *

dn2(t, k) dt —
ak

2(1 -  k) o
dn(t, k)

dn(t, k) cn(t, k) dt 

dt.2 o k cn(t, k) -  dn(t, k)

We can integrate the first term  of this equation using formula (A.6.14), to get

a
2(1 -  k) o

dn2(t, k) dt =
a

2(1 -  k)
E  (am(t, k), k).

t
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For the second integral, we use the derivative formula (A.6.1):

Lastly,

ak
2(1 — k)

dn(t, k) cn(t, k) dt 
o

ak
2(1 — k)

sn(t, k).

dn(t, k) dn(t, k) k cn(t, k) +  dn(t, k)
k cn(t, k) — dn(t, k) k cn(t, k) — dn(t, k) k cn(t, k) +  dn(t, k)

k dn(t, k) cn(t, k) +  dn2(t, k)
k2 cn2(t, k) — dn2(t, k)
k 1  

=  — (kj2  dn(t, k) cn(t, k) — (^7)2 dn2(t, k).

(We have used the square relation (A.6.6) in the final step.) Consequently,

a(1 -  k) dn(t, k)
2 J 0 k cn(t,k) — dn(t, k)

ak(1 — k) rt

dt

2(k')2
f dn(t, k) cn(t, k) dt +  a(1 Ak) /  dn2(t,k) dt 
o 2(k' )2 Jo

ak(1 -  k) a(1 -  k)
=  2(k,)2 sn(t, k) +  2(k/)2 E (am(t, k )  k).

Collecting the results of these three integrals, we get x(t) =  [E(am(t, k), k) — k2 sn(t, k )].
We are left with the final equation of motion:

y =  a  dn(t, k) sinh I ln

=  —a  dn(t, k)

dn(t, k) -  k cn(t, k)
1— k

[k cn(t, k) — dn(t, k)]2 — (1 — k)2 
2(1 — k) [k cn(t, k) — dn(t, k)]

a  dn2(i,k) — - T C -  d n (M 0cn (M 0 +  a(1 — k) d " (i’k)2(1 -  k) 2(1 -  k) 2 k cn(t, k) -  dn(t, k)

We can use the preceding arguments (i.e., those for x(-)) to integrate the right-hand side. We 
get y(t) =  [E(am(t, k), k) — sn(t, k)]. Therefore we have the following expression for the
geodesic g(-):

s a
x(t) = ----- rx l"E(am(t, k), k) — k2 sn(t, k)l1 -  k2

y(t) 2 [E(am(t, k), k) — sn(t, k)]

0(t) =  ln

1 — k2
dn(t, k) -  k cn(t, k)

1 k

We now make an explicit statement regarding all sub-Riemannian geodesics for this case.

t

5.3.4 P ropo sitio n . L e t g(-) 
g(0) =  1 a n d  0 <  x (0)2

(x(-), y(-), 0(-)) be a u n it-speed  geodesic on  (SE(1,1), D, g) su ch  th a t  

t2 < 1, w here t =  — . Then g(t) =  g(p0)-1g(t +  p0) fo r  every  t,
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w here  g(-) =  (x(-), y(-), 0(-)) is given by

x(t) =

y(t) =

a
1 -  k2 

ak

[E(am(t, k), k) — k2 sn(t, k)] 

[E (am(t, k), k) — sn(t, k)]

0(t) =  ln

1 — k2
dn(t, k) -  k cn(t, k)

1 k

H ere  k =  ^/1 — db(0)2 +  t2 , a  =  sgn(x(0)) and p0 sa tis fie s  the equa tion  dn(p0,k) =  |X(0)|.

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (SR), for some integral curve p(-) 
of H (SR), and corresponding to the optimal control u(-) =  (p1(-),P3(-)). Let c0 =  C(p(0)). 
We have c0 =  db(0)2 — t2, and so 0 < c0 < 1. By proposition 5.3.3 there exist a  G {—1,1} 
and t0 G R such that p(t) =  p(t + 10) for every t, where p(-) is given under item (a ), (ii) in 
the statement of tha t proposition. Let p0 =  t0 and u(-) =  (p?1(-),p?3(-)). Since (g(-),p(-)) is an 
extremal trajectory, we have

g(t) =  g(t) 2 (1, u(t)) =  g(t) 2 (1, u(t +  p0)).

Similarly, if g(t) =  g- 1(p0)g(t +  P0), then

g(t) =  g (P0) - 1g(t +  P0)
=  g(P0)- 1g(t +  P0) 2(1, u(t +  P0)) =  g(t) 2(1, u (t +  P0)).

Furthermore, g(0) =  g(p0)- 1 g(p0) =  1 =  g(0). Since t ^  g(t) and t ^  g(t) =  g(p0)- 1g(t +  P0) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have the following horizontal 
subsystem for #(•):

{X(t) =  p>1 (t +  p0) cosh 0 
y(t) =  p>1 (t +  P0) sinh 0

0(t) =  p3(t +  P0).
(Here x(0) =  y(0) =  0(0) =  0.) Consequently, x(0) =  J91(p0) =  ad n (p 0,k). It follows that 
a  =  sgn(x(0)) and dn(p0,k) =  ax (0) =  |X(0)|. ■
C a se  I I : x (0)2 — t2 =  0 

C ase II-a : X(0) =  0

In this case, p(-) is constant, given by p(t) =  (0 ,0 ,a), for some a  G {—1,1}. Indeed, 
c0 =  X(0)2 — t2 =  0 and p>1 (0) =  X(0) =  0, whence p(-) is constant by proposition 5.3.3. 
Consequently, the horizontal subsystem takes the form

{X =  0
y =  0

0 =  a.

These are immediately solved, to give the geodesic g(t) =  (0,0, a t). Evaluating g(0), we have 
a  =  sgn(0(0)).
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C ase II-b: X(0) =  0

Let c0 =  C(p(0)) =  p ( 0 )2 — p>2(0)2. Then c0 =  X(0)2 — t2 =  0. Using proposition 5.3.3, case 
(b), (ii), the horizontal subsystem reads

X =  a  sech t cosh 0 
y =  a  sech t sinh 0

0 =  £ tanh t.

The final equation is immediately integrated, to give 0(t) =  q j  tanh t dt =  £ ln(cosh t) +  c ,̂ 
for some constant of integration c^ G R. Since 0(0) =  0, it follows tha t c^ =  0. Next, we have

X =  a  sech t cosh [ln (cosh t)] =  a  sech t 1  (cosh t +  sech t) =  a  (1 +  sech21) .2 2

Integrating both sides, the result is x(t) =  |  (t +  tanh t). Lastly, we have

y =  aq sech t sinh [ln (cosh t)] =  aq sech t 1  sinh t tanh t =  tanh21

and so y(t) =  ^  (t — tanh t). Therefore we have the following geodesic:

(  x(t) =  a  (t +  tanh t)

0(t) =  y  (t — tanh t) 

k 0(t) =  q ln(cosh t).

We now make an explicit statement regarding all sub-Riemannian geodesics for this case.

5.3.5 P ropo sitio n . Let g(-) =  (x(-), y(-), 0(-)) be a u n it-speed  geodesic on  (SE(1,1), D, g) su ch  th a t  
g(0) =  1, X(0)2 — t2 =  0 and X(0) =  0. Then g(t) =  g(p0)- 1g(t +  p0) fo r  every  t , where
0(0 =  (X(-),y(-),0(-)) is given by

'  x(t) =  a  (t +  tanh t)

0(t) =  “2" (t — tanh t) 

k 0(t) =  q ln(cosh t).

H ere  a  =  sgn(X(0)), q =  —a  sgn(T) and p0 sa tisfies  the  equa tion  sech p0 =  |X(0)|.

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (SR), for some integral curve p(-) 
of H (SR), and corresponding to the optimal control u(-) =  (p1(-),p3(-)). Let c0 =  C(p(0)). We 
have c0 =  ;X(0)2 — t 2 =  0 and p>1 (0) =  ;X(0) =  0. By proposition 5.3.3 there exist a, q G {—1,1} 
and t0 G R such tha t p(t) =  p(t + 10) for every t, where p(-) is given under item (b), (ii) in 
the statement of tha t proposition. Let p0 =  t0 and u(-) =  (p?1(-),p?3(-)). Since (g(-),p(-)) is an
extremal trajectory, we have

^(t) =  g(t) 2 (1, u(t)) =  g(t) 2 (1, u(t +  p0)).

Similarly, if g(t) =  0- 1(p0)g(t +  P0), then 

<̂(t) =  0 (P0) - 10(t +  P0)
=  0(P0)- 10(t +  P0) 2(1, u(t +  P0)) =  g(t) 2(1, u (t +  P0)).
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Furthermore, 0(0) =  g(p0) 1 g(P0) =  1 =  g(0). Since t ^  g(t) and t ^  0(t) =  g(p0) 1g(t +  P0) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have the following horizontal 
subsystem for g(-):

{X(t) =  p  (t +  p0) cosh 0 
y(t) =  p>1 (t +  P0) sinh 0 

0(t) =  p3(t +  P0).

(Here x(0) =  y(0) =  0(0) =  0.) Consequently, X(0) =  j51(p0) =  a  sech p0 and t =  p2(p0) =  
—aq sech p0. It follows that a  =  sgn(X(0)), q =  —a  sgn(T) and sech p0 =  aX(0) =  |X(0)|. ■

C a se  I I I : x (0 )2 — t 2 <  0

We have c0 =  X(0)2 — t2 < 0. Accordingly, from proposition 5.3.3, the horizontal subsystem 
takes the form

X =  —akQ cn(Qt, k) cosh 0 
y =  —akQ cn(Qt, k) sinh 0

0 =  kQ sn(Qt, k).

(Here a  G {—1,1}, Q =  / 1  — c0 and k =  ^  1—— .) We can separate variables in the last equa­
tion and integrate both sides, to get 0(t) =  kQ  J  sn(Qt, k) dt =  ln [dn(Qt, k) — k cn(Qt, k)] +  c  ̂
for some c^ G R. (We have used (A.6.15) to integrate the right-hand side.) From the initial
condition 0(0) =  0 we have c^ =  — ln(1 — k). Hence 0(t) =  ln 
the expression for 0(-) into the first equation of motion, we get

dn(Qt, k) — k cn(Qt, k)

dn(Qt,fc)—k cn(Qt,fc)
T̂ k Substituting

X =  —akQ cn(Qt, k) cosh ln
1 k

=  —akQ cn(Qt, k) 

akQ

[dn(Qt, k) — k cn(Qt, k)]2 +  (1 — k)2 
2(1 — k) [dn(Qt, k) — k cn(Qt, k)]

akQ
2(1 — k) 
aQ

cn(Qt, k) [dn(Qt, k) — k cn(Qt, k)] —
(1 — k) cn(Qt, k)

k2 cn2(Qt, k) —
akQ

2(1 — k ) '“ 2(1 — k)

Integrating both sides, we have 

aQ

dn(Qt, k) cn(Qt, k) —

2 dn(Qt, k) — k cn(Qt,k)
akQ (1 — k) cn(Qt, k)

2 dn(Qt, k) — k cn(Qt, k)

, . aQ /  2 2 akQ /
X(t) = 2(1T— k) i  k  c" (Qt- dt — 2(1 —k ) l2(1 — k) 0 

akQ(1 — k) 
2

2(1 — k) 0 
cn(Qt, k)

dn(Qt, k) cn(Qt, k) dt 

dt.
J0 dn(Q t,k) — k cn(Qt, k)

We can integrate the first term  of this equation using the square relation (A.6.6) and the 
integral formula (A.6.14):

aQ t aQ t
2(1 — k) i  e c n 2 (Q i' k) dt = 2(11—1 )  J,, d " 2(Qt’ fc) — ^ dt

2(1 — E k),  k) — a Q (2+ t .

t

t
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For the second integral, we use the derivative formula (A.6.1): 

akQ /** ak
2(1 — k ) J  dn(Qt, k) cn(Qt, k) dt =  __ fc) sn(Qt, k).

Lastly,

cn(Qt, k) cn(Qt, k) dn(t, k) +  k cn(t, k)
dn(Q t,k) — k cn(Qt, k) dn(Qt, k) — k cn(Qt, k) dn(t, k) +  k cn(t, k)

k cn2(Qt, k) — dn(Qt, k) cn(Qt, k)
dn2(t, k) — k2 cn2(t, k)

k 1
=  (-T)! cn2(Qt, k) +  dn(Qt, k) cn(Qt, k).

(We have used the square relation (A.6.6) in the final step.) Consequently,

akQ(1 -  k) cn(Qt, k)
2 l 0 dn(Q t,k) — k cn(Qt, k)

aQ C* ' 2^ 2/

dt

2(1 +  k) 0
t akQ t

k2 cn2(Qt,k) dt +  n^  i ^  /  dn(Qt, k) cn(Qt, k) dt
2(1 +  k) 0

a  -E  (am(Qt, k),k) — aQ(1— — t +—  ak sn(Qt,k).
2(1 +  k) 2 2(1 +  k)

Collecting the results of these three integrals, we get the following expression for x(-):

ak
x(t) = [E(am(Qt, k), k) — sn(Qt, k) — (1 — k2)Qt] .

1 — k2

We are left with the final equation of motion:

dn(Qt, k) -  k cn(Qt, k)
y =  —akQ cn(Qt, k) sinh ln

1 k

=  —akQ cn(Qt, k) 

akQ

[dn(Qt, k) — k cn(Qt,k)] — (1 — k)2 
2(1 — k) [dn(Qt, k) — k cn(Qt, k)]

akQ (1 — k)cn(Q t,k)
2(1 — k)

cn(Qt, k) [dn(Qt, k) -  k cn(Qt, k)] +

aQ k2 cn2(Qt, k) — 7777- ^ ^ :  dn(Qt, k) cn(Qt, k) +

2 dn(Qt, k) — k cn(Qt, k)
akQ (1 — k)cn(Qt, k)

2(1 -  k) 2(1 -  k) 2 dn(Qt, k) -  k cn(Qt, k)

Integrating both sides (we can employ the preceding arguments in order to integrate each 
term), and simplifying, we have

y(t) =  iaQ M J  k2 cn2(Qt, k) dt — o^°k^ M [  dn(Qt, k) cn(Qt, k) dt
2(1 — k h /0

akQ(1 — k) f *
+

(T

2(1 -  k) 0 
cn(Qt, k)

dt2 ,/0 dn(Q t,k) — k cn(Qt, k)

7 p  [E(am(Qt, k ), k) — k2 sn(Qt, k) — (1 — k2)Qt] .

t
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Therefore we have the following expression for the geodesic g(-):

ak
x(t) =

0(t) =

[E(am(Qt, k), k) — sn(Qt, k) — (1 — k2)Qt] 

l  J2  [E(am(Qt, k), k) — k2 sn(Qt, k) — (1 — k2)Qt]

1 -  k2

0(t) =  ln
dn(Qt, k) -  k cn(Qt, k) 

k
We now make an explicit statement regarding all sub-Riemannian geodesics for this case.

5.3.6 P ropo sitio n . L e t  
g(0) =  1 a n d  X(0)2

g(-) =  (x(-), y(-), 0(-)) be a u n it-speed  geodesic on  (SE(1,1), D, g) su ch  th a t  
— t2 < 0, where

t =
X(0)

x (0) — y(0)

0(0)

i f  x (0) =  0

if X(0) =  0.

Then g(t) =  g(p0) 1g(t +  p0) fo r  every  t , w here g(-) =  (x(-), y(-), 0(-)) is given by

H ere  Q =  

dn(Qp0, k)

(  a k
X(t) = -----^  [E(am(Qt, k), k) — sn(Qt, k) — (1 — k2)Qt]

1 — k2
< y(t) =   ̂ a  2 [E(am(Qt, k), k) — k2 sn(Qt, k) — (1 — k2)Qt]

0(t) =  ln
dn(Qt, k) k cn(Qt, k)

a/ 1  — X(0)2 +  t2 , k
_ M = n •

1_,X(01)2+r2 , a  =  sgn(T) and  p0 sa tisfies  the  equation

P r o o f . The curve (g(-),p(-)) is an extremal trajectory for (SR), for some integral curve p(-) 
of H (SR), and corresponding to the optimal control u(-) =  (p1(-),p3(-)). Let c0 =  C (p(0)). We 
have c0 =  db(0)2 — t2 < 0. By proposition 5.3.3 there exist a  G {—1,1} and t0 G R such that 
p(t) =  p(t + 10) for every t, where p(-) is given under item (a), (ii) in the statement of that 
proposition. Let p0 =  t0 and u(-) =  (j51(-),p3(')). Since (g(-),p(-)) is an extremal trajectory,
we have

^(t) =  g(t) =(1, u(t)) =  g(t) c(1 , u(t +  p0)).

Similarly, if g(t) =  0 _1 (p0)g(t +  p0), then 

0(t) =  0 (p0) - 10(t +  p0)
=  0(p0)- 1g(t +  p0) H (1,u(t +  p0)) =  g(t) H (1,u(t +  p0)).

Furthermore, 0(0) =  0(p0)- 10(p0) =  1 =  g(0). Since t ^  g(t) and t ^  0(t) =  g(p0)_ 1g(t +  p0) 
satisfy the same differential equation, with the same initial conditions, they both solve the 
same Cauchy problem, and hence are identical. Finally, we have that t =  p2(0) =  p2(p0) =  
aQ dn(Qp0,k). It follows tha t a  =  sgn(T) and dn(Qp0,k) =  =  Jnni . ■



Conclusion

In this thesis we considered a class of invariant optimal control problems on the (three­
dimensional) semi-Euclidean group. The approach was three-fold. We first considered the 
left-invariant control affine systems on SE(1,1) (this comprises the content of chapter 2). Next 
we treated quadratic Hamilton-Poisson systems on the (minus) Lie-Poisson space se(1,1)_ 
(chapter 3 and chapter 4). Lastly, we used results from chapters 2, 3 and 4 to solve two 
optimal control problems, v iz • those associated to the Riemannian and sub-Riemannian 
length-minimisation problems on SE(1,1). We discuss each chapter in some detail.

Chapter 1 is concerned with the semi-Euclidean group itself, and, in particular, the study 
of properties of SE(1,1) germane to control theory. We note tha t the results of this chapter 
are well-known. Nevertheless, a working knowledge of SE(1,1) is crucial for an understanding 
of the topics developed in later chapters.

The next chapter considers a large class of control systems evolving on SE(1,1). We 
employ a natural equivalence relation (viz . detached feedback equivalence) and classify all 
(full-rank) left-invariant control affine systems. As such, the study of such control systems on 
SE(1, 1) is essentially reduced to the study of a finite list of class representatives (including two 
single-parameter families of representatives; see theorem 2.2.4). Furthermore, by restricting 
to those systems tha t are also controllable, this list of representatives is reduced to exactly 
three normal forms (see corollary 2.2.5), namely the systems

S (2,0) : U1E 1 +  U2E 3 S (12,1) : E 2 +  U1E 1 +  U2E 3 S (3,0) : U1E 1 +  U2E 2 +  U3E 3.

As stated in this chapter, the results of this classification have been obtained in [13, 19]. 
Having obtained this list of (controllable) representatives, the natural next step is to consider 
optimal control problems associated to each of these three systems. The (homogeneous) 
systems S (2,0) and S (3,0) are treated in this fashion in chapter 5.

Chapter 3 considers a class of Hamilton-Poisson systems on se(1,1)_, namely those of the 
form Ha ,q (p) =  (p, A) +  Q(p), where A G se(1 ,1) and Q is a positive semidefinite quadratic 
form on se(1 ,1)^. This is exactly the class of Hamilton-Poisson systems arising from optimal 
control problems with fixed time and quadratic cost (see section A.3.4). Specifically, the 
extremal controls of an optimal control problem of the form

0 =  0 (A +  U1B 1 +------ + u ^ )
0(0) =  00, 0(T) =  01, 00,01 G SE(1,1), T  > 0 fixed 

J («(•)) =  / 0T X(u(t)) dt ^  min

are linearly related to the integral curves of a Hamilton-Poisson system on the Lie-Poisson 
space se(1,1)_. Accordingly, the study of the extremal controls is reduced to the study of a
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Hamilton-Poisson system. (Hamilton-Poisson systems also find application outside of control 
theory, e.g., in mathematical physics.) We follow a similar approach to tha t used in chapter 2. 
We introduce an appropriate equivalence relation between Hamilton-Poisson systems, namely 
affine equivalence. The quadratic Hamilton-Poisson systems on se(1,1)_ are then classified, 
starting with the homogeneous systems ( i.e ., where A =  0); six representatives are identi­
fied. These six representatives are then used to organise the classification of inhomogeneous 
systems, where we again obtain a list of representatives (including several infinite families).

Chapter 4 investigates several of the Hamilton-Poisson representatives obtained in chapter 
3. Specifically, we treat all homogeneous normal forms, as well as a number of the inhomo­
geneous systems. (Space considerations in this thesis do not permit a treatm ent of all the 
inhomogeneous systems. Nonetheless, a similar approach to tha t we employ here may be fol­
lowed.) For each normal form, we first consider stability. For all systems under consideration, 
we have performed a complete analysis of the (Lyapunov) stability nature of equilibria. Next, 
we find all integral curves of the associated Hamiltonian vector field. (For several systems, the 
integral curves are lines, and are easily determined. For these systems, the stability analysis is 
the main interest.) We obtain explicit expressions for all integral curves, in terms of elemen­
tary  functions or Jacobi elliptic functions. Accordingly, we have essentially determined the 
extremal controls (up to an affine isomorphism) for a large class of optimal control problems 
on SE(1,1).

The last chapter considers the Riemannian and sub-Riemannian problems on SE(1,1). In 
order to determine the geodesics for a n y  Riemannian or sub-Riemannian structure, we again 
follow the approach of chapter 2 and chapter 3. That is, we introduce a suitable equiva­
lence relation (equivalence up to isometric group automorphisms and scaling) and classify 
all left-invariant Riemannian and sub-Riemannian structures on SE(1,1). We obtain a single 
representative for the sub-Riemannian case; a single-parameter family of representatives is 
identified for the Riemannian case. We then consider the Riemannian and sub-Riemannian 
problems for these normalised structures. In particular, we write each of these problems as 
an optimal control problem (with fixed time and quadratic cost). The results of chapter 4 
are employed to determine the extremal controls. We are then able to integrate the geodesic 
equations on the group. Accordingly, we obtain explicit expressions for all geodesics. The 
integration of the sub-Riemannian geodesic equations replicates the results of [21] (although 
we have followed a different approach). Thus far, the Riemannian geodesics on SE(1,1) have 
not been explicitly determined in the literature (hence our results in this regard are original).

Lastly, we note tha t the classification of chapter 5 may be interpreted as a classifica­
tion, under cost equivalence  [15, 17], of all (controllable) drift-free left-invariant control affine 
systems on SE(1,1) with homogeneous cost. (Indeed, this is the approach taken in [10].) 
Accordingly, we have essentially determined the extremal trajectories for all such systems.



A ppendix A

R eview  o f Prerequisites

In this appendix we discuss the necessary prerequisites for the topics developed in this thesis. 
We provide references for all definitions and results stated. As such, we shall not give any 
justifications or proofs of the claims made herein (with the exception of proposition A.1.14, for 
which no suitable reference could be found), as they may be found in the given references. Fa­
miliarity with basic notions of differential geometry (particularly smooth manifolds), general 
topology and algebra is assumed.

A .1  L ie  T h e o r y

We review basic notions of Lie theory, in particular Lie groups, Lie algebras and the relation­
ship between the two. The main references for this section are [24, 30, 26, 42]. For section 
A.1.4, we have also drawn upon [34] (particularly for the coajoint action and coadjoint orbits).

A .1 .1  L ie  g ro u p s  a n d  L ie  a lg e b ra s

A Lie g ro u p  G is a smooth ( i.e ., C ^) manifold with a group structure, such tha t the multi­
plication and inversion maps ^  : G x G ^  G, (0, h) ^  0h and 1 : G ^  G, 0 ^  0_ 1 are smooth. 
In particular, a (real, finite-dimensional) m a tr ix  Lie g ro u p  G is a closed subgroup of the 
general linear group GL(n, R) of n x n invertible matrices. Henceforth, we always assume 
we are working with a real and finite-dimensional matrix Lie group. Let H be an abstract 
subgroup of G. We call H a Lie su b g ro u p  of G if it is an immersed submanifold of G. If H 
is also an emdedded submanifold of G, then it is called a closed Lie su b g ro u p  of G. H is 
said to be n o rm a l if it is normal as an abstract subgroup of G. We have the following result.

A.1.1 T heorem . (Cartan , [24]) E v e ry  closed subgroup o f  a real L ie  group is a closed L ie  sub ­
group.

The cen tre  Z(G) of G is a normal subgroup of G defined by Z(G) =  {0 G G : 0h0_ 1h _ 1 =  
1 for every h G G}.

A Lie group h o m o m o rp h ism  between Lie groups G and G7 is a smooth map f  : G ^  G7 
such that f (0102) =  f (01) f (02) for every 01,02 G G. If f  is bijective with a smooth inverse, 
then we call it a Lie group isom orph ism . (Thus a Lie group isomorphism is a diffeomorphism 
that preserves the group structure.) If f  is a Lie group isomorphism and G =  G7, then we 
call f  a Lie group a u to m o rp h ism . The group of all automorphisms of G is denoted by
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Aut(G). Two distinguished Lie group automorphisms are the left- and r ig h t- tra n s la t io n  
maps Lg : G ^  G, h ^  0h and Rg : G ^  G, h ^  h0, respectively.

The sem i-d irec t p ro d u c t of Lie groups H and N is the Lie group G formed by taking the 
Cartesian product N x H (with the smooth structure of the product manifold) together with 
the group operation (n1, h 1)(n2, h2) =  (n1f ( h 1 )n2,h 1h2), where f  : H ^  Aut(N) is some Lie 
group homomorphism. We write G =  N x H. The subsets {(n, 1) : n G N} and {(1, h) : h G H} 
are subgroups of G, isomorphic to N and H, respectively. In particular, the subgroup N is 
normal in G. (H is normal in G if and only if f  is trivial, in which case G is simply the direct 
product N x H.) A Lie group G is said to decom pose as the semi-direct product of Lie 
subgroups N and H if

( i) N is normal in G;

(i i ) G =  NH;

(iii) N n  H =  {1}.

(In this case, f  is defined as f(h ) G Aut(N), f(h ) : n ^  hnh_1 and the map N x H ^  G, 
(n, h) ^  nh  is a Lie group isomorphism.)

A (real, n-dimensional) Lie a lg eb ra  g is an n-dimensional vector space over R equipped 
with a bilinear, skew-symmetric map [■, ■] : g x g ^  g (called the Lie b rack e t) tha t satisfies 
the Jacobi identity: [X, [Y, Z ]] +  [Y, [Z, X ]] +  [Z, [X, Y]] =  0 for every X, Y, Z G g. A Lie 
su b a lg eb ra  of g is a subset h C g tha t is a Lie algebra in its own right. An ideal of g is a 
Lie subalgebra h such tha t for every X  G h and Y G g we have [X, Y] G h. The cen tre  Z(g) 
of g is the ideal Z(g) =  {X G g : [X, Y] =  0 for every Y G g}.

Let r  be a subset of a Lie algebra g. The Lie algebra g e n e ra te d  by r  is denoted Lie(r). 
That is, Lie(r) is the smallest Lie subalgebra of g containing r .  Lie(r) may be characterised 
as

Lie(r) =  sPan {Ab [Ab A2^ [A1  [A2, A3]] . . . , [A1  [A2, . . . , Afc] ' ' ' ]] : A i G r  k G N} .

A h o m o m o rp h ism  of Lie algebras g and g7 is a linear map 0  : g ^  g7 tha t preserves the 
Lie bracket: 0  ■ [X, Y] =  [0 ■ X, 0  ■ Y] for every X, Y G g. If g =  g7 and 0  is bijective, we call 
0  a Lie algebra a u to m o rp h ism . The group of all automorphisms of g is denoted by Aut(g).

A .1 .2  T h e  r e la t io n s h ip  b e tw e e n  L ie  g ro u p s  a n d  L ie  a lg e b ra s

Let G be a (real, n-dimensional) matrix Lie group. The tangent space TiG of G at identity is 
given by T1G =  {0(0) : 0(-) is a smooth curve in G, 0(0) =  1}. The tangent space at identity 
is isomorphic (as a vector space) to TgG, for any 0 G G. Indeed, we have the correspondence

X  G TiG «— ► TiLg ■ X  =  0X  G TgG. (A.1.1)

We call T1G, together with the matrix commutator [X, Y] =  X Y  — Y X , the Lie a lg eb ra  of 
G, and denote it by g.

The Lie algebra of a Lie group may be characterised in terms of left-invariant vector fields. 
A vector field X  G Vec(G) is le ft- in v a rian t if ThLg ■ X (h) =  X (0h) for every 0, h G G. (Since 
G is a matrix Lie group, we can write this condition in matrix form as 0X (h) =  X (0h). 
Consequently, every left-invariant vector field is of the form X (0) =  0A for some A G g.) The 
Lie bracket of two left-invariant vector fields is left-invariant. Indeed, we have the following 
result.
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A.1.2 P ropo sitio n . (c f . [42]) Let X (0) =  0A and Y (0) =  0B be left-invariant vector fields on 
G. Then [X, Y](0) =  0[A, B] for every 0 G G.

The set of all left-invariant vector fields on G, together with the Lie bracket of vector fields 
(defined for vector fields X  and Y by [X, Y][/] =  X [Y [/]] — Y [X [/]], /  G C^(G)) forms a Lie 
algebra isomorphic to g. Indeed, we have the correspondence

left-invariant vector field X (0) =  0A <— > X (1) =  A G g.

We shall identify these two representations of the Lie algebra of a Lie group.
The Lie algebra g and the Lie group G are related by the e x p o n en tia l m ap  exp : g ^  G, 

defined (for matrix Lie groups) as the power series

^  X  k
exp X  =  5 2  , X  G g.

k=1 '
(This series is everywhere convergent.) In general, the exponential map is not a diffeomor­
phism. However, we have the following result.

A .1.3 P ropo sitio n . ( [24]) The exponential map exp : g ^  G maps a certain neighbourhood of 
zero in the tangent algebra g diffeomorphically onto a neighbourhood of the identity of G.

Lastly, we review the relationship between normal Lie subgroups and ideals, as well as 
the link between Lie group homomorphisms and Lie algebra homomorphisms.

A .1.4 T heorem . (c f . [24]) Let G be a Lie group with Lie algebra g.

( i) I f  H is a Lie subgroup of G, then the Lie algebra of H is a subalgebra of g. Conversely, 
every subalgebra of g is the Lie algebra of some ( uniquely defined) connected Lie subgroup 
of G.

( iii) Suppose G is connected. A connected Lie subgroup H of G is normal if and only if the 
Lie algebra of H is an ideal of g .

A.1.5 P ropo sitio n . (c f . [24]) The centre Z(G) of a connected Lie group G is a (normal) closed 
Lie subgroup, whose tangent algebra coincides with the centre Z(g) of g.

A.1.6 T heorem . (c f . [24]) Let G and G7 be Lie groups, with Lie algebras g and g7, respectively.

( i) I f  f  : G ^  G7 is a Lie group homomorphism, then T1f  : g ^  g7 is a Lie algebra 
homomorphism.

( ii) I f  G is simply connected, then for every Lie algebra homomorphism 0  : g ^  g7 there 
exists a (unique) Lie group homomorphism f  : G ^  G7 such that T1 f  =  0 .

A .1 .3  T o p o lo g y  o f  L ie  g ro u p s

Let G be a Lie group. G is called co m p ac t if it is compact as a topological space. That is, for 
every open cover {Ua }aeJ of G there exists a finite subcollection {Ua i , . . . ,  Uak} tha t covers 
G. We say that G is co n n ec ted  if it is connected as a topological space, i.e., there do not 
exist two nonempty open subsets U , V  of G such tha t U n  V  =  0  and G =  U n  V . For Lie 
groups, connectedness coincides with path-connectedness.
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A .1.7 P ropo sitio n . (c f . [24]) G is connected  i f  a n d  only i f  i t  is pa th -connected , i.e., fo r  any  tw o  
p o in ts  00,01 G G, there ex is ts  a sm o o th  curve  0(-) : [0,1] ^  G su ch  th a t 0(0) =  0o and  

0(1) =  01.

G is called sim ply  co n n ec ted  if it is connected and for every two smooth curves 0(-) : [0,1] ^  
G and h(-) : [0,1] ^  G with the same endpoints (i.e ., 0(0) =  h(0) and 0(1) =  h(1)) there 
exists a continuous function H  : G x [0,1] ^  G such tha t H (■, 0) =  0(-) and H (■, 1) =  h(-). 
(That is, the curve 0(-) can be continuously deformed into h(-).) To every Lie algebra is 
associated a (unique up to isomorphism) simply connected Lie group.

A.1.8 T heorem . ( [24]) A  s im p ly  connected  L ie  group is d e te rm in e d  up to  an  iso m o rp h ism  by its  
L ie  algebra.

Let N be a normal closed Lie subgroup of G. The quotient G/N may be given a smooth 
structure such tha t it is a Lie group. (However, in general G/N is not a m a tr ix  Lie group.) 
Indeed, we have the following results.

A .1.9 T heorem . ( [24]) L e t H be a closed L ie  subgroup o f  a L ie  group  G. T he s e t  G/H o f  le ft cosets  
o f  H in  G possesses  a un ique  d ifferen tiab le  s tru c tu re  fo r  w hich the canon ica l m a p  p : G ^  G/H, 
0 ^  0 H is a q u o tien t m ap.

A.1.10 T heorem . ( [24]) L e t N be a n o rm a l closed L ie  subgroup o f  a L ie  group  G. T h e n  the q u o tien t  
group  G/N w ith  the d ifferen tiab le  s tru c tu re  o f  theorem  A .1 .9  is a L ie  group.

Let G and H be Lie groups with Lie algebras g and h, respectively. A covering  hom o­
m o rp h ism  from G onto H is a Lie group homomorphism f  : G ^  H such that T1 f  : g ^  h 
is a Lie algebra isomorphism. Equivalently, f  is a covering homomorphism if ker f  =  {0 G 
G : f  (0) =  1} is discrete. The following result implies that we may study the covering 
homomorphisms of connected Lie groups by studying the discrete central subgroups.

A.1.11 P ropo sitio n . ( [24]) E v e ry  d iscrete  n o rm a l subgroup  N o f  a connected  L ie  group  G is con­
ta in ed  in  its  centre.

A.1.12 T heorem . ( [24]) E v e ry  connected  L ie  group  G is iso m o rp h ic  to  a q u o t i e n t s  /  N , w here G is a 
s im p ly  connected  L ie  group a n d  N a d iscre te  n o rm a l su b g ro u p .^T h e  p a ir  (G, N) is d e te rm in e d  
by these  co n d itio n s up to  an  iso m o rp h ism , i.e. i f  (G, N) a n d  (G7, N7) are tw o su ch  pairs, th en  
there ex is ts  an  iso m o rp h ism  G ^  Gi7, ta k in g  N to  N7.

The group G is called the u n iv e rsa l covering  Lie g ro u p  of G. By the previous result 
and theorem A.1.8, we can determine (up to isomorphism) every connected Lie group with 
a specified Lie algebra by finding the associated simply connected Lie group, and classifying 
the discrete central subgroups thereof.

A .1 .4  A d jo in t  r e p r e s e n ta t io n s

Let G be a Lie group with Lie algebra g and let V be a vector space. A re p re se n ta tio n  o f G 
is a Lie group homomorphism ^  : G ^  GL(V), 0 ^  ^ g. (Here GL(V) is the group of invertible 
linear isomorphisms from V to itself.) The o rb it O (X ) of ^  through the point X  G V is 
O (X ) =  { ^ g ■ X  : 0 G G}. The orbits of V form a partition of V.

A re p re se n ta tio n  o f g is a Lie algebra homomorphism 0  : g ^  gl(V), A ^  0 a . (Here 
gl(V) is the Lie algebra of GL(V).) We have the following relationship between representations 
of G and g:
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A.1.13 P ropo sitio n . (c f . [24]) I f  ^  : G ^  GL(V) is a rep re se n ta tio n  o f  G, th en  the lin ea risa tio n  
: g ^  gl(V) is a rep re se n ta tio n  o f  g.

In particular, the ad jo in t re p re se n ta tio n s  o f G an d  g are defined as Ad : G ^  GL(g),
0 ^  Adg and ad : g ^  gl(g), X  ^  adX, respectively. Here

Adg : g ^  g, X  ^  0X 0-1 and adx  : g ^  g, Y ^  [X, Y].

(The map ad can be shown to be the linearisation of Ad.) Let g* denote the dual space of g. 
The coad jo in t re p re se n ta tio n s  o f G an d  g* are defined as Ad* : G ^  GL(g*), 0 ^  Adg-1 
and ad* : g ^  gl(g*), X  ^  a d -X , respectively. Here Adg-i : g* ^  g* and a d -X : g* ^  g* are 
the dual maps of Adg- i and ad-X , respectively. That is,

(^Adg_i p ,X ^  =  (p, Adg- i X } and (a d -X p ,Y } =  (p, ad-X  Y ) .

We denote the orbit through X  G g of the adjoint representation Ad by O rb(X ). Similarly, 
the orbit through p G g* of the coadjoint representation Ad* is denoted orb(p).

A b ilin ea r fo rm  on g is a bilinear map #(•, ■) : g xg ^  R. #(•, ■) is called n o n d e g e n e ra te  
if B(X, ■) =  0 implies X  =  0, and is called in v a rian t if

B([X ,Y ],Z) +  B(X, [Y, Z ]) =  0 (A.1.2)

for every X, Y, Z G g. If G is connected, the condition (A.1.2) is equivalent to the condition 
that B(Adg X, Adg Y ) =  B(X, Y) for every 0 G G and X, Y G g. The presence of a non­
degenerate bilinear form on g permits an identification of the adjoint and coadjoint orbits. 
(However, the existence of such a bilinear form is not guaranteed.)

A .1.14 P ropo sitio n . Suppose  G is connected  a n d  g a d m its  a nondeg en era te  in v a r ia n t b ilinear fo rm .
T h en  there ex is ts  a lin ea r iso m o rp h ism  0  : g ^  g* such  th a t 0  ■ O rb(X ) =  orb(0 ■ X ) fo r  
every  X  G g .

P r o o f . Denote the invariant bilinear form by #(•, ■) and let 0  : g ^  g* be defined by 
0  ■ X  =  B(X, ■). Since B(-, ■) is nondegenerate, we have that 0  is injective. Furthermore, 
since dim(g) =  dim(g*), it follows tha t 0  is a linear isomorphism. Let 0 G G and X  G g. 
Then for every Y G g we have

(0 ■ Adg X, Y ) =  B(Adg X, Y ) =  B(X, Adg-i Y ) =  (0 ■ X, Adg-i Y ) =  (Adg-i (0  ■ X ), Y ). 

Thus 0  ■ Adg X  =  A dg-i(0  ■ X ), and so 0  ■ O rb(X ) =  orb(0 ■ X ). ■

A .1 .5  C la sse s  o f  L ie  g ro u p s  a n d  L ie  a lg e b ra s

We review several different classes of (connected) Lie groups and Lie algebras. The following 
definitions and the results tha t follow are drawn from [24, 30, 26, 42]. Suppose G is connected, 
with Lie algebra g. We say tha t G and g are

( i) n ilp o te n t if the sequence

g, [g, g], [g, [g, g]], [g, [g, [g, g]]], . . .

terminates in {0} after finitely many steps. Equivalently, G and g are nilpotent if the 
eigenvalues of adX are zero for every X  G g.
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( i i ) co m p le te ly  solvable if the eigenvalues of adx  are real for every X  G g.

( i i i ) so lvable if the sequence

g, [g, g], [[g, g], [g, g]], [[[g, g], [g, g]], [[g, g], [g, g]]], . . .

terminates in {0} after finitely many steps.

( i v ) sim ple if the only ideals of g are the trivial ideal {1} and g itself.

(v ) sem isim ple  if it has no nontrivial solvable ideals.

Furthermore, G is called e x p o n en tia l if the exponential map exp : g ^  G is a diffeomorphism. 
The Lie algebra g is called exponential if the simply connected Lie group with Lie algebra g 
is exponential. Lastly, G is called u n im o d u la r  if the left Haar measure on G is also right- 
invariant.

A.1.15 P ropo sitio n . W e have the fo llo w in g  ch a in  o f  im p lic a tio n s :

g is n ilp o te n t ^  g is com ple te ly  solvable ^  g is expon en tia l

A.1.16 P ropo sitio n . A  connected  L ie  group  G is u n im o d u la r  i f  a n d  only i f  
X  G g.

A .1.17 P ropo sitio n . I f  g is sem is im p le , th en  i t  is n o t  solvable.

A .2  I n v a r i a n t  C o n t r o l  S y s t e m s

We review some basic notions of invariant control theory. In particular, we define the con­
trol systems considered in this thesis, as well as the admissible controls, trajectories and 
controllability of these systems. The main references for this section are [7, 29, 42].

A le ft- in v a rian t co n tro l sy s tem  is a pair £  =  (G, 5), where

( i ) the s ta te  space  G is a (real, finite-dimensional) connected matrix Lie group with Lie 
algebra g.

(ii) the d y n am ics  5  : G x R* ^  TG is a family of left-invariant vector fields, parametrised 
by the co n tro ls  u G R*:

^  g is solvable. 

t r a d X =  0 fo r  every

5 (0, u ) =  05(1 , u), 0 G G, u G R*.

(Since G is a matrix Lie group, the multiplication 0 5(1, ■) is exactly the left-translation 
T1Lg ■ 5(1, ■), where Lg : G -A G, h ^  0h.) The map 5(1, ■) : R* ^  g is called the 
p a ra m e tr is a t io n  m ap.

In classical notation, we write a control system £  as

0  =  5 (0, u) =  0 5(1, u), 0 G G, u G R*.

In particular, an ^ -inpu t le ft- in v a rian t co n tro l affine sy stem  is a control system with 
dynamics of the form 5(1, u) =  A +  u 1B 1 +  . . .  +  u*B*. Here A, B 1, . . . ,  B* are elements of
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the Lie algebra g and B 1, . . . ,  B* are linearly independent. The tra c e  of £  is r  =  im 5(1, ■), 
i.e ., the affine subspace r  =  A +  r 0 =  A +  (B1, . . . ,  B*). We say that £  is hom ogeneous 
if A G r 0, and inhom ogeneous, otherwise. £  is said to have full ra n k  if r  generates the 
entire Lie algebra, i.e ., the smallest Lie subalgebra Lie(r) of g containing r  coincides with g.

An adm issib le  co n tro l is a piecewise continuous map u(-) : [0,T] ^  R*. A tr a je c to ry  
corresponding to an admissible control u(-) is an absolutely continuous curve 0(0 : [0, T ] ^  G 
such that 0(t) =  5 (0(t),u (t)) for almost every t G [0,T]. By the Caratheodory existence 
and uniqueness theorem for ordinary differential equations, trajectories must exist (at least, 
locally). Furthermore, by the left-invariance of £, left translations of trajectories are also 
trajectories.

£  is called co n tro llab le  if there exists a trajectory joining any two points of G. We have 
the following necessary condition for controllability.

A .2.1 P ropo sitio n . (c f . [42]) Suppose  £  is controllable. T h e n  G is connected  and  £  has fu l l  
rank.

The a tta in a b le  se t from  0O G G, denoted Ag0, is defined as

Ago =  {0(T) : 0(-) : [0, T ] ^  G is a trajectory, 0(0) =  00}.

By left-invariance of £ , we have Ag0 =  0OA 1. We abbreviate A 1 as A. Controllability of £  
may be characterised in terms of A.

A .2.2 P ropo sitio n . ( [42]) £  is controllable i f  a n d  on ly  i f  A =  G.

Lastly, for the particular case of a completely solvable, connected and simply connected 
Lie group G, we have the following characterisation of controllability.

A .2.3 P ropo sitio n . ( [42]) Suppose  G is com ple te ly  solvable, connected  a n d  s im p ly  connected . £  
is controllable i f  a n d  only i f  Lie(r0) =  g.

A .3  O p t i m a l  C o n t r o l  o n  L ie  G r o u p s

Optimal control theory is the natural extension of the study of control systems. It provides 
tools for investigating optimal solutions to a control system with specified boundary condi­
tions, while minimising (or maximising) some (practical) cost. For our purposes, we shall only 
be concerned with the minimisation problem, with fixed time. The main references for this 
section are [7, 29, 31]. For subsections A.3.1 and A.3.2, we have also drawn upon [34, 29, 32].

Let £  =  (G, 5) be a left-invariant control affine system on a (real, finite-dimensional) 
connected matrix Lie group G. (See section A.2.) An (in v arian t) o p tim a l co n tro l p ro b lem  
associated to £  is specified by ( i ) the control system £ , ( i i ) a positive definite quadratic form 
X : R* ^  R (the cost function ) and (iii) boundary conditions, viz. an initial state 00 G G, 
a terminal state 01 G G and a fixed terminal time T  > 0. We write such an optimal control 
problem as

0 =  0 5(1, u), 0(0 : [0, T ] ^  G, u(-) : [0, T ] ^  R* (A.3.1)
0(0) =  00, 0(T) =  01, 00, 01 G G, T  > 0 fixed (A.3.2)

J (u (0 )  =  /  X(u(t)) dt ^  min. (A.3.3)
0
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(In fact, we may assume 00 =  1, since this can always be arranged by using a suitable left 
translation.) Explicitly, we wish to minimise the functional J (■) over trajectory-control pairs 
(0(-),u(-)) subject to the specified boundary conditions. Note that, in general, a solution to 
the optimal control problem is not guaranteed. (However, in special cases existence is assured; 
e.g., for the length-minimisation problem in Riemannian or sub-Riemannian geometry. See 
section A.4.)

A .3 .1  H a m il to n ia n  fo rm a lis m  o n  s y m p le c tic  a n d  P o is so n  m a n ifo ld s

Let M be a smooth manifold. A sy m p lec tic  s t ru c tu re  on M is a (smooth) nondegenerate 
bilinear two-form w on M. (By nondegenerate we mean that the bilinear form wg : Tg M x 
TgM ^  R is nondenegerate for every £ G M. That is, if wg(V, W ) =  0 for every W G TgM, 
then V =  0.) The pair (M,w) is called a sy m p lec tic  m anifold .

A P o isson  s tru c tu re  (or P o isson  b rack e t) on M is a bilinear, skew-symmetric map 
{■, ■} : C~(M) x C~(M) ^  C~(M) satisfying, for every F, G, H  G C~(M):

( i) the Jacobi identity: {F, { G ,H }} +  {G, {H, F }} +  {H, {F, G}} =  0;

(ii) {■, ■} is a derivation in each factor: {FG, H } =  F{G, H } +  {F, H}G.

(Note tha t C^(M ), together with the Poisson bracket {■, ■}, forms a Lie algebra.) The pair 
(M, {■, ■}) is called a P o isson  m anifold .

Let H  G C^(M) be a H am ilto n ian  fu n c tio n  and let w (resp. {■, ■}) be a symplectic 
form (resp. Poisson bracket) on M. We associate to H  a (smooth) vector field H , called a 
H a m ilto n ia n  v ec to r  field, as follows. For the symplectic case, H  is defined by

ug(H (£), V) =  d H (£) ■ V, £ G M, V G TgM. (A.3.4)

In the Poisson case, H  is defined by its action on smooth functions:

H [F] =  {F, H }, F  G C~(M). (A.3.5)

A triple (M, {■, -} ,H ), where H  G C^(M) is a Hamiltonian function, is called a H am ilto n - 
P o isson  system . If the Poisson manifold (M, {■, ■}) is fixed, we identify a Hamilton-Poisson 
system with its Hamiltonian function.

Every symplectic manifold (M, w) is a Poisson manifold. Indeed, define the Poisson bracket 

{F, G}(£) =  wg(F(£), G (£)), F, G G C~(M).

Then (M, {■, ■}) is a Poisson manifold. The converse, however, does not hold. (Indeed, 
for a Poisson manifold to be a symplectic manifold, we require that the Poisson bracket 
is nondegenerate. See, e.g., [34].) In the remainder of this section, we assume tha t we are 
working on a Poisson manifold (M, {■, ■}).

Given a Hamiltonian vector field H  on M, an in teg ra l cu rve  of H  is an absolutely 
continuous curve £(■) tha t satisfies the eq u a tio n s  o f m o tion , i.e ., £(t) =  H (£(t)). By 
the Caratheodory existence and uniqueness theorem for ordinary differential equations, there 
exists a unique solution to the Cauchy problem

£ ( t)=  H (£(t)), £(0) =  £0 g m .
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(As such, integral curves always exist locally.) H  is said to be co m p le te  if the domain of 
every integral curve can be extended to R.

C asim ir fu n c tio n s  are functions tha t Poisson-commute with every other function. That 
is, C G C^(M) is a Casimir function if and only if {C, F } =  0 for every F  G C^(M). 
Equivalently, we write C  =  0. If C is a Casimir function, then so is f  (C) for any function 
f  : R ^  R. Casimir functions are constants of motion of the system. (However, nontrivial 
Casimir functions are not guaranteed to exist; furthermore, they may not be defined globally.)

A.3.1 P ropo sitio n . (c f . [34]) L e t C be a C a s im ir  fu n c t io n  on  M. T h e n  C is co n sta n t along the  
in tegra l curves o f  every  H a m ilto n ia n  vec to r  field .

Another constant of motion is provided by the Hamiltonian function. This result is the 
so-called co n se rv a tio n  o f energy .

A.3.2 P ropo sitio n . (c f . [34]) L e t p(-) be an  in tegra l curve o f  H . T h en  H (p(t)) is co n s ta n t in  t.

Suppose M admits a (global) Casimir function C and let H  be a Hamiltonian vector field. 
Since C is a constant of motion, every integral curve p(-) of H  develops on the level set 
C -1 (c0), where c0 =  C(p(0)). Similarly, H  is a constant of motion (by the conservation of 
energy), and so p(-) develops on H -1 (h0), h0 =  H(p(0)). Thus p(-) evolves on the intersection 
C -1 (c0) n  H -1 (h0).

A .3 .2  L ie -P o is so n  s t r u c t u r e

Let g be a (real, n-dimensional) Lie algebra, with dual space g*. The (m inus) L ie-Po isson  
s tru c tu re  (or (m inus) L ie-P o isson  b rack e t) on g* is defined as

{F, G}(p) =  - ( a d d F(p) P, dG (p)) =  - (p , [dF(p), dG(p)]).

Here [■, ■] denotes the Lie bracket on g. (As dF(p) and dG(p) are linear functions on g*, they 
are elements of g** =  g.) A L ie-Poisson  space  is a pair (g*, {■, ■}), where {■, ■} is the minus 
Lie-Poisson bracket on g*; we denote g -  =  (g*, {■, ■}).

A lin ea r P o isson  a u to m o rp h ism  is a linear isomorphism ^  : g* ^  g* tha t preserves 
the Lie-Poisson bracket, i.e ., {F, G} o ^  =  {F  o ^ ,G  o ^}  for every F, G G C^(g*). The 
following result relates linear Poisson automorphisms to Lie algebra automorphisms.

A.3.3 P ropo sitio n . ( [34]) L e t g be a L ie  algebra a n d  le t ^  : g ^  g be a linear m ap . T he  m a p  ^  
is a L ie  algebra a u to m o rp h ism  i f  and  only i f  its  dual ^  =  ^* : g* ^  g* is a lin ea r P o isso n  
a u to m o rp h ism .

Let H  G C^(g*) be a Hamiltonian function. By equation A.3.5, we associate to H  a 
Hamiltonian vector field H . In coordinates, H  is given by H (p) =  addH(p) p. Consequently, 
we can write the equations of motion componentwise as pj =  - (p , [Ej, dH(p)]), i =  1 , . . . ,  n. 
where (Ei)™=1 is a basic for g.

A .3 .3  S y m p le c tic  s t r u c t u r e  o f  t h e  c o a d jo in t  o rb i t s

Let g* be the dual of a (finite-dimensional) Lie algebra g. The coadjoint orbits of G form a 
partition of g*. (See section A.1.4.) Furthermore, each orbit orb(p), p G g* admits a symplectic
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structure, i.e ., a nondegenerate bilinear two-form. ( [34] and [32] discuss this topic in detail.) 
In particular, this implies that the coadjoint orbits of G are even dimensional. Furthermore, 
the minus Lie-Poisson bracket, restricted to each coadjoint orbit orb(p), is exactly the Poisson 
structure induced by the symplectic structure on orb(p). Indeed, we have the following result.

A .3.4 T heorem . (C oadjoint  O rbit T heorem , [34]) L e t G be a L ie  group a n d  let orb(p0) be the  
coad jo in t orb it through  p0 G g*. T h en

wp(adX p, adY p) =  - (p , [X ,Y ])

fo r  all p G orb(p0) a n d  X, Y G g d efines a sym p lec tic  fo r m  on  orb(p0).

Furthermore, integral curves of a Hamiltonian vector field and Casimir functions are 
constant along the coadjoint orbits.

A .3.5 P ropo sitio n . (c f . [34]) L e t H  g C^(g*) be a H a m ilto n ia n  fu n c t io n  a n d  C G C^(g*) a 
C a sim ir  fu n c tio n .

( i ) I f  p(-) is an  in tegra l curve  o f  H  su ch  th a t p(0) G orb(p0) fo r  so m e  p0 G g, th en  p(t) G 
orb(p0) fo r  all t .

( i i ) C |orb(p) is co n s ta n t fo r  each p G g*.

A .3 .4  P o n t r y a g in ’s M a x im u m  P r in c ip le

Pontryagin’s Maximum Principle provides necessary conditions for optimality of solutions to 
an optimal control problem (A.3.1)-(A.3.2)-(A.3.3). We state the maximum principle in the 
language of the Poisson (in fact, symplectic) structure on the cotangent bundle T*G of G. Let 
g be the Lie algebra of G and let g* denote the dual space of g. We have the following result.

A .3.6 P ropo sitio n . (c f . [7]) T he co ta n g en t bundle m a y  be tr iv ia lised  fr o m  the le ft as T*G =  
G x g*. T h a t is, there ex is ts  a d iffe o m o rp h ism  $  : G x g* ^  T*G such  th a t

( i ) the d iagram

G x g*------ - --------> T*G

G
co m m u tes , i.e., n o $ (0,p) =  0. (H ere  n : T*G ^  G is the  canon ica l p ro jec tio n .)

( i i ) the m a p  $ (- ,0) : g* ^  TgG is a linear iso m o rp h ism  fo r  every  0 G G.

Accordingly, we identify the cotangent bundle T*G with G x g*. (The tangent bundle TG 
may be trivialised in a similar fashion. To wit, we have TG =  G x g. However, we shall not 
require this result.)

The cotangent bundle admits a canonical symplectic structure w. Indeed, let n : T*G ^  G 
denote the canonical projection tha t sends every cotangent vector to its base point. The 
ta u to lo g ica l one-form 9 is the map T*G ^  T*(T*G) defined by

9 : £ ^  9g G Tg*(T*G), (9g, n) =  (£,Tgn • n), £ G T*G, n G Tg(T*G).
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Using the trivialisation T*G =  G x g*, we have £ =  (0,p), where 0 G G and p G g*. Thus 
Tg(T*G) =  TgG x g*. Furthermore, using the identification (A.1.1), we have n =  (0X ,q), 
where X  G g and q G g*. Accordingly,

(0X ,q)) =  ((0,p),T (g,p)n • (0X ,q))
=  ((0,p ) ,0X ) =  (p ,X ).

Let w =  —d9, where (the differential) d9 is defined by its action on vector fields X, Y G 
Vec(T*G) as d9(X, Y ) =  X [(9, Y)] — Y [(9 ,X )] — (9, [X, Y]). Then w defines a (canonical) 
symplectic form on T*G. (See, e.g., [34]. Note tha t we have followed the same sign convention 
w =  —d9 of [34].) As such, by equation (A.3.4) we associate to every function H  G C^(T*G) 
a Hamiltonian vector field H . Furthermore, w induces a Poisson structure on T*G.

To the optimal control problem (A.3.1)-(A.3.2)-(A.3.3), we associate a family of con tro l- 
d e p e n d e n t H a m ilto n ia n  fu n c tio n s  (HU)uer , where HU : T*G ^  R is defined as

H U(£) =  (& 5 (0,u)) +  v x (u)
=  (p, 5(1, u)) +  vx (u ), £ =  (0,p) G T*G.

Pontryagin’s Maximum Principle is stated in terms of these Hamiltonians.

P ontryagin’s Maximum P rin ciple . Suppose  th a t the tra jec to ry-co n tro l p a ir  (0(-),u(-)), 
defined  over the in te rva l [0, T ], is a so lu tio n  fo r  the  o p tim a l contro l prob lem  (A.3.1)-(A.3.2)- 
(A.3.3). T h en  there ex is ts  a curve  £(•) : [0,T] ^  T*G w ith  £(t) G Tgg^G, t G [0,T] a n d  a real 
n u m b e r  v < 0 such  th a t the fo llo w in g  co n d itio n s  ho ld  fo r  a lm o st every  t G [0, T ]:

(v,£(t)) ^  (0, 0) (A.3.6)

£ ( t)=  T?U(t)(£(t)) (A.3.7)

HV(t) (£(t)) =  m axH « (£(t)) =  c o n s ta n t. (A.3.8)

An o p tim a l tr a je c to ry  0(-) : [0,T ] ^  G is the projection of an integral curve £(•) of 
the nonautonomous vector field H ^ .  A trajectory-control pair (0U),u(U) that satisfies the 
conditions (A.3.6), (A.3.7) and (A.3.8) is called an a b n o rm a l e x tre m a l if v =  0, and a 
n o rm al ex tre m al, otherwise. (In the latter case, v < 0 may be taken to have any strictly 
negative value. See, e.g., [42].)

For the optimal control problem (A.3.1)-(A.3.2)-(A.3.3), the maximality condition (A.3.8) 
of the Maximum Principle eliminates the control parameter u from the family of Hamiltonians 
( H ) ueR£. The result is a single, G-invariant Hamiltonian function H  defined on T  *G =  G x g *. 
The invariance of H  permits a reduction of the Poisson structure on T  G (induced by the 
canonical symplectic structure w) to a Poisson structure (the (m in u s ) L ie -P o is so n  s tr u c tu r e ; 
see section A.3.2) on the dual space g *. (For details of the reduction process, see [31].) 
Accordingly, we obtain a Hamiltonian function H  on g . The extremal controls of (A.3.1)- 
(A.3.2)-(A.3.3) are linearly related to the integral curves of H . As such, the investigation 
of the extremal controls is essentially reduced to the study of the Hamilton-Poisson system 
(g - ,H ).

Suppose the dynamics and cost function of the optimal control problem (A.3.1)-(A.3.2)- 
(A.3.3) are specified by 5(1, u) =  A +  u 1B 1 +  . . .  +  u^B^ and x(u) =  uTQu, respectively, 
where Q G R^x  is symmetric and positive definite. Form the matrix B  G Rnx  ̂ by taking the
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coordinate vector of Bj (with respect to a specified basis for g) for its ith column. We have 
the following result.

A .3.8 T heorem . ( [15, 17]) A n y  n o rm a l ex trem a l tra jec to ry-co n tro l p a ir  (0(-),u(-)) o f  (A.3.1)- 
(A.3.2)-(A.3.3) is g iven  by 0(t) =  5 (0(t),u (t)), u(t) =  Q -1 B Tp(t)T . H ere  p(-) is an  in tegral 
curve fo r  the H a m ilto n -P o is so n  s y s te m  on  g-  specified  by

H  (p) =  pA +  1 p B Q-1 B TpT, (A.3.9)

w here p is w r itte n  as a row  vec to r  ( in  te rm s  o f  the  dual basis o f  g ) .

The Hamiltonian function (A.3.9) on g is called the red u ce d  Hamiltonian. Furthermore, 
since Q is positive definite and B does not have full rank in general, it follows tha t B Q-1 B T 
is positive semidefinite. Consequently, H  is of the form

H  (p) =  Ha ,q (p ) =  (p, A) +  Q(p),

where A G g and Q is a positive semidefinite quadratic form on g - .
Lastly, from theorem A.3.8, the equations of motion for the (normal) extremal trajectory- 

control pair (0(•), u (•)) on T  *G take the form

f  p(t) =  H (p (t))
l 0(t) =  5 (0( t) ,u ( t) ) .

The first equation is called the v e rtic a l su b sy stem , whereas the second is the h o rizo n ta l 
su bsystem .

A .4  R i e m a n n i a n  a n d  S u b - R i e m a n n i a n  G e o m e t r y

Riemannian geometry is the study of manifolds admitting local notions (by means of a Rie- 
mannian metric g on the tangent bundle) of distance, curve length, angle, area, volume, etc. 
Sub-Riemannian geometry is a generalisation of Riemannian geometry, in tha t the metric 
g is restricted to a class of “admissible velocities.” We collect here some basic concepts of 
Riemannian and sub-Riemannian geometry. We draw from [37, 42].

Let G be a (real, finite-dimensional) connected matrix Lie group. A su b -R iem an n ian  
s tru c tu re  on G is a pair (D, g), where

( i) the d is tr ib u tio n  D is a smooth map that assigns to every 0 G G a vector subspace Dg 
of TgG.

(ii) g is a su b -R iem an n ian  m e tric , i.e ., for every 0 G G, gg : Dg x Dg ^  R is a (positive 
definite) inner product.

(We assume the dimension of Dg does not depend on 0, i.e ., D has constant rank.) If 
Dg =  TgG for every 0 G G, then (D, g) is called a R ie m a n n ia n  s tru c tu re , and abbreviated 
to g. (However, we shall continue to include Riemannian structures as a special case of 
sub-Riemannian structures in the following discussion.)
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A sub-Riemannian structure (D, g) is said to be le ft- in v a rian t if it is invariant under 
left-translations:

ThLg ■ Dh =  Dgh and ggh(ThLg ■ X, ThLg ■ Y) =  gh(X, Y)

for every 0, h G G and X, Y G Dh. (Here Lg : G ^  G denotes the left multiplication map 
Lg (h) =  0h.) For a left-invariant distribution D of rank ^, there exist left-invariant vector fields 
X 1, . . .  ,X^ such that Dg =  (X1(0) , . . .  ,X^(0)) for every 0 G G. Using the identification of 
left-invariant vector fields with elements of the Lie algebra (section A.1.2) , we may (uniquely) 
specify a left-invariant sub-Riemannian structure (D, g) by selecting a subspace D i of the Lie 
algebra and defining an inner product g1 on that subspace. (The structure is then extended 
to every point in G by means of left translations: Dg =  0 D1 and gg(0X, 0Y) =  g1(X, Y ), 
where X, Y G D 1.) We shall assume all sub-Riemannian structures under consideration are 
left-invariant.

An absolutely continuous curve 0(-) : [0,T] ^  G is called h o rizo n ta l if 0(t) G Dg(t) for 
almost every t G [0,T]. We say tha t D is b ra c k e t-g e n e ra tin g  if Lie(D1) =  g. We have the 
following result concerning bracket-generating distributions.

A.4.1 T heorem . (C how-R ashevskii, c f . [37]) L e t D be a bracket-genera ting  d is tr ib u tio n  on  a 
connected  L ie  group  G. T h en  a n y  tw o p o in ts  o f  G can be jo in e d  by a h o r izo n ta l curve.

The le n g th  ^(0(-)) and en erg y  J ( 0(-)) of a horizontal curve 0(-) : [0,T ] ^  G are defined
as

rT rT
^(0 (') ) ^ ^  ygg(t)(0(t),0(t)) dt and J ( 0 (')) =  y  gg(t)(0(t),0(t))

respectively. The length of 0(-) is invariant under reparametrisation; the energy is not. The 
C a rn o t-C a ra th e o d o ry  d is ta n ce  d(01,02) between 01,02 G G is the infimum of lengths of 
all horizontal curves joining 01 to 02. That is,

d(01,02) =  inf W 0(-)) : 0(-) : [0,T] ^  G is a horizontal curve, 0(0) =  01, 0(T) =  02} .

By the Chow-Rashevskii theorem (theorem A.4.1), d(-, ■) is well-defined, continuous and finite 
and induces on G the original topology. Furthermore, (G,d) is a metric space.

A m in im ising  geodesic  (or simply geodesic) of (D, g) is a horizontal curve 0(-) : 
[0,T] ^  G such tha t d(0(0) ,0(T)) =  C(0(-)). The su b -R iem an n ian  p ro b lem  involves 
finding the geodesics of a given sub-Riemannian structure. (Similarly, the R ie m an n ian  
p ro b lem  concerns the Riemannian geodesics.) The (sub-)Riemannian problem may be stated 
as follows:

0(t) ^ g ^  0(-) :[0 ,T ]  ^  G
0(0) =  00, 0(T) =  01, 00,01 G G, T  > 0 fixed

% (•))  =  J  ^g g (t)(0(t),0(t)) dt ^  min.

Explicitly, we wish to determine those horizontal curves tha t minimise the length between 
specified points 00 and 01 in G in a fixed time T  > 0. Should it exist, such a minimising curve 
is exactly the geodesic between 0O and 01. The following theorem guarantees existence (at 
least, locally) of minimising geodesics.
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A.4.2 T heorem . ( [37]) I f  G is connected  a n d  D is bracket-genera ting , th en  a n y  p o in t  0 G G is 
con ta in ed  in  a neighbourhood  U su ch  th a t every  h G U can be connected  to  0 by a m in im is in g  
geodesic.

We may write the sub-Riemannian (and Riemannian) problem as an optimal control 
problem on G. (Section A.3 discusses optimal control theory on Lie groups.). Indeed, suppose 
(D, g) is a bracket-generating sub-Riemannian structure on G. Since D is left-invariant, the 
condition 0(t) G Dg(t) may be written as

0(t) =  0(t)(u1(t)E1 +  . . .  +  u^(t)E^),

where ui (-) : [0,T] ^  R, i =  1 , . . .  ,^ are admissible controls and (Ei)™=1 is a basis for the Lie 
algebra of G. Consequently, by the left-invariance of the sub-Riemannian metric g, we have

gg(t)(0(t),0(t)) =  gg(t)(0(t)(u1 (t)E 1 +  ' ' '  +  u f(t)E f) ,0(t)(u1(t)E 1 +  ■ ■ ■ +  u f(t)E f))
=  g1 (u1(t)#1 +------ + u^(t)E^,U1(t)E1 +-------+ u^(t)E^)

=  U1(t)2 +  . . .  +  Uf(t)2.

Lastly, we have the following result.

A .4.3 P ropo sitio n . (c f . [37]) I f  the  f in a l tim e  T  > 0 is fixed , a h o r izo n ta l curve  0(-) : [0, T ] ^  G 
is a m in im is e r  o f  J (■) i f  a n d  only i f  i t  is a m in im is e r  o f  ̂ (-) a n d  has c o n s ta n t speed.

Hence, we may minimise the energy functional, rather than the length. (The energy is 
a smooth function, which simplifies the analysis.) Consequently, we may write the sub- 
Riemannian problem as the following optimal control problem:

0 =  0(«1#1 +  . . .  +  u E )  0(-) : [0, T  ] ^  G, u(-) : [0,T ] ^  R^
0(0) =  00, 0(T) =  01, 00,01 G G, T  > 0 fixed

(  T
J  («(•)) =  /  u 1(t)2 +  . . .  +  u^(t)2 dt ^  min.

0

In general, this optimal control problem admits two types of extremal trajectories, the ab­
normal trajectories and the normal trajectories (see section A.3.4). A geodesic 0(-) is called 
n o rm a l (resp. ab n o rm a l) if it is the projection of a normal (resp. abnormal) extremal of 
the above optimal control problem. (There are no abnormal extremals for the Riemannian 
problem, hence all geodesics are normal. See e.g., [37].)

A .5  S t a b i l i t y  o f  D y n a m i c a l  S y s t e m s

We review some concepts of (nonlinear) stability theory and spectral stability on Poisson 
manifolds (see section A.3.1), and cite a result for proving the nonlinear stability of systems. 
Our definitions in this section draw from [39, 34].

Let (M, {■, ■}) be a (smooth) Poisson manifold and let X  G Vec(M) be a smooth vector 
field. An e q u ilib riu m  p o in t of X  is a point ze G M such tha t X (ze) =  0. The unique 
integral curve £(•) of X  starting at the point ze is constant, i.e ., {(t) =  ze for all t. The
stability analysis of equilibria concerns the behaviour of integral curves starting near the 
equilibrium points. We say tha t an equilibrium point ze of X  is
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( i) L yapunov  s tab le  (or simply stab le) if for every neighbourhood U of ze there exists a 
neighbourhood V C U of ze such that, for every integral curve {(■) of X  with {(0) G V , 
we have {(t) G U for all t > 0.

( i i ) L yapunov  u n s ta b le  (or simply u n s tab le ) if it is not Lyapunov stable. That is, there 
exists a neighbourhood U of ze such that, for every neighbourhood V C U of ze, there 
exists an integral curve {(■) of X  with {(0) G V and {(t1) G U for some t 1 > 0.

(iii) sp e c tra lly  s tab le  if all eigenvalues of the linearised dynamical system D X (ze) have 
non-positive real parts.

( i v ) sp e c tra lly  u n s ta b le  if it is not spectrally stable.

In this thesis, we shall not be concerned with spectral stability p er se . However, the following 
result permits us to prove Lyapunov instability by means of spectral instability.

A.5.1 P ropo sitio n . (c f . [34]) I f  an  equ ilibrium  p o in t is (L y a p u n o v ) stable, th en  i t  is spectra lly  
stable.

Let H  G C^(M) be a Hamiltonian function. The en e rg y -C asim ir m e th o d  (see, e.g., 
[34]) provides sufficient conditions for stability of an equilibrium point ze G M of H . To wit, 
suppose there exists a constant of motion C such tha t d (H  +  C)(ze) =  0 and d 2(H  +  C)(ze) is 
positive definite. Then ze is stable. (By a constant of motion we mean a function C G C^(M) 
such tha t {C, H } =  0.) The authors of [38] have extended the energy-Casimir method, to the 
effect that we need only check the definiteness of d 2 (H  +  C)(ze) on a certain subspace. We 
state the result here.

A.5.2 P ropo sitio n . (c f . [38]) L e t H  be a H a m ilto n ia n  vec to r  fie ld  on  M corresponding  to  a 
H a m ilto n ia n  fu n c t io n  H  G C^(M ). L e t ze be an  equilibrium  p o in t o f  H  a n d  C1, . . .  ,C k G 
C~(M) conserved  q u a n titie s  o f  H , i.e., {C j,H } =  0 (i =  1 , . . . ,k ) .  A s s u m e  there ex is t con­
s ta n ts  A0, . . . ,  Ak G R su ch  th a t

d (A0H  +  A1C1 +  ■ ■ ■ +  Afc Ck )(ze) =  0

and  the quadratic fo r m

d2(A0H  +  A1C 1 +  ■ ■ ■ +  AkCk)(ze) | w xff

is p o s itiv e  d e fin ite  w ith

W =  ker dH (ze) n  ker d C 1(ze) H . . .  fl ker dC k(ze).

T h en  ze is (L y a p u n o v ) stable.

A . 6  J a c o b i  E l l i p t i c  F u n c t i o n s

The Jacobi elliptic functions are a class of elliptic functions obtained by inverting certain ellip­
tic integrals. These functions find application in numerous areas of mathematics, particularly 
geometry and mechanics. The following exposition draws from [8, 35].
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A .6 .1  D e f in it io n  a n d  b a s ic  p r o p e r t i e s

Let k G (0,1) and k! =  \/1 — k2 (k is called the m odu lus, whereas k! is called the com ple­
m e n ta ry  m odu lus). The Jacobi elliptic functions sn(-,k), cn(-,k) and dn(-,k) are defined 
to be the solutions to the following initial value problem:

{x =  yz (  sn(0,k) =  x(0) =  0
y =  —zx < cn(0, k) =  y (0) =  1

z =  —k2xy [ dn(0, k) =  z(0) =  1.

From the above system of differential equations, we get the following derivative formulae:

d
— sn(t, k) =  cn(t, k) dn(t, k) (A.6.1)
d
— cn(t, k) =  — dn(t, k) sn(t, k) (A.6.2)
d
— dn(t, k) =  —k2 sn(t, k) cn(t, k). (A.6.3)

Limiting k ^  0 or k ^  1, we recover the usual trigonometric and hyperbolic functions, 
respectively. Indeed, as k ^  0, we have sn(-,k) ^  sin(-), cn(-,k) ^  cos(-) and dn(-,k) ^  1. 
As k ^  1, sn(-, k) ^  tanh(-), cn(-, k) ^  sech(-) and dn(-, k) ^  sech(-).

In addition to the three basic Jacobi elliptic functions sn(-,k), cn(-,k) and dn(-,k), we 
define the following reciprocals and ratios (these are written in the so-called “Glaisher nota­
tion”):

ns(-, k) =  

sc(-, k) =  

cd(-, k) =

1
sn(-, k) 
sn(-, k) 
cn(-, k) 
cn(-, k) 
dn(-, k)

nc(-, k) =  

sd(-, k) =  

ds(-, k) =

1
cn(-, k) 
sn(-, k) 
dn(-, k) 
dn(-, k) 
sn(-, k)

nd(-, k) 

cs(-, k) 

dc(-, k)

1
dn(-, k) 
cn(-, k) 
sn(-, k) 
dn(-, k) 
cn(-, k) ’

The Jacobi elliptic functions can also be defined in terms of the inverse of a particular 
elliptic integral. The e llip tic  in te g ra l o f th e  first k ind  is defined as

^ dt 

^ 1  — k2 sin2 1

For a fixed modulus k, the co m p le te  elliptic integral of the first kind is the constant K  =  
F (2 ,k). Similarly, the e llip tic  in te g ra l o f th e  second  k ind  is

F  (^ ,k) =  j  
0

E ( ^ ,k ) =  f  a/  1 — k2 sin2 1 dt 
0

and the co m p le te  elliptic integral of the second kind is E  =  E (2, k). The Jacobi am p litu d e  
fu n c tio n  am(-,k) is defined to be the inverse of F (-,k ), i.e ., am(-,k) =  F (- ,k )-1 . Then we 
have

sn(-, k) =  sinam(-, k) cn(-, k) =  cosam(-, k) dn(' ,k) =  \ / 1 — k2 sin2 am(-, k) .
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The basic elliptic functions sn(-, k), cn(-, k) and dn(-, k) have the following periodicity and 
parity properties: sn(-,k) and cn(-,k) have period 4K , whereas dn(-,k) has period 2K . On 
the other hand, sn(-, k) is an odd function and cn(-, k), dn(-, k) are even functions.

Lastly, we present several formulae for the Jacobi elliptic functions, as well as the elliptic 
integral E(-, k). (See [8] for a more comprehensive collection of formulae; we state only those 
used in this thesis.) Firstly, we have the following square relations:

k2 sn2(x, k) +  dn2(x, k) =  1,2

sn2(x, k) +  cn2(x, k) =  1 
k2 cn2(x, k) — dn2(x, k) +  (k ')2 =  0.

Secondly, the integral formulae for elliptic integrals

T  dt
lb y / (a2 — t2)(t2 — b2)'
f a ________df________

L  / (a2 — t2)(t2 — b2)'

l a y / (t2 — a2)(f2 — b2)'
df

dt
a2 + 12 

dt
a2 — t2 

dt
a2 — t2

(A.6.4)

(A.6.5)
(A.6.6)

1 nd- ia
j X
l b,

va2-
a

V2 j ''5s
VIVI-o (A.6.7)

1 dn- ia
/ X
U  ,

va2-
a

V2 j "s'
VI5SVI-o (A.6.8)

1 dc- ia
/ X
la , b )a

TTVIeV-o (A.6.9)

i
Va2 +b2'

nc-- i f  X 
1“ b ), Va2+b2' ) (a < x) (A.6.10)

ry) formulae for “degenerate” elliptic integrals:

tan - i (a ) (A.6.11)

coth- i (a ) (t2 > a2) (A.6.12)

tanh- i (a ) (t2 < a2) (A.6.13)

X

a

a

a

a

Finally, we have the following two integral formulae for dn2(-,k) and sn(-,k) (these are used 
for finding expressions for the Riemannian and sub-Riemannian geodesics on SE(1,1); see 
chapter 5):

dn2(t, k) dt =  E(am (x, k), k) 

sn(t, k) dt =  k ln [dn(t, k) — k cn(t, k)]

0

A .6 .2  R e d u c t io n  to  s t a n d a r d  fo rm

(A.6.14)

(A.6.15)

In this thesis we use the Jacobi elliptic functions to solve differential equations of the form 

x2 =  X i X 2 =  (a ix2 +  2bix +  ci)(a2x2 +  2b2x +  c2),
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where ai ,bi ,ci e  R (i =  1,2). We assume that the roots of either quadratic do no interlace. 
Separating variables, we have

dx dx
/  (a ix 2 +  bix +  ci)(a2x2 +  b2x +  c2)'

±dt. (A.6.16)

We shall discuss how to rewrite the integral on the left-hand side in a form to which one of 
the integral formulae given in section A.6.1 will apply. Consider the polynomial X i — AX2. 
This will be a perfect square (in x) if and only if

(ai — Aa2 )(ci — AC2) =  (bi — Ab2)2. (A.6.17)

Denote the roots of (A.6.17) by Ai , A2. Then there exist r i , r 2 e  R such that

X i — AiX2 =  (ai — Aia2)(x — r i ) 2 and X i — A2X 2 =  (ai — A2a2 )(x — r 2)2.

(The roots Ai and A2 are real and distinct, unless a i b2 =  a2bi , whereupon X i =  a i (x—r i )2+ B i 
and X 2 =  a2(x — r2)2 +  B2.) Solving for X i and X 2, we can express

X iX 2 =  [Ai(x — r i ) 2 +  B i(x  — r 2)2] [A2/  — r i ) 2 +  B2/  — r 2)2] .

Here

Ai Ai(ai — Aia2)
A2 — Ai

Bi Ai(ai — A2 a2)
A2 — Ai

A2
ai — Aia2 

A2 — Ai ’
B2

ai — A2 a2 
A2 — Ai

Thus we have the integral
dx dx

VX iX2 / [ A i( x  — r i ) 2 +  B i(x  — r 2)2] [A2(x — r i ) 2 +  B2(x — r 2)2]'

Assume Ai ,A 2 =  0. Make the change of variables u =  X—r j . We have x
2

dx =  / _ _ /  du. Accordingly, (A.6.18) becomes

(A.6.18) 

/ / i i  and

(u — 1)2

(r i — r 2) du

Ai( r2u—ri 
u_i r i ) 2 +  B i( r2U—/ r2)2 A2( r2u—ri 

u—i r i ) 2 +  B 2( ̂ / —f 1 r2)2
1

(r i — r 2) du

(u — 1)2 /  (rU—12)4 (A iu2 +  B i)(A 2u2 +  B 2) 
du

(ri — r2) /  (A iu2 +  B i)(A 2u2 +  B2)' 
du

(ri — r 2/ /  ctA i A2' 'a  (u 2 +  f i ) (u 2 +  f )'

(Here a  =  sgn(AiA2).) Consequently, the separable equation (A.6.16) may be written as
du

a  (u 2 +  f ^ )  (« 2 + f t )

=  ± ( r i  — r 2) / aA iA 2 dt.

The left-hand side of this equation is now in a suitable form for the use of the integral 
formulae (A.6.7), (A.6.8), (A.6.9), (A.6.10) or similar. ( [8] provides a more comprehensive 
list of integral formulae that may be employed.)
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M athem atica Code

In this chapter we list the Mathematica 
code that was developed for many of the cal­
culations performed in this thesis.

Text in bold is the actual Mathemat­
ica code. The non-bold text in a smaller 
size is output from the preceding block of 
code. (However, in several places we have sup­
pressed the output. In particular, we do not 
display any of the graphical output.)

B .1  S e m i - E u c l i d e a n  G r o u p

MF:=MatrixForm;
FS:=FS;
Plot the Casimir function C(p) = pi — p2, as well as 
the intersection of the Casimir level set with a speci­
fied level set of the given Hamiltonian function 
Ca[c_, h_] : =

ParametricPlot3D[
Which[

Abs[c] <  10- 5 , {
{0 ,0 ,z},
{0, —0,z}

},
c> 0 , {
{ / c Cosh[0], J c Sinh[0],z},
{— J c  Cosh[0] , — J c  Sinh[6],z }

},
c <  0 , {
{ J —cSinh[0], J —c Cosh[6],z},
{— J —c Sinh[0] , — J —c Cosh[0],z}

}],
{0, —3 , 3}, {z, —3 , 3} ,Mesh ^  4];

Int[c_ , h_, hfn_] :=Module[{In t1 , In t2 },
In t1  =  Which[

Abs[c] < 10- 5 ,
{0 ,0 ,z} /.S o lve[h fn [0,0, z] = =  h, {z}] ,

c> 0,
{ J c Cosh[6], Jc Sinh[6], z }
/ .S o lv e [h fn [ JcCosh[6], JcSinh[6], z]

= =  h, {z }], 
c< 0,

{ J —cSinh[6], J —cCosh[0],z}
/.S o lve[h fn [ J —cSinh[0], J —cCosh[0], z]

= =  h, {z }]
];
In t2  =  Which[

Abs[c] <  10- 5 ,
{0, —0 ,z }/.So lve[hfn[0 , —0 ,z] = =  h, {z }], 

c >  0,
{— Jc Cosh[0], — Jc Sinh[0], z }
/ .S o lv e  [hfn [— Jc Cosh[0], — Jc Sinh[0], z]

= =  h, {z }], 
c <  0,

{— J —c Sinh[0], — J —c Cosh[0], z }
/ .S o lv e  [hfn[— J —c Sinh[0], — J —c Cosh[0], z]

= =  h, {z }]
];
ParametricPlot3D[{Int1 , In t2}, {0, —3 ,3 }, 

P lo tS ty le  ^  D irective[T hick, Black]]

Opts =  {Axes ^  True, BoxRatios ^  {1 ,1 ,1 } , 
PlotRange ^  { { —3,3}, {—3,3}, {—3,3}},
Boxed ^  F alse , ImageSize ^  Small,
AxesLabel ^  {"£1", ME | ”, " £ |" } ,
L abelStyle ^  Directive[Medium],
AxesEdge ^  {{1, —1}, {1, —1}, {1, —1}}, 
FaceGrids ^  { { —1 ,0 ,0 } , {0, —1,0}, {0 ,0 , — 1}}, 
T ick sS ty le  ^  Directive[Medium], 
V iew V ertical ^  {0 ,0 ,1 } ,
ViewPoint ^  {n, f-, H }};

lie[X_ , Y_] := S im p lify [X Y — Y.X];
soph[X_, Y_] :=Simplify@Minv@lie[M  ®®X, M  ®®Y];

167



168 B.1. Semi-E uclidean  G roup

A  0 0 \
m[x_, y_, 0_] := l x  Cosh[0] Sinh[0] I ;

\ y  Sinh[0] Cosh[o]y 
0 0 0

M[x_,y-,0_]: = l x  0 Ol ;
y O 0

minv[MM_] :={MM[[2,i]] , , ArcSinh[MM[[2,3]]]};
B asis =  M  ®®IdentityMatrix[3][[#]]&/®Range[3]; 
{E1, E2, E3} =  Basis;

TBase =  Table [Ei, {i, 3}];
CRs =  Partition[TBase.M inv@ lie[

B a s is [[#[[i]] ]],
B a s is [[#[[2]] ]]]&

/®Tuples [Range [3], 2], 3];
TableForm[CRs, TableHeadings — {TBase, TBase}]

£1 £2 £3Ei 0 0 -£2£2 0 0 -£1£3 £2 £1 0
exp =  MatrixExp[M [x, y, O]]; 
exp //FS//M F

MF/®Simplify@Eigenvectors[^[x, y, v, w, 1]] 
MF/®Simplify@Eigenvectors[^[x, y, v, w, —1]]

1 —2x+x2 —y2w—wx+vy1 —2x + x2 —y2
1

v — vx — wy \—1+x2—y2w + wx + vy— 1 + x2—y21 /

 ̂— x + Jx2 — y2' ^
y1

V 0 /

( H + to 1 to

y1
K 0

B .1 .2  A d jo in t  o r b i t s

AdjOpts =  {Axes — True, BoxRatios — {1 ,1 ,1 } , 
PlotRange — { { —n, n }, {—n, n }, {—n, n }}, 
Boxed — F alse , ImageSize — Small, 
L abelStyle — Directive[Medium],
AxesEdge — {{1, —1}, {1, —1}, {1, —1}}, 
FaceGrids — { { —1 ,0 ,0 } , {0, —1,0}, {0 ,0 , — 1}}, 
T ick sS ty le  — Directive[Medium],
AxesLabel — {" £ 1 ", " £ 2", " £3"} , 
V iew V ertical — {0 ,0 ,1 } ,
ViewPoint — { n ,n  1° i 31} } ;

Limit[exp,O — 0]//S im plify//M F
I 1 0 0  \y(-i+cosh[e])+xsini,[e] Cosh[e] s.nh[e]
\ x(—1+Cosh[e])+ySinh[e] Sinh[e] Cosh[9]/
I I 0 0\x 1 0
\y 0 1/

ad[x_, y_ ,0_]: =
With[{X =  M  [x,y,O]},
(Minv@lie[X, #]&/®{E1, E2, E3})T//S im p lify ];  

Ad[x_, y_ ,0_]: =
With[{g =  m[x,y,O]}, 
(Minv[g.#.Inverse[g]]&/®{E1, E2, E3})T 

//S im p lify ];

B .1.2 .1  X  =  0

g =  m[v,w,tf];
X  =  M  [0,0,0];

AdjTypel =  Show[ListPointPlot3D[{{0,0 ,0 }} , 
P lo tS ty le  — D irective[B lack , 

P oin tS ize  [Medium]]], AdjOpts]

B .1.2 .2  6 =  0, x2 =  y2

ad[x, y, O]//MF 
Ad[x,y,O]//MF

0 9 -y9 0 -x0 0 -0
Cosh [9] Sinh[9] -ySinh [9] Cosh[9] -x0 0 1

Eigenvalues[ad[x, y, 0]]
{0, -9, 9}

B .1 .1  A u to m o rp h is m s

^[x ■-, v - , w_, k-]:
x y v
cy ex w
0 0

X  =  Minv[x1E1 +  x2E2 +  x3E3];
Y  =  Minv[y1E1 +  y2E2 +  y3E3];
^  =  ^[x,y,v,w ,<?];
^.soph[X, Y] — soph[^.X, ^.Y]

//S im p lify  [#,<j2 = =  1] &//MF
0 0 0

g =  m [v,w,#];
X  =  M  [x,y, 0];

l  xCosh[$] + ySinh[$] \I yCosh[$] + xSinh[$] I
0

AdjType2 =  Show[
Map[v — With [{x  =  V[M], y =  v [M]} ,

ParametricPlot3D[{xCosh[#j +  ySinh[$], 
yCosh[$] +  xSinh[#], 0}, {#, —5,5}, 
{ lo t S t y le  — D irective[T hick, Black]]], 
{ { —2.5, —1}, {—1.5, —0.5}, {—1, —2.5}, 
{—0.5, —1.5}, {0.5,1.5}, {1,2 .5}, {1.5,0.5}, 
{2 .5 ,1 }}], AdjOpts]

B .1.2 .3  6 =  0, x — y =  0 (so x2 =  y2)
g =  m[v,w,tf];
X  =  M  [x,x, 0];

l x(Cosh[$] + Sinh[$]) \I x(Cosh[$] + Sinh[$]) I
0

AdjType3a =  Show[ Map[x —
Param etricPlot3D[{xt,xt, 0}, {t, 0 .1 ,3},
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P lo tS ty le  — D irective[Thick,Black]], 
{ -3 ,3 } ] ,  AdjOpts]

P lo tS ty le  — D irective[B lack ,
P o in tS ize  [Medium]]], CoadjOpts]

B .1 .2 .4  Q =  0, x +  y =  0 (so x2 =  y2
g =  m [v ,w ,$ ];
X  =  M [x, - x ,  0];

x(Cosh[$] — Sinh[$]) x( — Cosh[$] + Sinh[$])0
AdjType3b =  Show[ Map[x —

Param etricPlot3D[{xt, —xt, 0 } , {t, 0.1, 3 } , 
P lo tS ty le  — D irective[T hick , Black]], 
{—3 , 3}], AdjOpts]

B .1 .2 .5  Q =  0

g =  m [v,w,0];
X  =  M  [x,y,0];

— w0 + xCosh[$] + ySinh[$]— v0 + yCosh[$] + xSinh[$]0
AdjType4 =  Show[ Map[0 —

Param etricPlot3D[{t, s, 0}, {s, —n, n}, 
{t, —n, n }, Mesh — 5,
P lo tS ty le  — Directive[Nest[Darker, 

RGBColor[154,209,255], —0 — 1]]], 
{—3, —2, —1}], AdjOpts]

B .1 .2 .6  P lo t all ad jo in t o rb its  to g e th e r
Show[AdjType1, AdjType2, AdjType3a, AdjType3b, 

AdjType4, AdjOpts]

B .1 .3  C o a d jo in t  o r b i t s
CoadjOpts =  {Axes — True, BoxRatios — {1, 1, 1}, 

PlotRange — {{—n ,n}, {—n ,n}, {—n,n }},
Boxed — F a lse , ImageSize — Sm all,
L abelStyle — Directive[Medium],
AxesEdge — {{1, —1}, {1, —1}, {1, —1}}, 
FaceGrids — {{—1, 0 , 0}, {0 , —1, 0}, {0 , 0 , —1}}, 
T ick sS ty le  — Directive[Medium],
AxesLabel — { "E i ", "E2", "E3"} ,
V iew V ertical — {0 , 0 , 1},
ViewPoint — {n ,n , 20000 } } ;

B .1.3 .1  x =  y =  0

( Cosh[$] Sinh[tf] —w \
Sinh[tf] Cosh[tf] —v 1 //MF

0 0 1 J
0 0 0

CoadjType1 =  Show[
L istPointP lot3D [{{0 , 0 , —3}, {0 , 0 , —2},
{0 , 0 , —1}, {0 , 0 , 0}, {0 , 0 , 1}, {0 , 0 , 2}, {0 , 0 , 3}},

B .1 .3 .2  x2 =  y2

(Cosh|tf| Sinh[#] —w N
Sinh[#j Cosh[$] —v I //MF

0 0 1 /
xCosh[$] + ySinh[$] yCosh[$] + xSinh[$]— wx — vy + 0

CoadjType2 =  Show[
Map[u — With [{x  =  U[[i]], y =  U[[2]]} , 
ParametricPlot3D[{xCosh[#] +  ySinh[#],

yCosh[tf] +  xSinh[#],t}, {tf, —3,3}, {t, —n ,n } , 
Mesh — 6]],

{ { —2.5, —1}, {—1.5, —0.5}, {—1, —2.5},
{—0.5, —1.5}, {0.5,1.5}, {1,2 .5}, {1.5,0.5},
{ 2 5 ,1 } } ] ,  CoadjOpts]

B .1.3 .3  x — y =  0 (so x2 =  y2)

(Cosh[tf] Sinh[tf] —w \
Sinh[tf] Cosh[tf] —v 1 //MF

0 O l /
x(Cosh[$] + Sinh[$]) x(Cosh[$] + Sinh[$])— vx — wx + 0
CoadjType3a =  Show[ Map[x —

Param etricPlot3D[{xt, xt, s} , {t, 0.1, 3},
{s, —n, n }, Mesh — 5],{—3,3}], CoadjOpts]B .1 .3 .4  x +  y =  0 (so x2 =  y2)

(Cosh[tf] Sinh[tf] - w
Sinh[$] Cosh[$] —v I //MF

0 0 1 J
x(Cosh[$] — Sinh[$]) x( —Cosh[$] + Sinh[$]) vx — wx + 0

CoadjType3b =  Show[ Map[x —
Param etricPlot3D[{xt, —x t ,s } , {t, 0.1, 3 } ,

{s, —n, n } , Mesh — 5],{—3 , 3}], CoadjOpts]

B .1.3 .5  P lo t all coad jo in t o rb its  to ­
g e th e r

Show[CoadjType1, CoadjType2, CoadjType3a, 
CoadjType3b, CoadjOpts]

B .2  L - E q u i v a l e n c e

B .2 .1  (1 ,1 )-a ff in e  s u b sp a c e s

B .2 .1 .1  E 3*( r )  =  {0}

With
,{ r = ( ?  ? ) }
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With

al a2
al2-a22 al2-a22a2 al
~ al2-a22 al2—a22

0 0

ON
0 I T //S im p lify //M F

B .2.1 .2  E 3*(r) =  {0}

With

With
, { r = ( H ) }bl b2
r bl2-b22 -  bl2-b22

Sign[a3]b2 Sign[a3]bl
— bl2-b22 bl2-b22

N 0 0

//S im plify //M F

0 10 0
a3Sign[a3] 0

B .2 .1 .3  r

r

(1,1)

With

{(

( n  = ( 0 1 ) ,F2 = ( 0 1 ) } ,
[  V a  0 )  V ap 0 /  J

{( x y A  }
( <jy w I .n , r2 N //S im p lify

V 0 0 ^va x wa yq aq 0
0 1  0 0  ap 0 )}

With
■{ ( a l  b l 1 ) }

A \ 0  i  0)

71 0 —b 1\
0 1 —b2 I .r / /S im p lify  [# , a 2 = =  l] &

l0  0 1 /

//MF

al 0 1a2 0 a0 1 0

With {  ( a 1 0 1) }

( V0 1 0)
al a2

al2-a22 — al2-a22aa2 aal
— al2-a22 al2-a22

0 0
.r

/ /S im p lify  [ # ,a 2 = =  1] &//MF

/1 0 al—a2<2 \al2 —a220 0 al9~a2<2al2 — a22
0

With

0 7

{ r = ( ?  0 0) } '
^  0 0)  ' 0 i  0 I .r//S im plify //M F
0

a2
0

B .2.2.2 E 3(r) =  {0}, E 1+ E 2, E i - E 2 e  r 0

With

71 0 —c 1 \
0 1 — c2 I .r//MF
0 0 1

2 a is n o t L -equ ivalen t to
(1,1)
2 ,a'

al bl 0a2 b2 00 0 1

With

bl b2
bl2 - b22 bl2 - b22b2 bl
bl2 - b22 bl2 - b22
0 0

//S im plify //M F

/ albl —a

B .2 .2  (2 ,1 )-a ff in e  su b sp a c e s

B .2 .2 .1  E 3*(r) =  {0}, E 1 +  E 2 e  r 0 and  
E 1 -  E 2 e  r 0

1 0  
0 0  
0 1)

B .2 .2 .3  E 3(r) =  {0}

With
,{ r = (i  0 0) }

al 0a2 a21 0 00 0 1

bl b2a2bl alb22 2bl b2
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1 0 0

1 °
Sign[a3] 0 .r//MF

0

(  0ya3Sign[a3]

0 Sign[a3]y
1 0 )0 Sign[a3] 10 0

B .2.2 .4 r 32«1} is no t
r (2>1)
1 3,«'

L -equivalen t

With

{(

, r 2  =

MF/® T 1, T2 j  //S im p lify

va x y \ / 0
wa y$ x$ I • I 0â  0 0 J \ap

1 0) 0 1 0 0

B .3  C l a s s i f i c a t i o n  o f  Q H P  
S y s t e m s

B .3 .1  H o m o g e n e o u s  s y s te m s

Q
a1 b1 b2
b1 a2 b3
b2 b3 a3
1 0

0b
0 - 1 0 )
0 0 0

pp =  {p i,P 2 ,P 3};

B .3.1 .1  a3 =  0 an d  a 1 +  a 2 =  0
Since a3 = 0 we have b2 = b3 = 0 (principal minors 
must be nonnegative, since Q is PSD).
Block[{a1 =  0 , a2 =  0 , a3 =  0 ,

b l =  0 , b2 =  0 , b3 =  0 } ,
Q//MF]

/0 0 0)0 0 00 0 0
Hence equivalent to H0.

B .3 .1 .2  a3 =  0 an d  4bi2 =  (ai +  a2) 2
Since a3 = 0 we have b2 = b3 = 0 (principal minors 
must be nonnegative, since Q is PSD).
Block[{a3 =  0 ,b2 =  0 , b3 =  0 } ,

(x 1 0  
1 x 0 
0 0 1  

P .q .Pt / / mf]]
/a2 + blx + x(b1 + alx) bl + alx + x(a2 + blx) 0)I bl + a2x + x(al + blx) al + blx + x(bl + a2x) 0 I\ 0 0 0/

The solution of the off-diagonal equation is given be­
low:

Solve[b1 +  a2x +  x(a1 +  b lx ) = =  0, {x}]
-al — a2— (al+a2)2 —4bl2' )2bl ( •

— al — a2+ (al+a2)2 —4bl2'

Let ai and a2 denote the elements on the diagonal. If 
ai = 0 and a2 = 0, then equivalent to H0. Otherwise, 
equivalent to H1.
Block[{a1 =  alp , a2 =  a2p, a3 =  0, 

b l =  0,b2 =  0, b3 =  0},
0

With P =
Valp+a2p'

0 Valp+a2p'
0 0))

{ i p .Q.pT +  1 ( K / / Si mPl i f y //MF,

2 pp.p .Q.p T .pp + 1 ( pp. ^pp  

//S im p lify

{ (J  0 i) •4 }

B .3.1 .3  4b12 =  (a1 =  a2) 2 an d  a 1 +  a2 > 0

Block [{a3 =  0, b1 =  1tf(a! +  a2), b2 =  0, b3 =  0} ,
/  2 ' / al+a2 0 0

With P = 0 a  J  al+a2 0

V 0 0 al
1 (  al-a2 \  k
2 yal+a2/ K

{(1

{ l  p.Q.p
/ /S im p lify  [ # , <r2 = =  1] &//MF 

1  pp.p .Q.p T .pp -  1 ( t*—2)  pp.K .pp

//S im p lify  [# , ct2 = =  1] & }

}_ m • 2 (pi + p2)2 0 0
Hence equivalent to H2.

B .3 .1 .4  a3 >  0

With I p  =

b22a3b2b3a3

p .Q .p  1//S im plify //M F

Denote
a1 61 / a t  - b1 -  ^a3 0
b1 a2

0 ) =
b1 -  ^a3 a2 -  b32a3 0 )

0 0 a 0 0 a3 j
Now notice that a is left unchanged by transforma­
tions of the form pQpT:

2 bl

al
bl
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Block { a l =  alp , a2 =  a2p, b l =  blp, b2 =  0, b3 =  0,

With

a3 = ba},

b x y v
^ = I cy CX w

0 0
(^.Q.V>T)[[3,3]]//Simplify [# ,C 2 = =  l] & 

//MF

Hq1 is equivalent to H3
Block[{a1 =  0, a2 =  0, a3 =  a } ,

b l =  0, b2 =  0, b3 =  0 ,,
2a  pp.Q.pp//Sim plify//M F]

p32
Hq2 is equivalent to Hq/ , whereQ2 = diag (—, 0, 1), 
which is in turn equivalent to H4.

Block { a l =  a , a2 =  0, a3 =  1, 

b l =  0,b2 =  0 ,b3 =  0, },

{0 ,0 , -p lp 2 } ,
{ 0 ,0 ,- ( p l  +  p2)2},
{p2p3, p lp 3 ,0},
{p2p3, plp3, -p lp 2 } ,
{p2p3, plp3, -  (p l +  p2)2 }

};
I f  [d ieckEqui v [Hvec [[#[[1])]], HveC[[#[P]]]]] , 

F alse ,
Print[H #[[1]], ‘ ‘ not A -equivalent to  ’ ’ ,

H #[[2]] ]
Print[H #[(1]], ‘ ‘ A -equivalent to  ’ ’ ,

H #[[2]]
/@ Subsets[{1,2 ,3 ,4 ,5 } , {2}]; ]

Hi not A-equivalent to H2 
Hi not A-equivalent to H3 
Hi not A-equivalent to H4 
Hi not A-equivalent to H5 
H2 not A-equivalent to H3 
H2 not A-equivalent to H4 
H2 not A-equivalent to H5

■ / v a 0 0\  ) H3 not A-equivalent to H4
With ^  =  1 0 V a 0 )  , H3 not A-equivalent to H5

0 0 1 J i H4 not A-equivalent to H5

^ .Q .^T//S im plify //M F

1 0 00 0 00 0 1

B .3 .2  L in e a r  P o is so n  s y m m e tr ie s
Hq = b;

a a1 1HQ3 is equivalent to Hq/ , where Q3 = I — — 0
3 0 1

which is in turn equivalent to H5.

Block

With
V a  0 0\  'j
0 v a  0 ]
0 0 1 )

V Q .^ T//S im plify //M F

1 1 01 1 00 0 1
Verification that representatives are distinct 
Module[{CheckEquiv, GetEqns, Hvec},

GetEqns[e_] : =
Thread[D eleteC ases[F la tte n[

C o e ff ic ie n tL is t[e, { p l ,p2,p3}], 0] == 0]]; 
CheckEquiv[bvec_, Gvec_] :=With[{

(^ l l  ^ l2  ^ l3 ^
^ 2 l  ^ 22 ^ 23

^ 3 l  ^ 32 ^ 33/
Reduce[Append[GetEqns[̂ .Hvec — (Gvec 

/.T hread[{ p l , p2,p3} ^  { p l ,p2 ,p3}c0])], 
Det[̂ ] = 0], F la tte n ^ ]]];

Hvec = {

thh{

■ h i

B .3.2 .1  H o (p )= 0
Clearly, any automorphism preserves H0 up to dila­
tions and addition of the Casimir.

B .3 .2 .2  H i(p) =
With[{^ =  ^ [x ,y ,v ,w ,? ]} ,

2 ^ .ff i.^ T//S im p lify [# ,V 1]&//MF]

a
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x2 x̂y 0,2, ?xy y2 00 0 0/
Therefore we must have either x  = 0 or y = 0. 
Suppose y = 0.
With[{y =  0},

With[{^ =  ^ [x, y, v, w, q]},
^ .H i.^ T//S im plify //M F ]]

B .3.2 .5  H4(p) =  2 (pi2 +  pa2)

With[{^ =  ^ [x ,y ,v ,w ,q ]} ,
2^.H 4.^T//S im p lify  [# ,q 2 = =  l] &//MF]

v2 + x2 vw + ̂ xy v̂ ̂

2 0 0 02 0 0 
0 0 0

Suppose x = 0.
With[{x = 0},

With[{^  =  ̂ [x, y, v, w, q]},
£  (^ .H i.^ T + K
//S im p lify  [# ,q2 == l] & //MF]]

2 0 0 02 0 0 
0 0 0

Therefore ^  is of the form ^ (1) =

v̂ ŵ
Therefore we must have v = w = 0 and either x = 0 
or y = 0.
Suppose y = 0.
With[{v =  0 ,w  =  0 ,y  =  0},

With[{^ =  ^[x, y, v, w, q] },
^ .H 4.^ / /S i m p l i f y  [# ,q 2 = =  1&&x2 = =  1  & 

//MF
2 0 0 0 0 0  
0 0 1

x 0 v
0 qx w 1 or
0 0 q

1.

(1)
0 y v
qy 0 w
0 0 q

2B .3 .2 .3  H2(p) =  2 (Pi +  P2)
With[{^ =  # [x ,y ,v ,w ,q ]},

2^.H 2.^T//S im p lify  [# ,q 2 = =  1  &//MF]
f  (x + y)2 ?(x + y)2 0?(x + y)2 (x + y)2 0V 0 0 0

Therefore we must have q =1.
With[{q =  1},

With[{^ =  ^ [x, y, v, w, q]},
(x+1y)2 ^ .H 2.^T//S im plify //M F j j

1 1 
1 1

±1 0 0
0 ±q s-l00

0 0 q

x y v
y x w
0 0 1

Therefore ^  is of the form ^ (2) = ( y x w

B .3 .2 .4  Ha(p) =  2p32
With[{^ =  # [x ,y ,v ,w ,q ]} ,

2^.H a.^T//S im p lify  [# ,q 2 1] &//MF]

vw w ŵ
v̂ ŵ 1

Therefore we must have v = w = 0.
With[{v =  0, w =  0},

With[{^ =  ^ [x, y, v, w, q]},
^ .H 3.^T//S im p lify  [# ,q 2 = =  1  &//MF]]

0 0 0 
0 0 2

Therefore ^  is of the form ^ (3)
x y ° \

/x y
qy qx 0 ]. ( y x
0 0 q 0 0

Therefore x must satisfy x2 
Suppose x = 0.
With[{v =  0 ,w  =  0 ,x  =  0},

With[{^ =  ^[x, y, v, w, q]},
^.H4 .^ t  +  1 K
//S im p lify  [# , q2 = =  1&&y2 = =  1] &//MF]]

1 0 0'
20 0 0
0 0 2

Therefore y must satisfy y2 = 1.

Therefore ^  is of the form ^ (4)

/  0 ±1 0\
^ (4) = ( ±q 0 0 1 .

V 0 0 q

B .3 .2 .6  H 5(p) =  2 ((pi +  P2) 2 +  P32)

With[{^ =  ^ [x ,y ,v ,w ,q ]} ,
2^.H 5.^T//S im p lify  [# ,q 2 = =  1] &//MF]

v2 + (x + y)2 vw + ̂ (x + y)2 ?v 
vw + ?(x + y)2 w2 +(x + y)2 ?w v̂ ŵ 1

Therefore we must have v = w = 0, q = 1 and
(x + y)2 = 1.
With[{v =  0 ,w  =  0,q =  1},

With[{^ =  ^[x, y, v, w, q]},
^ .H  .^ T
//S im p lify  [# ,q 2 = =  1&&(x +  y)2 = =  1] & 
//MF]]

f 1 2 0 
10 2 2

Therefore ^  is of the form ^ (5) =

2

0 0 0

2

0 0 0
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B .3 .3  R e d u c t io n  o f  e le m e n ts  in
5 t { l , 1)

(x  y v \  
qy qx w l  ;

0 0 q j

(x 0 v \
0 qx w  I ;

0 0 q )
( 0  y v \

*1[0, y-, v_, w_,q_]: = I qy 0 w l  ;
V 0 0 q )

(x  y v \
y x  w I ;

0 0 1 J
l x  y  0\

*3[x_, y - , 0,0, q_] := I qy qx 0 1 ;
V 0 0 )
x 0 0
0 qx 0 1 ; (* x  e  { - 1 ,1 }  *)
0 0 q)

( 0 y  0 \
*4[0, y - , 0,0, q_] := I qy 0 0 l  ; (* y e  { - 1 ,1 }  *)

V 0 0 q)
x y 0
y x  0 1 ; (* (x +  y )2 =  1 *) 
0 0 1

A  =  {a l, a2, a3};

B .3.3 .1  R e d u c tio n  u n d e r  Q(0)

a3 = 0 and a i2 = a22
Assumps =  { a3 = =  0, a l2 =  a22 } ;

p  =  * °  [3 2 - 52 , -  3 2 - 52 , 0, 0  ^  ;
MatrixForm/®{p.A, p }

//S im p lify  [# , Assumps]&{ © (

al2 —a22 -al2+a22' 0 | , I ---*2 2al 2 0i n / l —a12+a22 al2 —a22V0/ v 0 0 1 1){
a3 = 0 and a12 = a22 (so a1 = a, a2 = ±a, a = 0) 
Assumps =  { a3 = =  0, a1 = =  a, a2 = =  aa, a 2 = =  1, 

a =  0};
p  =  * °  [a ,0 ,0 ,0 , a  ;
MatrixForm/®{p.A, p }

//S im p lify [# , Assumps]&

{ (0M i  0 :)}
a3 = 0
Assumps =  {a3 =  0}; 
p  =  * °  [1,0, -  al, -  , S i
MatrixForm/®{p.A, p }

//S im p lify [# , Assumps]&
0 ) f 1 0 -  s
0 , 0 Sign[a3] - a2Sig[a3]

a3Sign[a3p \o 0 Sign^]

B .3.3 .2  R e d u c tio n  u n d e r  Q(1)
a3 = 0 and a2 =0  (^  a1 = 0)
Assumps =  {a3 = =  0 , a2 = =  0 , a1 =  0};
p  =  * 1  [a1l, 0, 0 , 0 , 1] ;
MatrixForm/®{p.A, p }

/ /S im p lify [ # , Assumps]&

{ (? )■ (! 1 ?)}
a3 = 0, a2 = 0 and a1 = 0
Assumps =  {a3 = =  0 , a1 = =  0 , a2 =  0};
P =  * 1  [0 , ak, 0 , 0 , 1] ;
MatrixForm/®{p.A, p }

/ /S im p lify [ # , Assumps]&

{ (1) , ( I  0 0)}
a3 = 0, a2 = 0 and a1 = 0 
Assumps =  {a3 = =  0 , a2 =  0 , a1 =  0};
p  =  *  [0, ak, 0 , 0 , S ign [3 ] ] ;
MatrixForm/®{p.A, p }

/ /S im p lify [ # , Assumps]&
( 1I a1Sign[a1]

a2Sign[a2]
0

0Sign[a1]a2Sign[a2]
0

1a20
0
0

0 Signta!]0 Sign[a2] )
a3 = 0
Assumps =  {a3 =  0};
p = * 1  [1 , 0, -  ̂
MatrixForm/®{p.A, p }

/ /S im p lify [ # , Assumps]&
0 \ f1 0 -  s
0 , 0 Sign[a3] -a3Sign[a3] 0 0 Signa[3a3]{ (

Sign[a3]] ; 

) {

B .3.3 .3  R e d u c tio n  u n d e r  Q(2)
a3 = 0 and a12 = a22
Assumps =  { a3 = =  0, a12 =  a22 } ;

p  =  * 2 [3 C T , -  J H -5 2 , 0, 0  ^ ;  
MatrixForm/®{p.A, p }

//S im p lify [# , Assumps]&

{ (0) ( 112—22 0)}
{ (0j ^  —al20+a22 al2—a22 U l
a3 = 0 and a12 = a22 (so a1 = a, a2 = ±a, a = 0) 
Assumps =  { a3==0, a1 = =  a, a2 = =  aa, a 2 = =  1} ; 
p  =  * 2  [± , 0 ,0 ,0 ,1 ] ;
MatrixForm/®{p.A, p }

//S im p lify [# , Assumps]&

{ (* )■ (*  I  1)}
a3 = 0
Assumps =  {a3 =  0};
p  =  * 2  [1 , 0, -  af, -  J f, 1] ;
MatrixForm/®{p.A, p }

/ /S im p lify [ # , Assumps]&

{ (

0\ /1 0 -  a|
0 I , I 0 1 -H

)}

al a2

0 0 1
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Assumps =  { a l  = =  a, a2 = =  aa, a 2 = 
p  =  ^ 5 [aSign [a], 0,0,0,1]; 
MatrixForm/@{p.A, p } / /  
S im p lify [# , Assumps]&

{(a2Sign[ai]\ (CTSign[ai] 0 0\ }la1Sign[ai] j , I 0 CTSign[ai] 0 j J-

ai = a2 =0
Assumps = {a l  = =  0, a2 == 0}; 
p  =  ^5[x,y,  0,0,1]; 
MatrixForm/@{p.A, p } / /  
S im p lify[#, Assumps]&

{ ( D • (0 0 0)}

1, a =  0 ;

B .3 .4  In h o m o g e n e o u s  s y s te m s

Minv[MP_, A_] :=Module[{ss, z l ,  z2, z3}, 
s s  =  Solve [A = =  

z1MP[{1,0 ,0}]+  
z2MP[{0,1 ,0}]+  
z3MP[{0,0 ,1}], {z1 ,z2 ,z3}];

{z1, z2, z3}/.ss[[i]]

Hvec[MP_, Hmax_] :=Hvec[MP, Hmax, pp]
Hvec[MP_, Hmax_, v_] : =

Module[{DHmax, Base, De1, De2, De3, h t },
DHmax =  D  [Hmax, {{p i,P 2,P3} } ] ;
Base =  {

MP[{1,0,0}],
MP[{0,1,0}],
MP[{0,0,1}]

}
De1 =  FS[Minv[MP,

-lie [B ase[[i]], DHmax.Base]]. {p i, P2, P3 }]; 
De2 =  FS[Minv[MP,

-lie [B a se[[2]], DHmax.Base]]. {p i, pa, P3 }]; 
De3 =  FS[Minv[MP,

- l ie [B a s e [[3]], DHmax.Base]]. {p i, P2, P3 }]; 
h t =  {De1, De2, De3}

/.T h read[{p i,P 2,P3> ^  {p1,p2,p3}]; 
ht/.T hread[{p1,p2,p3} ^  v]

];
p11 p12 p13  

p  =  I p21 p22 p23 I ; 
p31 p32 p33

pp =  {P i, P2, P3 } ;
qq =  {qi , 92, 93};

GetEqualities[expr_] : =
Thread[DeleteCases[Flatten@

C o effic ien tL ist[ex p r , pp], 0] = =  0]; 
CheckEquiv[HH_, GG_, Assumps., pp_, p_, q_,

MP_, Solv_, Reduc_] : =
Module [{A, Vars, Eqns},

A  =  GetEqualities/®(p.Hvec[MP, HH, p p ]-  
Hvec[MP, GG, p.pp +  9]);

Vars =  F la tten [{p ,q }];
Eqns =  F la tten [{A, Det[p ] =  0}];
Which[

Solv&&Reduc,
{Solve[Eqns, Vars],
Simplify[Reduce[Eqns, Vars], Assumps]} , 

S olv ,
Solve [Eqns, Vars],

Reduc,
Simplify[Reduce[Eqns, Vars], Assumps]]];

CheckEquiv[HH_, GG_, Assumps, Solv_, Reduc_] : = 
CheckEquiv[HH, GG, Assumps, pp, p , qq, M60,

S o lv , Reduc];
CheckEquiv[HH_, GG_, Assumps_] : =

CheckEquiv[HH, GG, Assumps, pp, p , qq, M60,
True, True];

CheckEquiv[HH_, GG_] : =
CheckEquiv[HH, GG, { } ,pp,p ,qq, M60, True, True];

B .3.4 .1  Ha ,q (p) =  p A  +  Ho(p)

• Gi(p) = Pi
• G2 (p) = Pi + P2
• G3,a(p) = ap3 (a > 0)

Gi is equivalent to G2 
With[{

H  =  p i,
G =  p i +  P2},

CheckEquiv[H, G]]
Gi is not equivalent to G3,a 
With[{

H  =  p i,
G =  ap3,
Assumps =  { a  >  0}},

CheckEquiv[H, G, Assumps, F a lse , True]]
G3,a is unique for unique values of a > 0 
With[{

H  =  a1p3,
G =  a2p3,
Assumps =  {a1 >  0, a2  >  0 ,a 1  =  a 2 }} , 

CheckEquiv[H, G, Assumps, F a lse , True]]

B .3.4 .2  Ha ,q (P) =  p A  +  Hi(p)
• Gi,^ (p) = pi + ftp3 + 2pi2 (ft > 0)
• G2,a(p) = ap3 + 2Pi2 (a > 0)
• Gi,^ is equivalent to Gi,i when ft > 0

With[{
H  =  p i +  ftp2 +  2p i2,
G =  p i +  P2 +  2 P i2,
Assumps =  {ft >  0}},

CheckEquiv[H, G, Assumps]]
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Gi,0 is not equivalent to Gi,i 
With[{

H  =  pi  +  2pi 2,
G  =  pi +  P2 +  2pi 2,
Assumps =  { } } ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G 1>\  is not equivalent to G2,a (where A € {0,1}) 
With[{

H  =  pi  +  Ap2 +  2 Pi 2,
G =  ap3 +  2 pi 2,
Assumps =  {a >  0} } ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G2,a is unique for unique values of a  > 0 
With[{

H  =  a 1p3 +  2 pi 2,
G =  a 2p3 +  §p i 2,
Assumps =  {a 1 >  0, a 2 > 0, a 1 =  a 2 }} , 

CheckEquiv[H, G, Assumps, F a lse , True]]

B .3 .4 .3  H a ,q (p ) =  pA +  Hi(p)
• Gi(p) = pi + i  (pi + p2) 2
• G2,a (p) = pi + ap2 + 2 (pi + p2) 2 (^ € {-1.1})
• G3,« (p) = Sp3 + 2 (pi + p2) 2 (S = 0)

Gi is equivalent to G2,- i 
With[{

H  =  pi  +  2 (pi  +  p2) 2,
G =  p i - p2 +  2 (pi  +  p2) 2 } ,

CheckEquiv[H, G]]
Gi is not equivalent to G2,i 
With[{

H  =  pi  +  2 (pi  +  p2) 2,
G =  pi +  p2 +  2 (pi  +  p2) 2} ,

CheckEquiv[H, G, { } , F a lse , True]]
G3>g is unique for unique values of S = 0 
With[{

H  =  S1p3 +  2 (pi +  p2) 2,
G =  S2p3 +  2 (pi  +  p2) 2,
Assumps =  {S1 =  0, S2 =  0,S1 =  S2 }} , 

CheckEquiv[H, G, Assumps, F a lse , True]]

B .3 .4 .4  H a,q (p ) =  pA +  Hs(p)
• Gi„s (p) = pi + Pp3 + 2p32 (S > 0)
• G2,7 (p) = pi + p2 + Yp3 + 2p32 (T € R)
• G3,a(p) = ap3 + 2p32 (a > 0)

Gi,^ is equivalent to Gi,0 
With[{

H  =  pi  +  Sp3 +  2 p32,
G =  pi +  2 pa2,
Assumps =  {S >  0} } ,

CheckEquiv[H, G, Assumps]]
G2,y is equivalent to G2,0

With[{
H  =  p i +  p2 +  yp3 +  2p 32,
G =  p i +  p2 +  2 p32,
Assumps =  { 7  =  0}},

CheckEquiv[H, G, Assumps, True, False]]
G3,a is equivalent to G3,0 =
With[{

H  =  ap3 +  2  p 32 ,
G =  2  p32,
Assumps =  { a  >  0}},

CheckEquiv[H, G, Assumps]]
G3,a is equivalent to G3,i 
With[{

H  =  ap3 +  2  p32,
G =  p3 +  2 p32,
Assumps =  { a  >  0}},

CheckEquiv[H, G, Assumps]]
Gi,0 is not equivalent to G2,0 
With[{

H  =  p i +  p32,
G =  p i +  p2 +  2 p32},

CheckEquiv[H, G, {}, F a lse , True]]
Gi,0 is not equivalent to G3,i 
With[{

H  =  p i +  2  p32,
G =  p3 +  2 ps2},

CheckEquiv[H, G, {}, F a lse , True]]
G2,0 is not equivalent to G3,i 
With[{

H  =  p i +  p2 +  2  p32,
G =  p3 +  2 p32},

CheckEquiv[H, G, {}, F a lse , True]]

B .3.4 .5  H a ,q (p ) =  p A  +  Hq(p)

• Gi,a,̂  (p) = Spi + ap2 + 2 (pi2 + p32) (a > 0,
S > 0)

• G2,a. ,̂7 (p) = Ypi + Sp2 + ap3 + 2 (pi2 + p32)
(a > 0, S > 0, y € R)

G2,a,̂ ,7 is equivalent to G2,0,̂ ,7 
With[{

H  =  ypi +  Sp2 +  a p  +  2 (p i2 +  p32) ,
G =  ypi +  Sp2 +  2 (p i2 +  p32) ,
Assumps =  { a  >  0, S >  0, Y €  R }}, 

CheckEquiv[H, G, Assumps, True, False]]
G2,0,̂ ,7 is equivalent to G2,0, ,̂-7 
With[{

H  =  ypi +  Sp2 +  § (p i2 +  p32) )
G =  - ypi +  Sp2 +  I  (p i2 +  p32) ,
Assumps =  {S  >  0, Y €  R }},

CheckEquiv[H, G, Assumps, True, False]]

G2,0,̂ !,̂ 2 (Si > 0) is equivalent to Gi,a,^, where a = 
Si > 0 and S = S2 > 0
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With[{
H  =  S 1p i +  S2p  +  2 (pi 2 +  p32) ,
G =  S2pi  +  S 1p2 +  f  (pi 2 +  p32) ,
Assumps =  {S 1 >  0 , S2 >  0 } } ,

CheckEquiv[H, G, Assumps, True, False]]
Gi,a,0 is equivalent to G3,a(p) = api + 1 (pi2 + p32)
With[{ ( )

G =  api  +  2 (pi 2 +  p32) ,
Assumps =  { a  >  0 }} ,

CheckEquiv[H, G, Assumps, True, False]]
Gi,ai,a2 is equivalent to Gi,a2,ai
With[{ ( )

G =  a 2pi  +  a 1p2 +  f  (pi 2 +  p32) ,
Assumps =  {a 1 >  0 , a 2 > 0 }} ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G3,a(p) = api + |  (pi2 + p32) is a unique representa­
tive for unique values of a > 0
With[{ ( )

G =  a 2pi  +  2 (p i 2 +  p32) ,
Assumps =  {a 1 >  0 , a 2 > 0 , a 1 =  a 2 }} , 

CheckEquiv[H, G, Assumps, F a lse , True]]
Gi,ai,a2 is a unique representative for unique values 
of ai > a2 > 0
With[{ ( )

G =  a 3pi  +  a 4p2 +  f  (pi 2 +  p32) ,
Assumps =  {a 1 >  a 2 >  0 , a 3 >  a4 > 0 , 

a 1 =  a 3||a 2 =  a 4 } } ,
CheckEquiv[ff, G, Assumps, F a lse , True]]
Gi,ai,a2 is not equivalent to G3,a
With[{ ( )

G =  api  +  2 (pi 2 +  p32) ,
Assumps =  {a 1 >  a 2 >  0 , a  >  0 }} , 

CheckEquiv[H, G, Assumps, F a lse , True]]

B .3 .4 .6  Ha ,q (p) =  p A  +  H 5(p)

• Gi,a,7(p) = api + yp3 + 2 ((pi + p2)2 + p2) 
(a > 0, y € R)

• G2,a,s,Y (p) = Spi +ap2 + yp3 + 2 ((pi +p2)2 +p3) 
(a > 0, S = 0, y € R)

Gi,a,7 is equivalent to Gi,a,0
With[{ ( )

G =  api  +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {a  >  0 ,y €  R }} ,

CheckEquiv[H, G, Assumps, True, False]]
G2,a,g,Y is equivalent to G2,a,,5,0
With[{ ( )

G =  Spi +  ap2 +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {a  > 0,S =  0, y €  R} } ,

CheckEquiv[H, G, Assumps, True, False]]
G2,a,s,0 (a2 = S2) is equivalent to Gi,|4+a|
With[{ ( )

G =  a(S +  a)pi  +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {a  > 0, S =  0, S +  a  =  0} } , 

CheckEquiv[H, G, Assumps, True, True]]

G2,a,«,0 (a2 = S2) is equivalent to G3,,5/ (p) = S'pi + 
2 ((pi + p2) 2 + p32), where S' = a + S = 0.
With[{ ( )

G =  Sppi  +  2 ((pi  +  p )  2 +  p32) ,
Assumps =  {a  > 0, S =  0, Sp = =  a  +  S, Sp =  0} } , 

CheckEquiv[H, G, Assumps, F a lse , True]]
G3,s(p) = Spi + 2 ((pi + p2) 2 + p32) (S = 0) is equiv­
alent to Gi,a , where a = |S| > 0. NB: if S > 0 then 
G2,s = Gi,a (where a = S > 0), hence we only need to 
show that G2,g = G2,- s = Gi,a (where a = —S > 0) 
With[{ ( )

G =  —Spi +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {S =  0} } ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G3,,5(p) = Spi + 2 ((pi + p2) 2 + p32) (S = 0) is equiv­
alent to G3,- s (and so G3,a = Gi,a)
With[{ ( )

G =  —Spi +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {S =  0} } ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G2,a,a,0 (a = —S) is equivalent to G4(p) = pi — p2 + 
2 ((pi + p2)2 + p2).
With[{ ( )

G =  pi  — p2 +  2 ((pi  +  p2) 2 +  p32) ,
Assumps =  {a  > 0, S =  0, a  = =  — S} } , 

CheckEquiv[H, G, Assumps, F a lse , True]]
G2,a,a,0 (a = S) is equivalent to G5,a(p) =
a (pi + p2) + 2 ((pi + p2) 2 + p32) (no calculations nec­
essary, since a = S)
Gi,a is not equivalent to G4(p) = pi — p2 + |  ((pi +
p2 )2 + p3)
With[{ ( )

G =  pi  — p2 +  1 ((pi  +  p2) 2 +  p32) ,
Assumps =  {a  >  0} } ,

CheckEquiv[H, G, Assumps, F a lse , True]]
G(,a is not euivalent to G5,a(p) = a (pi + p2) + 
2 ((pi + p2) 2 + p32) (a > 0)
With[{ ( )

G =  a 2 (pi  +  pa) +  2 ((pi  +  pa) 2 +  p32) ,
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Assumps =  {a1 >  0, a2  >  0}},
CheckEquiv[ff, G, Assumps, F a lse , True]]
G4(p) = pi — p2 + 1 ((pi + p2) 2 + p32) is not equiv­
alent to G5,a(p) = a (pi + p2) + 1 ((pi + p2) 2 + p32) 
(a > 0)
With[{ ( )

G =  a  (pi +  p§) +  f  ((pi +  p§) 2 +  p32) ,
Assumps =  {a1 >  0, a2  >  0, a1  =  a2}}, 

CheckEquiv[ff, G, Assumps, F a lse , True]]
Gi,a is unique for unique values of a > 0
With[{ ( )

G =  a2pi +  1 ((pi +  p2) 2 +  p32) ,
Assumps =  {a1 >  0, a2  >  0, a1  =  a2}}, 

CheckEquiv[ff, G, Assumps, F a lse , True]]

G5,a(p) = a (pi + p2) + 2 ((pi + p2) 2 + p32) is unique 
for unique values of a > 0
With[{ ( )

G =  a2  (pi +  p2) +  2 ((pi +  pa) 2 +  p32) , 
Assumps =  {a1 >  0, a2  >  0, a1  =  a2}}, 

CheckEquiv[ff, G, Assumps, F a lse , True]]

B .4  S t a b i l i t y  a n d  I n t e g r a t i o n  
o f  H a m i l t o n - P o i s s o n  S y s ­
t e m s

B .4 .1  T h e  s y s te m  H i
The equilibrium states are:
Reduce[—p1p2 = =  0, {p1, p2, p3}, Reals]
pl == 0 ||p2 == 0

The states en,M = (n, 0,m), n = 0, are unstable:
p[t-h={n,S,M  — Snt};

Norm[p[0] — {n, 0 , m}]2//F S [# ,S  >  0&&
{t,n } € Reals]&

Norm[p[t]]2//F S [# ,S  >  0&&{t,n,M} € Reals]&  
Limit[% ,t ^  m ,

Assumptions ^  {S >  0, n =  0, n €  Reals}]
s2
s2 + n2 + (—tSn + m)2

The states e |,M = (0, 0,m) are unstable:
p[t- l := {  §S, —§3  s , m — - i 3  s2*} ;

Norm[p[0] — {0 ,0, m}]2//F S [# ,S  >  0&&t €  Reals]&  
Norm[p[t]]2//F S [# ,S  >  0&&{*,m} €  Reals]&  
Limit[% ,t ^  m , Assumptions ^  {S >  0}]
A
s2 + (-1 ts2 + M)2

The states eV,M = (0, v, m) are unstable:

p[t_]:={S,v,^ — Svt};

No^[p[0] — {0, v, m}]2//F S [# ,S  >  0&&t €  Reals]&  
Norm[p[t]]2//F S [# ,S  >  0&&{t, v, m} €  Reals]&  
Limit[% ,t ^  m ,

Assumptions ^  {S >  0, v =  0, v €  Reals}]
s2
S2 + v2 + (m — tSv)2

B .4 .2  T h e  s y s te m  H 2
The equilibrium states are:
Reduce [—(p1 +  p2)2 = =  0, {p1, p2,p3}, Reals]
p2 == —pl

Hence we have the equilibrium states en,M = (n, — n, m), 
where n, M € R.
The states en,M are unstable: 
p[t_] := { s +  n,S — n,M — 4S2t } ;

No^[p[0] — {n, — n ,M }]//FS[#,S  >  0&&t € Reals]&  
Norm[p[t]]2//F S [# ,S  >  0&&{t, n,M} €  Reals]&  
Limit[% ,t ^  m , Assumptions ^  {S >  0}]

s
(s — n)2 + (s + n)2 + (—4ts2 + m)2

B .4 .3  T h e  s y s te m  H 3

B .4.3 .1  S tab ility
The equilibrium states are:
Reduce[p2p3 = =  0&&p1p3 = =  0, {p1,p2, p3}, Reals]

(pl == 0&&p2 == 0) ||p3 == 0
The states en,M = (n,M, 0), n = — M are unstable
p [t- l :“

{nCosh[St] +  MSinh[St], nSinh[St] +  MCosh[St], S}; 
p ' M [[i]] -  p M [[2]]p M [[3]] / / S i m plify  
p ' M [[2]] -  p[t] [[i]]pM [[3]] / / S i m plif y 
p'[t][[3]]//S im p lify

Norm^c] — {n,M, 0}]2/ / f s [ # , s >  0]&
Norm[pEt]]2//F S [# ,S  >  0&&{t, M,n} €  Reals]&  
Limit[% ,t ^  m , Assumptions ^  {S >  0}]

/ / f s [# , (n + m)2 >  0]&
0
0
0
s2
S2 + (n2 + M2) Cosh[2tS] + 2nMSinh[2tS]

The states en,—n = (n, — n, 0), n = 0 are unstable 
p[t-] :={nExp[St], —nExp[St], - s };

Nonm[pE0] — {n, - n ,  0}]2/ /F S [# ,S  >  0]&
Norm[pEt]]2//F S [# ,S  >  0&&{t, n} €  Reals]&
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Limit[% ,t —■ m ,
Assumptions — {S >  0, n =  0, n €  Reals}]

s2
S2 + 2e2tSn2

The states e^° = (0, 0, 0) is unstable 
p[t-] :={SExp[St], SExp[St], S};

Norm[p[0] — {0 ,0 ,0 }]//F S [# ,S  >  0&&t € Reals]&  
N o n ^ t]]2/ ^ # ^  >  0&&t € Reals]&  
Limit[% ,t — m , Assumptions —■ {S >  0}]

S
(i + 2e2“ ) S2

The states e§ = (0, 0, v) are (spectrally) unstable 
D[{p2p3,p1p3,0}, {{p1,p2,p3}}]

/ .{ p 1  —■ 0 ,p2 — 0 ,p3 — v }//E ig en v a lu es
{0, —v, v}

D  [D  [A0H4 + AiCa, {{p1, p2,p3}}], {{p1,p2, p3}}]
} / . {p1 —  M p2 —  0,p3 —  0}
/ .  {A0 — —2Ai} / .  { Ai —■ — § }

kerH4 =  D[H4, {{p1,p2,p3}}]
/ . {p 1  —  M p 2  ^  0, p3 —  0}; 

kerCa =  D[Ca, {{p1,p2,p3}}]
/ . {p 1  —  M p 2  —  0, p3 ^  0}; 

Reduce[kerH4.{x, y, z} = =  0&&kerCa.{x, y, z}  
//S im p lify [# ,M  =  0]&

0]

The states ev = (0, v, 0) are stable:
MF/®{

D  [A0H4 +  AiCa, {{p 1 ,p2 ,p 3 }} ] ,
D  [D [A0H4 +  AiCa, {{p1, p 2 ,p 3 }}], {{p1,p2, P3}}] 

} / .  {p1 —— 0, p2 —— v, p3 —— 0 } / .  {A0 —— 1, Ai —— 0}

B .4 .3 .2  V isu a lisa tio n
Ha[c_,h_] :=ContourPlot3D [| z 2 = =  h,

{x, —3 ,3}, {y, - 3 ,3 } ,  {z, —3 ,3 } ,Mesh — 4]; 
Int[c_, h_]:=Int [c, h, {p1, p2, p3} — |p 3 2] ;

Manipulate[{
Show[Ca[c, h], Ca[— c, h], Ha[c, h], In t [c, h],

In t[—c, h], Opts],
Shov[

Param etricPlot3D[{0,0, v }, {v, —3,3}, 
P lo tS ty le  — D irective[T hick, Red]], 

ParametricPlot3D[{n, m, 0}, {n, —3,3},
{M, —3,3}, P lo tS ty le  — Directive[Red], 
Mesh — 4] ,

Int[c, hi, In t[—c, h], OptsH,
{{c, 1}, - 3 ,3 } ,  {{h, 1}, 0,3}]

B .4 .4  T h e  s y s te m  H 4 

B .4 .4 .1  S tab ility
The equilibrium states are:
Reduce[p2p3 = =  0&&p1p3 = =  0&& — p1p2 = =  0]
(p2 == 0&&p1 == 0)||(p3 == 0&&p1 == 0)||(p3 == 0&&p2 =: 

0)
H4 =  § (p12 +  p32) ;
Ca =  p12 -  p22;
The state e° = (0, 0, 0) is stable:
MF/@{

D[2H4 -  § Ca, {{p1, p2, p3}}] ,
D  [D  [2H4 -  § Ca, {{p1, p2, p3}}] , {{p1, p2, p3}}] 

} / .  { p1 — 0, p2 — 0, p3 — 0}

The states eM = (m, 0, 0), M = 0 are stable: 
MF/@{

D  [A0H4 +  AiCa, {{p 1 ,p 2 ,p 3}}],

kerH4 =  D[H4, {{p1,p2,p3}}]
/ .  {p1 —— 0, p2 —— v, p3 —— 0}; 

kerCa =  D[Ca, {{p1,p2,p3}}]
/ .  {p1 —— 0, p2 —— v, p3 —— 0}; 

Reduce[kerH4.{x, y, z} = =  0&&kerCa.{x, y, z}  
/ /S im p lify [# , v =  0]&

0]

The states ev = (0, 0, v) are (spectrally) unstable: 
D[{p2p3,p1p3, —p1p2}, {{p1,p2,p3}}]

/ .  {p1 — 0, p2 — 0, p3 — v }//E ig en v a lu es
{0, —v, v}

B .4.4 .2  In te g ra tio n : case co > 0 
q  =  V2h 0;

k =  ^ 1 — 2h0;
p1[t_] :=aQJacobiDN [Qt, k2] 
p2[^_] := — (j QfcJacobiCN [Qt, fc2] ; 
p3[t_] :=QfcJacobiSN [Qt, fc2] ;

p1'[t] -  p2[t]p3[t]//F S  [# , <r2 = =  1] & 
p2'[t] -  p1[t]p3[t]//F S  [# , <r2 = =  1] & 
p3'[t] +  p1[t]p2[t]//F S  [# , <r2 = =  1] &
0
0
0

B .4.4 .3  In te g ra tio n : case c0 =  0
Q =  V 2h0; 
p1[t_] :=aQSech [Qt] 
p2f^_] := — <j<rQSech [Qt]; 
p3[^_] :=<jQTanh [Qt];

p1'[t] -  p2[t]p3[t]//FS [ # , ct2 = =  1&&<j2 = =  1] &
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p2'[t] — p1[t]p3[t]//FS [ # ,a 2 = =  1&&<j2 = =  1] & 
p3'[t] +  p1[t]p2[t]//FS [# , a 2 = =  1&&<?2 = =  1] &
0
0
0

B .4 .4 .4  V isu a lisa tio n
Ha[c_, h_] : =

ParametricPlot3D[{ V2^Cos[0],y, V2^Sin[0]}, 
{y, - 3 ,3 } ,  {0, - 3 ,3 } ,  Mesh — 4];

Int[c_, h _] : =
In t [c,h, {p1,p2,p3}§ (p12 +  p32)] ; 

Manipulate[{
Show[Ca[c, h], Ha[c, h], Int[c, h], Opts],
Show[

Param etricPlot3D[{0,0, v }, {v, —3,3}, 
P lo tS ty le  — D irective[T hick, Red]], 

ParametricPlot3D[{M, 0 ,0 }, {m, —3,3}, 
P lo tS ty le  — D irective[T hick, Blue]], 

ParametricPlot3D[{0, m, 0}, {m, —3,3}, 
P lo tS ty le  — D irective[T hick, Blue]], 

L istP oin tP lot3D [{{0 ,0 ,0 }} ,
P lo tS ty le  — D irective[B lue, 
PointSize[Large]]],

Int[c, h], Opts]},
{{c, 1}, - 3 ,3 } ,  {{h, 2}, 0,3}]

B .4 .5  T h e  s y s te m  H 5 

B .4.5 .1  S tab ility
The equilibrium states are:
Reduce[p2p3 = =  0&&p1p3 = =  0&&

-(p 1  +  p2)2 = =  0]
(p2 == 0&&p1 == 0)||(p3 == 0&&p1 == —p2)

The state e0 = (0, 0, 0) is unstable: 
p[t_] :={SExp[St], —SExp[St], —S};

Norm[p[0] — {0 ,0 ,0 }]//F S [# ,S  >  0]& 
Norm[p[t]]2//F S [# ,S  >  0&&t € Reals]&
Limit[% ,t — m , Assumptions — {S >  0}]
V3 S
(i + 2e2“ ) S2

The states eM = (m, — M, 0), M = 0 are unstable: 
p[t-] :={MExp[St], —MExp[St], —S};

Norm[p[0] — {m, —M, 0 }]//F S [# ,S  >  0&&M € Reals]&  
Norm[p[t]]2//F S [# ,S  >  0&&t € Reals&&M €  Reals]&  
Limit[% ,t — m ,

Assumptions — {S >  0, m =  0, M €  Reals}]
S
S2 + 2e2tM2

The states e§ = (0, v, 0) are (spectrally) unstable:

D  [{p2p3,p1p3,-(p1 +  p2)2} , {{p1,p2,p3}}]
/ .  {p1 — 0, p2 — 0, p3 — v }//E ig en v a lu es

{0, —v, v}

B .4.5 .2  In te g ra tio n : case c0 > 0
Q =  V 2h0;

p1[t_] :=aak (Q2Sech[Qt] +  c0Cosh[fit]) ; 
p2[t_]:=a'ak (Q2Sech[Qt] — c0Cosh[fit]) ; 
p3[t_] := -  fiTanh[Qt];

p1'[t] -  p2[t]p3[t]//FS [ # ,a 2 = =  1] & 
p2'[t] -  p1[t]p3[t]//FS [# , a 2 = =  1] & 
p3'[t] +  (p1[t] +  p2[t])2//F S  [ # ,a 2 = =  1] &
0
0
0

B .4.5 .3  In te g ra tio n : case c0 =  0, p \  —
P2 = 0

Q =  V 2h0;

q1[t_] := ̂ §1 Sech[Qt]; 
q2[t_] := ̂ §1 Sech[Qt]; 
q3[t_] := -  fiTanh[Qt];

q1'[t] -  q2[t]q3[t]//FS [ # ,a 2 = =  1] & 
q2'[t] -  q1[t]q3[t]//FS [# , f f 2 = =  1] & 
q3'[t] +  (q1[t] +  q2[t])2//F S  [# , a 2 = =  1] &
0
0
0

B .4 .5 .4  In te g ra tio n : case c0 =  0, p \  +
P2 = 0

Q =  V 2h0;

s1 [t_] :=<jExp [aQt]; 
s2[^] := — <̂ ExpEaQt]; 
s3[^_] := — aQ;

s1'[t] — s2[t]s3[t]//FS [ # ,a 2 = =  1&&<j2 = =  1] & 
s2'[t] — s1[t]s3[t]//FS [ # ,a 2 = =  1&&<j2 = =  1] & 
s3'[t] +  (s1[t] +  s2[t])2

//F S  [ # ,a 2 = =  1&&<j2 = =  1] &
0
0
0

B .4.5 .5  V isu a lisa tio n
Ha[c_, h_] :=ParametricPlot3D[

{ K  Cos [0] +  z) ,
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i (  V2h Cos[0] — z),
Sin[0]}, {0, —3 ,3}, {z, - 1 0 ,1 0 } ,Mesh — 4]; 

Int[c_, h _] : =
In t [c,h, {p1, p2, p3} — 1 ((p1 +  p2)2 +  p32)] ; 

Manipulate[{
Show[Ca[c, h], Ca[—c, h], Ha[c, h], Int[c, h],

In t[—c, h], Opts],
Show[

Param etricPlot3D[{0,0, v }, {v, —3,3}, 
P lo tS ty le  — D irective[T hick, Red]], 

ParametricPlot3D[{M, —M, 0}, {m, —3 ,3}, 
P lo tS ty le  — D irective[T hick, Red]],

Int[c, h], In t[—c, h], Opts]},
{{c, 1}, - 3 ,3 } ,  {{h, 2}, 0,3}]

B . 4 . 6  T h e  s y s t e m  H (0)

The equilibrium states are:
Reduce [—p2 = =  0]
p2 == 0

The states e ,̂M = (n, 0,m) are unstable: 
p[t_]:={n,S,M -  St};

Norm[p[0] -  {n, 0, m}]
//F S [# , {n,M} €  Reals&&S >  0]& 

Norm[p[t]]2//F S [# , {n,M, *} €  Reals&&S >  0]& 
Limit[% ,t — m ,

Assumptions — {{n,M} € R eals,S  >  0}]
S
s2 + n2 + (—tS + m)2

B . 4 . 7  T h e  s y s t e m  H ^

B .4.7 .1  S tab ility
The equilibrium states are:
Reduce [ap2 = =  0&&ap1 = =  0]
p1 == 0&&p2 == 0

The states eM = (0, 0,m) are (spectrally) unstable: 
D [{ap1, a p 2 ,0}, {{p1,p2,p3}}]

/ .{ p 1  — 0, p2 — 0, p3 — M }//E igenvalues
{0, a, a}

B .4 .7 .2  V isu a lisa tio n
Ha[c_, h_ ,a_]: =
ContourPlot3D[az = =  h, {x, —3,3}, {y, —3,3},

{z, —3,3}, Mesh — 4];
Int[c_,h_, a_?NumberQ] :=Int[c, h, {p1,p2,p3} — ap3]; 

Manipulate[{
ShowECaEc, h], Ca[—c, h], Ha[c, h, a ],

Int[c, h, a ], In t[—c, h, a ] , Opts],
Show[

Param etricPlot3D[{0,0, m}, {m, —3,3},

P lo tS ty le  — D irective[T hick, Red]], 
In t[c,h , a], In t[—c, h, a], Opts]},

{{c, 1}, —3,3}, {{h , 0}, 0 ,3 }, { {a , 1}, 0,3}]

B . 4 . 8  T h e  s y s t e m  H (1)

The equilibrium states are:
Reduce[—p2(1 +  p1) = =  0]
p1 == —1||p2 == 0

The states en,M = (n, 0,m), n = — 1 are unstable:
p [t-] :={n ,S ,M — S(1 +  n)t } ;

Nonm[pE0] — {n, 0, m}]
//F S [# , {n,M} € Reals&&S >  0]&

Nô m[pEt]]2//F S [# , {n,M ,t} € Reals&&S >  0]& 
Limit[% ,t — m ,

Assumptions — {{n,M} €  R eals, S >  0 ,n =  - 1 } ]

S
S2 + n2 + (—tS(i + n) + m)2 

The states e—1,M = (—1,0,m) are unstable:
p[t-] :={S -  1,S ,m — S21};

No^EPE0] — {—1 ,0,M }]//FS[#,M  € Reals&&S >  0]& 
Nô m[pEt]]2//F S [# , {M,t} €  Reals&&S >  0]& 
Limit[% ,t — m ,

Assumptions — {m €  R eals, S >  0}]
V2 S
(—i + S)2 + S2 + (—tS2 + m)2

The states ev,M = (—1,v, m) are unstable: 
p[t-] :={S -  1, v,M — vSt};

No^EPE0] — {—1, v, m}]//F S [# , {v, m} €  Reals&&
S >  0]&

Norm[p[t]]2//F S [# , {v, m,*} €  Reals&&S >  0]& 
Limit[% ,t — m ,

Assumptions — {{v, m} €  R eals, S >  0, v =  0}]
S
( —1 + S)2 + v2 + (M — tSv)2

B . 4 . 9  T h e  s y s t e m  H ^

The equilibrium states are:
Reduce[p1 +  p2 +  p1p2 = =  0 ]//S im p lify
1 + p1 = 0&&p1 + p2 + p1p2 == 0

The states en,M = are unstable:

p N ^ j n , S -  i+ n , m - S (i  +  n )* } ;

Norm [p[0] — |n ,  -  i+n , m} ]  / / f s [ # , s  >  0&& 

n =  - 1 ] &
Norm[p[*]]2//F S [# , {n,M ,t} € Reals&&S >  0&&

n =  - 1 ] &
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Limit[% ,t ^  ro,
Assumptions ^  {{n ,y }  € R eals, J >  0 ,n =  - 1}]

6
n2 + (e — 6ct)2 + ( j  — £(e + n — 6ct)2 + £( —e + 6ct))

6
n2 + ( —i + 6 + x+p̂ ) + (—£6(1 + n) + j )2

B .4 .1 0  T h e  s y s te m  H ^

B .4.10.1  S tab ility
The equilibrium states are:
Reduce[ap2 = =  0&&ap1 = =  0&& — p1p2 = =  0 

&&a >  0 ] //S im p lify [# , a  >  0]&
pl == 0&&p2 == 0

The states ê  = (0, 0,y) are (spectrally) unstable: 
D [{ap2, ap1, —p1p2}, {{p1, p2, p3}}]

/ .{ p 1  ^  0 ,p2 ^  0 ,p3 ^  y }//E ig e n v a lu es
{0, — a, a}

B .4 .10 .2  V isu a lisa tio n
Ha[c_, h_ ,a_]: =

ContourPlot3D[az +  | x 2 = =  h, {x, —5,5}, 
{y, —5,5}, {z, —5 ,5 } ,Mesh ^  4];

Int[c_, h_, a_?NumberQ] : =
In t [c ,h , {p1, p2, p3} ap3 +  1p12] ;

Manipulate[{
Show[Ca[c, h], Ca[—c, h], Ha[c, h, a ],

Int[c, h, a ], In t[—c, h, a ] , Opts],
Show[

Param etricPlot3D[{0,0, y } , {y , —3,3}, 
P lo tS ty le  ^  Directive[Thick,Red]], 

Int[c, h, a ], In t[—c, h, a ] , Opts]},
{{c, 1}, —3 ,3}, {{h, 2}, 0 ,3}, {{a , 1}, 0,3}]

B .4 .1 1  T h e  s y s te m  H (2)
The equilibrium states are:
Reduce [—p2 — (p1 +  p2)2 = =  0]

(p1 == — 4&&p2 == — 4)|| (V > — 4
&&(p2 == X( —1 — 2p1) — 2 Vi + 4p1

||p2 == 2( —1 — 2p1) + X V1 + 4p1'))
The states en,j = (n, e, y) are unstable:
p[t_] : = {n, e — a J ,y  — (e — aJ)t — (n +  e — aJ)2t}  ;

Norm[p[0] — {n ,e,y}]
//F S  [# ,n  >  — 1 &&J >  0&&Abs[a] = =  1]& 

Norm[p[t]]2//F S [# ,n  >  — 1&&J >  0&&
{t,y , e} €  Reals]&

Limit[% ,t ^  ro,
Assumptions ^  {n >  — 4 &&J >  0&&
{ y ,a }  € Reals}]
/ .{ e  ^  | ( 1  +  2n +  a  VI +  4y )}//Expand  
/ /F s [ # ,a 2 = =  1&&J >  0&&n >  — 4 ]&

B .4 .1 2  T h e  s y s te m  h 22)
The equilibrium states are:
Reduce[(p1 +  p2)(1 +  p1 +  p2) = =  0 ]//S im p lify
1 + p1 + p2 == 0||p1 + p2 == 0

The states ep^ = (n, —1 — n,y) are unstable:
p[t-] :={n, —J — 1 — n, y  — J(J +  1)t};

No^[p[0] — {n, —1 — n ,y}]
//F S [# , {n ,y }  € Reals&&J >  0]&

Norm[p[t]]2//F S [# , { n ,y ,t}  € Reals&&J >  0]& 
Limit[% ,t ^  ro,

Assumptions ^  { {n ,y }  €  R eals, J >  0}]
6
n2 + (1 + 6 + n)2 + (—£6(1 + 6) + j)2 

The states epM = (n, —n,y) are unstable:
p[t-l :={n, J — n, y  — J(J +  1)t};

Norm[p[0] — {n, —n ,y }]//F S [# , {n ,y }  €  Reals&&
J >  0]&

Norm[p[t]]2//F S [# , { n ,y ,t}  € Reals&&J >  0]& 
Limit[% ,t ^  ro,

Assumptions ^  { {n ,y }  €  R eals, J >  0}]
6
(6 — n)2 + n2 + (—£6(1 + 6) + j)2

B .4 .1 3  T h e  s y s te m  H 2  

B .4.13.1 S tab ility
The equilibrium states are:
Reduce[Jp2 = =  0&&Jp1 = =  0

&& — (p1 +  p2)2 = =  0&&J =  0] 
/ /S im p lify [# , J =  0]&

p1 == 0&&p2 == 0
The states ej = (0, 0, y) are (spectrally) unstable:
D  [{Jp2, Jp1, —(p1 +  p2)2} , {{p1,p2,p3}}]

/ .  {p1 ^  0 ,p2 ^  0 ,p3 ^  y }//E ig e n v a lu es
{0, —6, 6}

B .4.13.2  V isu a lisa tio n  
Ha[c_, h ., J_] : =

ContourPlot3D [Jz +  1 (x +  y )2 = =  h, {x, —5 ,5}, 
{y, —5 ,5}, {z, —5 ,5 } ,Mesh ^  4];

I n t [ ^ , h_, J_?Nu^berQ] : =
In t [c,h , {p1, p2, p3}Jp3 +   ̂(p1 +  p2)2] ;

Manipulate[{
Show[Ca[c, h], Ca[—c, h], Ha[c, h, J],

Int[c, h, J], In t[—c, h, J], Opts],
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Shov[
Param etricPlot3D[{0,0, y } , {y , —3,3}, 

P lo tS ty le  —■ Directive[Thick,Red]], 
Int[c, h, J], In t[—c, h, J], Opts], 

Show[Ca[c, h], Ca[—c, h], Ha[c, h, — J],
Int[c, h, — J], In t[—c, h, — J], Opts],

Show[
Param etricPlot3D[{0,0, y } , {y , —3,3}, 

P lo tS ty le  —■ Directive[Thick,Red]], 
Int[c, h, — J], In t[—c, h, — J], Opts]},

{{c, 1}, —3 ,3}, {{h, 0}, 0 ,3}, {{J, 1}, 0.1,3}]

B . 4 . 1 4  T h e  s y s t e m  H (3)

B .4.14.1  S tab ility

P'[% 3]] +  p[t] [[2]]//S im p lify

Limit [Norm[p[t] — {y, 0 ,0}]2, t  — —ro, 
Assumptions —■ {y  <  0}]
0
0
0
0

The states eV = (0, 0, v) are (spectrally) unstable: 
D[{p2p3,p1p3, —p2}, {{p1,p2,p3}}]

/ .  {p1 —■ 0 ,p2 —■ 0 ,p3 —■ v }//E ig en v a lu es
{0, — V, v}

The equilibrium states are:
Reduce[p2p3 = =  0&&p1p3 = =  0&& — p2 = =  0]
(p2 == 0&&p1 == 0)||(p3 == 0&&p2 == 0)

The states ej = (y, 0, 0), y > 0 are stable:
H =  p1 +  1 p32;
Ca =  p12 — p22;
MF/@{

D  [AqH31 +  AxCa, {{p 1 ,p 2 ,p 3}}],
D  [D [AqH31 +  AxCa, {{p1, p 2 ,p 3 }}], {{p1,p2, p3}}] 

} / .  {p1 —— y , p2 —— 0, p3 —— 0}
/ .  {Aq — —2yAx}/ .  { A1 — — 2 }

kerH =  D[H, {{p1,p2, p3}}]
/ .  {p1 — y, p2 — 0, p3 — 0}; 

kerCa =  D[Ca, {{p1,p2 ,p3}}]
/ .  {p1 — y, p2 — 0, p3 — 0}; 

Reduce[kerH{x ,y ,z}  = =  0&&kerCa.{x,y, z} = =  0] 
/ /S im p lify  [# ,y  =  0]&

{ (q) ' ( o‘ 1 q)}

The state e? = (0, 0, 0) is unstable: 
p[t-];= { —£2, £2 ,1 } ; 
p'[% 1]] — P[t][[2]]P[tl [[3]]//S im pl i f y 
p'[t][[2]] — P[% 1]]P[% 3]]//S im pl i f y 
p'[t] [[3]] +  p[t][[2]]//S im pl i f y

Limit [Norm[p[t]]2, t  — —ro, Assumptions — {y  <  0} 
Limit [Norm[p[t]]2, t  — 0, Assumptions — {y  <  0}]
0
0
0
0

The states ej = (y, 0, 0), y < 0 are unstable:
p[t_] := {y  (  1 +  2Csch [t y ] 2)  ,

—2yCoth [t V —y  ] Csch [t V _ y  ] ,
2 V —y  Csch [t V —y  ] | ;

p'[t][[1]] — p[t] [[2]]P[t] [[3]]//S im pl i f y 
p'[t] [[2]] — p[t] [[1]]P[tl [[3]]//S im pl i f y

B .4.14.2  In te g ra tio n : case c0 >  0, h 0 >
y c o , p i  (t) < - y c o

a1 =  1; b1 =  0; c1 =  —c0;
a2 =  0; b2 =  —1; c2 =  2h0;

X1 =  a1x2 +  2b1x +  c1;
X2 =  a2x2 +  2b2x +  c2;

Solve [(a1 — Aa2)(c1 — Ac2) — (b1 — Ab2)2 = =  0, A] 
/ /S im p lify ;

A1 =  —h0 — Vh02 — c0 ;
A2 =  —h0 +  Vh02 — c0 ;

(a1 — A1a2)(c1 — A1c2) — (b1 — A1b2)2/ /S im p lify  
(a1 — A2a2)(c1 — A2c2) — (b1 — A2b2)2/ /S im p lify
0
0

Solve —£ g  = =  0 ,x  / /S im p lify ;

Solve [^jUga^ = =  0,x j / /S im p lify ;

r1 =  —A1; 
r2 =  — A2;

A1 =  A2(*2— 1a2) //S im p lify ;
A2 =  a12-Ai2//S im p lify ;
B1 =  A1 (——A2a2) //S im p lify ;
B2 =  a2 / / Si mpl i fy;

A1(x — r1)2 +  B1(x — r2)2 //S im p lify  
A2(x — r1)2 +  B2(x — r2)2 //S im p lify

{A1, B1, A2, B 2}//S im p lify
— c0 + x2 
2(h0 — x)
1  ______ h0
2 2 y/ — c0+h02' ’ 22 1 + h0y/— c0+h02'

2 y/ — c0+h02' ’ 2 y/ — c0+h02'
J =  Vh02 — c0 ;

1 1
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h0+6 . 
h0-6 ;a —

b = 1; ____
O = /h0  + S;
k = A /-2 ^ ';k = Y ho+6 ;
w  — /hQ-61.Y h0— 6 ;

, , _ (6+h0)JacQbiDM[nt1fe2]+(6—hQ)
P [ -] JacobiDN[nf,fe2] —1 ;

r -| _ JacobiĈ [nt,fc2lp2[t_l:=^2S-------fj- ,o11 ;* *■ ■* JacobiDN[n£,fc2] — 11
r i » JacobiSNtot.fe2]p3[tJ:=a v 2d k------ 1-̂  ,o11 ;* *■ ■* JacobiDN[ftt,fe2] —1?

k =  4 /_ 2 ^ '; k =  V h0+6 ;

k> =  y i - | , ;
p ^  kpJacobî [nt,fc2]-+1;
* L J kp+JacobiDN[ftt,fc2J

r , ,o  JacobiSN[ft£,fc21
P2[^]:=kV c°  kp+Ĵ ĉ bî Njr. J 2] ;

p [t _]: y 6  kp+Jacobî [̂nt,fc2| ;

B .4 .14 .4  In te g ra tio n : case co >  0, h o

Vco

B .4.14.3  In te g ra tio n : case c0 > 0, h o >
Vco  , pl (t) > vco

a l =  1; b l  =  0; c l  =  -c 0 ;  
a2 =  0; b2 =  -1 ;  c2 =  2h0;

X1 =  a lx 2 +  2b1x +  cl;
X2 =  a2x2 +  2b2x +  c2;
Solve [(a l -  Aa2)(cl -  Ac2) -  (b l -  Ab2)2 = =  0, 

A ]//S im plify;
Al =  - h0 -  V - c 0  +  h02 ;
A2 =  - h0 +  V - c 0  +  h02';

(a l -  Ala 2 )(c l  -  Alc 2 ) -  (b l -  Alb2 )2//S im p lify  
(a l -  A2a2)(c l  -  A2c2) -  (b l -  A2b2)2//S im p lify
0
0

Solve [ (ai—ai^ ) = =  0,x ] //S im pl i f y ;

Solve [ (ai—̂2̂ ) = =  0,x ] //S im pl i f y ;

r l  =  - Al ; 
r2 =  - A2;

Al =  A2(a1 —m 2) //S im p lify ;
A2 =  a— / /S im p lify ;
Bl =  A1(̂ 1—A2a2) / /S im p lify ;

B2 =  a— 1 2 / /S im p lify ;

A l(x -  r l )2 +  B l(x -  r2)2/ /S im p lify  
A2(x -  r l )2 +  B2(x -  r2)2/ /S im p lify

{Al, Bl, A2, B 2}//S im p lify
— c0 + x2 
2(h0 — x) 
12 2 y' — c0+h02 ’ 2 

1 1

1 1 1 + h0-C — c0+h02'

2 yC—c0+h02 ’ 2 y7 — c0+h02'
S =  Vh02 -  c0 ;

a =  -  yf\
b =  1;

/ h0+g ; 
h0—6 ;

h0

O — \/h0 +  S ;

S — / h 0 2 -  c0 ; 
O — /h 0  +  S ;
k =  4 r~ ^ ;k =  V h0+6 ;

Limit [ (6+h0)Jacobî N[»t-fe2|]+(6—h0), h0 ^  ,
L JacobiDN[nt,fc2J—1 ’ v ’

Assumptions ^  {h0 >  / c 0 , c0 >  0} J ;
X * * [ ~ f JacobiCN[nt,fc2] /—-iL im it \a 2 S ---------A , ,h0 —¥ Vc0 ,L JacobiDN[nt,k2] — 1 ’ v ’

Assumptions ^  {h0 >  / c ^ , c0 >  0} J ;

[ / j  JacobiSNfntJc21 t 1
f f V 2 S k  JacobiDN[m,k2]—‘ I ,h0 ^  ^  ,

Assumptions ^  {h0 >  / c ^ , c0 >  0} J;

O — / h 0 ;

pl[t_] := -  h0 (1 +  2Tan [ /h 0 1 ] 2)  ; 

p2[t_] := -  <r2h0Sec [ Vh01] Tan [ /h 0 t ]  ; 
p3[t_] :=2<r / h 0  Sec [ /h 0 1 ]  ;

p l / [t] -  p2[t]p3[t] / /S im p lify [# , h0 >  0&&c0 >  0&& 
h0 —— /c C 1 &&ct2 —— 1]& 

p2/ [t] -  p l[t]p3[t] / /S im p lify [# , h0 >  0&&c0 >  0&& 
h0 —— -/c0  &&ct2 —— 1]& 

p3/ [t] +  p2[t] / /S im p lify [# ,h0 >  0&&c0 >  0&& 
h0 —— -/C01 &&ct2 —— 1]&

0
0
0

B .4.14.5  In te g ra tio n : case co > 0,
-  V co < ho < V co

S — \J 2  (c0 -  V c0h0) ;

a l  — 0; b l — § ; c l  — -  Vc0 ;
a2 — -2 ;  b2 — h0 -  / c 0 ; c2 — 2 V ^ h 0 ;

Xl — a lx 2 +  2b lx  +  cl;
X2 — a2x2 +  2b2x +  c2;

Solve [(a l -  Aa2)(cl -  Ac2) -  (b l -  Ab2)2 —— 0, A] ;
Al — _____ 1______ ;—6 +2h0+46’
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\2  =  _____ 1______ .
-6 fO  +2h0=4<5 ;

(a l -  A la2)(c1 -  Alc2) -  (b l -  Alb2)2//S im p lify  
(a l -  A2a2)(cl -  A2c2) -  (b l -  A2b2)2//S im p lify
0
0

Solve = =  0 ,xj //S im p lify ;

Solve = =  0 ,x ] //S im Pl i f y;

r l  =  V c0  -  <5; 
r2 =  V c0  +  5;

Al =  A2£ - m 2) //S im p lify ;  
A2 =  aV l f  //S im p lify ;
Bl =  xi (̂ 1=A2a2) //S im p lify ;

B2 =  a*==ff //S im p lify ;

{Al, Bl, A2, B 2}//S im p lify
Al(x -  r l ) 2 +  B l(x  -  r2)2//S im p lify
A2(x -  r l ) 2 +  B2(x -  r2)2//S im p lify

f 1 1 -3 VcO +h0-25 -3 vc0 +h0+25 "|\ 45 > 45 > 25 > 25 J
= vco + x
2(h0 = x) ( f cO + x)

Q =   ̂ J 6 V co — 2h0 +  45 ; 
k  =  2  I  s ';k 2 Y 3 Vc0=h0+25 ;

pl [ t -]
(i+ VCO )JacobiDN[ft t,k2]+(6= fc0 ) 

JacobiDN[Q t,k2 J—1 ;

p2[^_] :=CTk 5 (5 +  2 V c0 y
JacobiCM̂nt,fe2] JacobiDN[Ot,k2]+1

VJja^DN[Qt:k2]̂  (JacobiDN[Ot,k2] — l ) 1

p3[t_]:=a 2 (5 +  V c0  -  h0)'
JacobiDN[Ot,k2J +kp ^  1—JacobiDN[Ot.k'21' 

(JacobiDN[n t,k2] = 1)

B .4 .14 .6  In te g ra tio n : case c0 >  0, h0
- V c 0

[($+ fc0 ) JacobiDN[nf,k2] + (6= fc0 )
JacobiDN[O t,k2] = 1 ,

h0 ^  -  > /c0 , Assumptions ^  {c0 >  0} , 
D irectio n  ^  + l j

/ .  {  V 0  ^  - h0, c01/ 4 ^  V - h 0 }
/ . { J -h0 ^  w}'//F S [# ,h 0  <  0]&
//F s [# ,w  >  0&&f e  Reals]&

Limit Jffk ^ 5 (5 +  2 V c 0 )
JacobiCN[nt,k2] ^ JacobiDN[Ot,k2]+1

(JacobiDN[Ot,k2J = 1)
h0 ^  , Assumptions ^  {c0 >  0} ,

D irection  ^  + lj

/ .  {  Vc0 ^  - h 0 ,c01/4 ^  V ^ i 0 }

/ .  { J -h0 ^  w}‘//F S [# , h0 <  0]&
//F s [# ,w  >  0&&t e  Reals]&

Limit |ct ^ 2 (S +  Vc0 -  h0)
•JJacobiDN|iOt,k2] t kp' y/ 1=JacobiDN[OOt,k2]*

(JacobiDN[O t,fc2j = 1) ,
h0 ^  -  \ / c 0 , Assumptions ^  {c0 >  0}, 
D irection  ^  + l j

/ .  {  V c0  ^  - h 0 ,c01/4 ^  V - h 0 }

/ .  { J -h0 ^  w }'//F S [# , h0 <  0]&
//F S [# ,w  >  0&&t e  Reals]&

h0 + 2h0Csch[t̂ ]2 
= 2h0CTCoth[tw]Csch[tw]
2CTwCsch[tw]

n =  V - ^0;

pl[t_] :=h0 (l  +  2Csch[nt]2) ; 
p2[t_] :=ff2n2Coth[nt]Csch[nt]; 
p3[^_] :=CT2nCsch[nt];

pl'[t] -  p2[f]p3[t]//Sim plify [ # , ct2 = =  l] & 
p2'[t] -  p l[f]p3[t]//S im plify  [ # , ct2 = =  l] & 
p3'[t] +  p 2[f]//S im p lify  [ # , ct2 = =  l ] &
0
0
0

B .4 .14 .7  In te g ra tio n : case co > 0 , h0 <

- V o
5 =  Vh02 -  c0 ;

a l  =  l; b l =  0; c l  =  -c 0 ;  
a2 =  0; b2 =  - l ;  c2 =  2h0;

Xl =  a lx2 +  2b lx +  cl;
X2 =  a2x2 +  2b2x +  c2;

Solve [(a l -  Aa 2 )(c l -  Ac2) -  (b l -  Ab2)2 = =  0 , A] 
//S im p lify ;

Al  =  - h0 -  5;
A2 =  -  h0 +  S;

(a l -  Ala 2 )(c l -  Alc2 ) -  (b l -  Alb 2)2//S im p lify
0
0

Solve [ (a;=^̂ a2* = =  0 ,X  //S im p lify ;

Solve x i i 1 = =  0 ,X  / / Simpl i f y;

r l  =  - Al; 
r2 =  -  A2;
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A1 =  A2a2-Ma2> //S im p lify ;
A2 =  a - - //S im p lify ;

B1 =  A1("ll^2a2) //S im p lify ;
B2 =  a— —2 //S im p lify ;

Al(x -  r l ) 2 +  B l(x  -  r2)2//S im p lify  
A2(x -  r l ) 2 +  B2(x -  r2)2//S im p lify

B .4 .14.10 In te g ra tio n : case c0 =  0,
h0 <  0

« =  ;

pl[t_] := -  2 n 2Sec[nt]2; 
p2[^_] := -  a 2 n 2Sec[nt]2; 
p3[t_] :=CT2nTan[nt];

{A l, B l , A2, B 2}//S im p lify
-hO2 + x2 + 62 
2(h0 -  x)
f —h0+8 h0+8 1 1 1X 28 ’ 28 ’ 28 ’ 28 J

b_ _  / h0+6‘;
b _  y  h0-6 ;
a _  -1 ;

pl'[t] -  p2[t]p3[t]//Sim plify [# ,f f2 = _  l] & 
p2'[t] -  p l[t]p3[t]//S im plify  [# ,f f2 = =  l] & 
p3'[t] +  p 2[t]//S im p lify  [# ,f f2 = =  l] &
0
0
0

0  =  / S  -  hO ;
k =  . / h0+6‘; k =  Y h0-6 ;

(h0+6)JacobiCN nt,fc2 +(h0-6)JacobiDN[n£,fc2]
JacobiDNnt.fe2 +JacobiCN[nt,fc2]

p2[t i . =^ ___________26___________ ;
p  [ JacobiDN[n£,fc2J+Jacobi [̂n£,fe2J ;

, , V26 kpJacobiSN[n£,fe2]
p  [ ~ JacobiDN[n£,fc2j I JacobiCN|nt,k21 ;

B .4.14.11 In te g ra tio n : case co < 0
S =  /hO 2 -  cO;

a l  =  1; b l =  0; c l  =  -cO; 
a2 =  0; b2 =  -1 ;  c2 =  2h0;

Xl =  a lx 2 +  2b lx  +  cl;
X2 =  a2x2 +  2b2x +  c2;

B .4 .14 .8  In te g ra tio n : case c0 =  0, h0 >
0

p l [ t ] := -  2 n 2Csch[nt]2; 
p 2 [t] :=ct2Q2 Csch[Qt]2; 
p 3 [t] :=CT2nCoth[nt];

p l'[t] -  p2[t]p3[t] //S im p lify  [ # , <r2 = =  l] & 
p2'[t] -  p l[t]p3[t] //S im p lify  [ # , <r2 = =  l] & 
p3'[t] +  p2[t] //S im p lify  [ # ,ff2 = =  l] &
0
0

Solve [(a l -  Aa2)(cl -  Ac2) -  (b l -  Ab2)2 = =  0, A] 
//S im p lify ;

Al =  -hO -  S;
A2 =  -hO +  S;

(a l -  A la2 )(c l -  Alc2) -  (b l -  Alb2)2//S im p lify  
(a l -  A2a2)(cl -  A2c2) -  (b l -  A2b2)2//S im p lify
0
0

Solve

Solve

(X1-A1X2) 
a1-A1a2 

(X1-A2X2) 
a1-A2a2

=  0 ,x  //S im p lify ;  

=  0 ,x  //S im p lify ;

r l  =  -A l;  
r2 =  -A2;

0

B .4 .14 .9  In te g ra tio n : case c0 =  0, h0
0

Al =  A2(̂ 2-A1a2) //S im p lify ;  
A2 =  aA- -At / / S im plify;
Bl =  A1(̂ 1-A2a2) //S im p lify ;  
B2 =  Aa2//Simplify;

p l[t-]:=  - 122;
p2[t_]:=<r ; 
p3[t_j:=<7 2 ;

A l(x -  r l ) 2 +  B l(x -  r2 )2//S im p lify ;  
A2(x -  r l ) 2 +  B2(x -  r2 )2//S im p lify ;

p l'[t] -  p2[t]p3[t] //S im p lify  [ # , <r2 = =  l] &
{A l, B l, A2, B 2}//S im p lify
-  c0 + x 2

p2'[t] -  p l[t]p3[t] //S im p lify  [ # , <r2 = =  l] & 2(h0 -  x)
p3'[t] +  p2[t] //S im p lify  [ # ,ff2 = =  l] & f —h0+8 h0+8 1 1 1 \  28 > 28 > 28 > 28 J
0 a =  - 1;
0 b_ /  6+h0 ;

b =  V 6-h0 ;
0
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f i =  / 2 S ;
k =

pl [ t -] : 

p2[t-] : 

p3[t-] :

^̂ Q+6)Jaĉ îCN[Ot,fc2]+(hQ-6)
JacobiCN[nt,fc2]+1

n2JacobiDN[nt,k2]
°  JacobiC»[nt,k2]+1;

nJacobiSN[nt,fc2]
°  JacobiCN[nt,fc2j+1;

B .4.14.12 V isu a lisa tio n
Ha[c_, h_] : =

ParametricPlot3D [ { h  -  1 z2,y , z }  , {y, - n ,n } , 
{z, - n ,n } , Mesh ^  4];

Int[c_, h_] : =
Int[c, h, {p l,p 2 ,p 3 }p l +  1p32];

Manipulate [{
Show[Ca[c, h], Ha[c, h], Int[c, h], Opts],
Show[lnt[c, h],

L istP oin tP lot3D [{{0 ,0 ,0 }} ,
P lo tS ty le  ^  D irective[Red,
P o in tS ize  [Large]]],

Param etricPlot3D[{0,0, v }, {v, - 5 ,5 } ,  
P lo tS ty le  ^  Directive[Thick,Red]], 

Param etricPlot3D[{y, 0 ,0 }, {y , - 5 ,0 } ,  
P lo tS ty le  ^  Directive[Thick,Red]], 

Param etricPlot3D[{y, 0 ,0 }, {y , 0 ,5}, 
P lo tS ty le  ^  D irective[T hick,Blue]], 

Opts]
}, { { c ,- 1 } ,  - 3 ,3 } ,  {{h, 2}, - 3 ,3 } ]

The states eV = (0, 0, v) are (spectrally) unstable: 
D[{p2p3,plp3, - ( p l  +  p2)}, {{p l,p 2 ,p 3}}]

/ .  {p l ^  0 ,p2 ^  0 ,p3 ^  v (//E ig en v a lu es
{0, — V, V}

B .4.15.2  In te g ra tio n : case c0 > 0, h0 >
0

n =  V ? ;

pl[t_] := -  (4n4Csch[nt]2 +  cOSinh[nt]2) ;
p2[t_] : = -  4I15- (4Q4Csch[nt]2 -  cOSinh[Qt]2) ; 
p3[t_] := -  2nCoth[nt];

pl'[t] -  p 2[t]p3[t|//S im plify[# , hO >  0]& 
p2'[t] -  p l[t]p3[t]//S im plify[#,hO  >  0]& 
p3'[t] +  pl[t] +  p 2[t]//S im plify[# ,hO  >  0]&
0
0
0

ql[t_] := 4 ^  (4n4Sech[nt]2 +  cOCosh[nt]2) ; 
q2[t_]: = (4fl4Sech[flt]2 -  cOCosh[flt]2) ;
q3[t_] := -  2nTanh[nt];

ql'[t] -  q2[t]q3[t]//Sim plify  
q2'[t] -  q l[t]q3[t]//S im plify  
q3'[t] +  ql[t] +  q2[t]//S im p lify
0
0

B . 4 . 1 5  T h e  s y s t e m  H ; 3  

B .4.15.1  S tab ility
The equilibrium states are:
Reduce[p2p3 = =  0&&plp3 = =  0&&(p l +  p2) = =  0]
(p2 == 0&&p1 == 0)||(p3 == 0&&p1 == - p2)

The state e)1 = (0, 0, 0) is unstable:
P[t -] :={SExp[St], - SExp[St], -S};

Norm[p[0] -  {0 ,0 ,0}]/ /F S [# ,S  > 0]& 
Norm[p[t]]2//F S [# ,S  > 0&&t e  R eals]&
Limit [%,t ^  tc, Assump tio n s  ^  {S >  0}]
V3 6
(1 + 2e2t8 ) 62

The states ê  = (y, - y, 0), y = 0 are unstable:
P[t -] :={yExp[St], - yExp[St], -S};

0

B .4.15.3  In te g ra tio n : case c0 > 0, h0 =
0

n =  V ? ;

Limit [ { - ( 1 ^  (4n4Csch[nt]2 +  cOSinh[f)t]2) ,
- 415- (4Q4Csch[nt]2 -  cOSinh[nt]2) , 
-2n o o th [n t]} ,

hO ^  0, Assumptions ^  {cO >  0}]

f 4+c0t4 - 4+c0t4 2\\  4t2 , it2 , t J

sl[t_]:=  -  ^ ;
s2[t_] := -  4 - ^ ; 
s3[t_] := -  2;

Norm[p[0] -  {y, - y ,  0 }]//F S [# ,S  >  0]& 
Norm[p[t]]2//F S [# ,S  >  0& & {t,y} e  Reals]&  
Limit[% ,t ^  ro,

Assumptions ^  {S >  0 ,y  =  0, y  e  Reals}]
6
62 + 2e2t8M2

s l'[ t | -  s2[t]s3[t |/ /S im p lify  
s2'[t] -  s l [ t]s3[t] //S im p lify  
s3'[t] +  s l [ t] +  s2[t |/ /S im p lify
0
0
0
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B .4 .15 .4  In te g ra tio n : case c0 >  0, h0 <  0
0 0

n =  V -  f ;

pl[^_] := — (4n4Sec[ntj2 +  c0Cos[nt]2) ;
p 2 [t]  := — jjty (4Q4Sec[nt]2 — c0Cos[Qt]2) ; 
p3[t_]:=2QTan[fit];

p l'[t] — p2[t]p3[t] / /S im p lify [# ,h0 <  0]& 
p2'[t] — p l[t]p3[t] / /S im p lify [# ,h0 <  o]& 
p3'[t] +  p l[t] +  p2[t] / /S im p lify [# ,h0 <  0]&
0
0
0

B .4 .15 .5  In te g ra tio n : case co =  0, h0 >
0

p l[ t ]  := — n 2Csch[nt]2; 
p2[t_] : = — n 2Csch[nt]2; 
p3[t_] : = — 2flCoth[flt];

pl'[t] — p2[t]p3[t]//S im plify[# ,h0 >  0]& 
p2'[t] — p l[t]p 3[t]//S im p lify [# ,h 0  >  o]& 
p3'[t] +  pl[t] +  p 2 [t]//S im p lify [# ,h 0  >  0]&
0
0
0

ql[t_]:=n2Sech[nt]2; 
q2[t_] :=n2Sech[nt]2; 
q3[t_] := — 2nTanh[nt];

ql'[t] — q2[t]q3[t]//Sim plify  
q2'[t] — ql[t]q3[t]//S im plify  
q3'[t] +  ql[t] +  q2[t]//S im p lify
0
0
0

wl[t_] :=^Exp [—[  ^2h01] ; 
w2[t_] := — ffExp [—? V2h01] ; 
w3[t_]:=<j V 2h 0;

wl'[t] — w2[t]w3[t]
//S im p lify [# , h0 >  0&&CT2 = =  1&&<j2 = =  1]& 

w2'[t] — wl[t]w3[t]
//S im p lify [# , h0 >  0&&CT2 = =  1&&<j2 = =  1]& 

w3'[t] +  wl[t] +  w2[t]
//S im p lify [# , h0 >  0&&CT2 = =  1&&<j2 = =  1]&

B .4 .15 .6  In te g ra tio n : case c0 =  0, h0 =
0

pl [ t -]:= — ;
p2[t—] := — ; 
p3[t_]:= — f ;

pl'[t] — p2[t]p3[t]//Sim plify  
p2'[t] — pl[t]p3[t]//S im plify  
p3'[t] +  pl[t] +  p 2[t]//S im p lify
0
0
0

B .4 .15 .7  In te g ra tio n : case c0 =  0, h0 <
0

pl[^_] := — fi2Sec[nt]2; 
p2[t_] := — fi2Sec[nt]2; 
p3[t_] :=2QTan[nt];

pl'[t] — p2[t]p3[t]//Sim plify  
p2'[t] — pl[t]p3[t]//S im plify  
p3'[t] +  pl[t] +  p 2[t]//S im p lify
0
0
0

B .4 .15 .8  V isu a lisa tio n
Ha[c_, h_( :=ParametricPlot3D[

{ 2 (z +  h — 2x2) , i l (h -  if®2 — z) , x K
{x, —3,3}, {z, —10 ,10},Mesh ^  4];

Int[c_, h _[ : =
In t [c,h, {p l,p 2 , p3}pl +  p2 +  |p 3 2] ;

— T„-i„ < 62831 11781 11781 l l°Pt s  =  Join  [{VlewPol n t ^  { 100000, 6280 , 6280 } } , 
Opts];

Manipulate[{
Show[Ca[c, h], Ha[c, h], Int[c, h], Opts], 
Show[lnt[c, h],

Param etricPlot3D[{0,0, v}, {v, —3 ,3}, 
P lo tS ty le  ^  Directive[Thick,Red]], 

ParametricPlot3D[{^, —̂ , 0}, {^, —3,3}, 
P lo tS ty le  ^  Directive[Thick,Red]], 

Opts]
}, {{c, 1}, —3,3}, {{h, 1}, —3,3}]0
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