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PREFACE

This Thesis is concerned primarily with problems in
Interactive Computer Graphics, with special emphasis on a system
which communicates in the Electrical Circuit Domain. The work
is mainly within the field of Computer Science, but also draws
briefly on other disciplines such as Electrical Engineering and

" Perceptual Psychology.

The research presented was carried out in the Department of
Engineering Physics, Research School of Physical Sciences of The
Australian National University (ANU}, under the guidance of

- Professor S, Kaneff and was commenced in 1968.

Originality is suggested to stem from an attempt to rectify
a shortcoming of currently available graphic systéms which (as
far as is known to the writer) are unable to perform
"knowledgeably" in their problem domains. The novel features of
the developed system arising from this objective are claimed to
be:

(1) The separation of problem domain descriptions from purely

pictorial descriptions with the independent generation of the two.

(2) The incorporation of "knowledge' of the problem domain into
the systaem. This knowledge concerns the construction of circuit

diagrams, and can be divided into 3 parts:

(a) knowledge of "aesthetic" requirements for a
pleasing diagram,

(b) specific knowledge on how to draw particular
types of circuits, and

(c) specific knowledge of the connectivity of

particular types of circuits.

(3) The provision of a facility to use the '""knowledge'" mentioned
in (2) to produce a circuit diagram from purely electrical

information.

(4) (Because of (3)), the ability of the user to converse in

purely electrical terms.



(5) The fact that, unless he so desires, the user does not need
to p051t10n components in a dlagram, this being done by the

‘nachine,
.
(6) The machine’s "knowledge'" of the connectivity of particular

circuit types so that the user is freed from having to specify

this information.

[7) The use of knowledge of particular circuit types, and ‘ -
 knowledge on general layout of parts, which enables the machinelﬂfﬂ
- to draw circuits which are modifications or combinations of known.ﬁ

‘types.. This helps reduce the number of specific types which o

nust be stored in the machine.

[(8) The basic pr1nc1p1es beh1nd points (1) to (7) are not doma1n Af
specific and are applicab1e to a wide variety of areas. R

Two papers (related to the ideas of Chapters 5-8) resu1t1ng

‘from this work have been accepted for publication in 1972 They

L

are.

Lawrence, T.J., "Pictorial Organization of Electrical
C1rcu1t Diagrams"; in Pictorial Organization and L
Shape, Div. Computing Research CSIRO* Canberra, ."“;“

P. 125

Lawrence, T J., "Generation of C1rcu1t D1agrams from‘ “
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SUMMARY

A study in Interactive Computer Graphics is presented. A

broad survey of this and related fields points out certain
deficiencies in current graphics systems; these deficiencies are
suggested to be due to a lack of "knowledge' within the machine
of the subject about which communication is to occur. The
Present work attempts specifically to overcome the difficulties
in the domain of electrical circuits and their corresponding
diagrams. This has been done by the inclusion of models which
contain information concerning connectivity and parts of various
circuit types, and data on how the diagrams for these circuits
may be drawn, The use of these models frees the user from the
necessity of specifying detailed connectivity for circuifs, and
also places the onus on the machine for the actual production 6f
diagrams.

- Before developing these models, however, necessary examin-
ation of the pictorial associations found relevant by humanbbeings‘
in drawing and interpreting circuit diagrams is carried out. It
is found that many indirect pictorial clues are used in
determining function of a circuit, and these must be taken into

account by the machine as it produces diagrams.

The pictorial associations thus discovered are also found
useful in the production of diagrams for circuits which do not
exactly correspond to known models, and where certain new parts
must be suitably incorporated into a diagram.

The Principles involved in the present system are believed to
be general, and a discussion of extensions to the system, with

- possible use in various domains and environments, is given.



CHAPTER 1
INTRODUCTION

The research reported here is concerned with an apsect of

Interactive Computer Graphics forming part of the field of Man-
machine Communication, which in turn may be considered as a
subset of the broader field of Artificial Intelligence, The
approach is taken that the communication in graphic systems

should be as natural as possible from the human point of view.

A shortcoming of currently available graphic systems lies in
the lack of knowledge, within the machine, of the enviionment of
operation, leading to an inability to communicate freely. This
shortcoming might be alleviated by making use of deﬁelopments
which have been made in various aspects of Artificial Intelligence
research. Natural language communication systems, for example,

have already made use of this "environmental knbwledge" to improve

communication ‘performance.

The present project involves an investigation of the domain
of electrical circuit diagram communication; a‘novelvincorpoﬁaxibn
of knowledge into a machine allows greater freedom of communic-
ation for a user in this domain. .Two of the main features of

this communication system axre:-

(1) the inclusion of knowledge of the connectivity of useful
circuit types, thereby freeing the user from having to specify
the exact arrangement of each part of his circuit,

(2) the inclusion of knowledge regarding the constrﬁction of
circuit diagrams, enabling the system to draw diagrams from
circuit information specified as in (1) above. This knowledge
includes not only the arréngement of particuiar circuif types;
but also the aesthetic requirements for an acceptable diagram.
The latter aids the system in drawing diagrams for circuits not

conforming exactly to known types.

1.1 Relevant Fields :
It has already been indicated that useful concepts for the

present work have;béen.dbtained.from other related fields,"

particularly those introduced below and surveyed'in'more detail



in Chapters 2 and 3. This survey provides a context for
discussing the present work, and particularly outlines the state
of development of related systems, pointing to the need for
enhancement of functional capabilities. These fields, although
tightly interrelated,>can with advantage be isolated for purposes

of discussion.

1.1.1 Artificial Intelligence

This involves two distinct questions.
(1) What is the nature of intelligence? - This is largely in the
realm of the psychologist, but some achievements in simulation
lend insight. . ‘
(2) How can an intelligent machine be built? Two general
approaches may be idenfified: the first attempting eimulation
of the detailed organization of the human brain; and the second
simulating the performance rather than the mechanism. The
former method appears limited by scale and»Complexity. The
latter, however, has been successful, for example, in the prod-
uction of various game playlng and" problem solving systems
(Newell et al, 1958; Samuel, 1967; Greenblatt et al, 1967;
Elcock and Murray, 1968). | o

An important aspect of intéelligent behaviour is communication,

which is con51dered 1n succeeding sections.

1.1.2 Picture Processr ng

As normally 1nterpreted ‘Picture Proce531ng concerns attempts
to perform, by machlne, certain tasks which a human belng performs
with pictures, and may be viewed as part of Art1f1c1alf%?
Intelligence research (though not a11 workers have con51dered it
thus). P

Many approaches have emerged; early picture'proceseing
systems were concerned with classifying fairly regular images into
one of a number of categories (Bledsoe and Browhing; 1959; Uhr,
1963; Van der Lugt, 1964; Nagy, 1968; Dye, 1969; Ahdrew, 1969;
Levine, 1969). More recently attention has been focuééed on the
description of images, and this approach has led to more flex-

ibility being allowed in input images, as well as better methods



for segmenting pictures<into relevant parts (Grimsdale et al,
1959; Evans, 1967, 1968; Guzman, 1968; Narasimhan, 1966; Shaw,
1968; Stanton, 1970; Kaneff, 1970). In particular,

hierarchical descriptions of pictures have followed from this

approach.

1.1.3 Man-Machine Communication

Communication in natural languages (e.g. English) has been
the subject of considerable interest (Weizenbaum, 1966; Bobrow,.
1964; Minsky, 1969; Woods, 1967). Two important points have
emerged from this research:

(1) it has so far proved impossible to develop a complete grammar
'repreSenting natufal language: however, extensive subsets have
been formalized and used in particular cases (Woods, 1967);

ii) incorporation of "knowledge of the environment'" into a
P

-machine, greatly increases its capacity for apparently natural

cgnversafion, - Systems with such knowledge are able to hold
quite '"matural" conversations despite their use of very fixed
format language techniques.

'1.1,4‘Iﬁteréctive Computer Gravnhics

Graphical man-machine communication, via Cathode Ray Tube
(CRT) displays and light pens, has developed along different
1ines from that of natural language communication. Attempts to

51mulate true graphical communication, as used between human

_belngs have proven difficult# and most systems require the

'selection of an obJec1, followed by placement of that object

(pick-and-place). Some systems (Sutherland, 1963) also allow
the specification of constraints relating the parts of an image.

A feature common to graphical systems is that they have not

,attempted to incorporate "knowledge of the environment" to a

significant extent. Such incorporation has been found very use-
ful in natural language communication, and there seems no reason
why this should not be so also in graphical systems. Complex
graphical data structures which have been developed (Williams,
1971) resemble the hierarchical structures found in the parsing

approach to picture processing: this is not surprising, as the

*No known practical systems attempt the problem.



constraints and relations in these data structures are the same

relations which are recovered in the parsing of pictures.

1.2 Perspectives of the Chosen Problenm

Evans and van Dam (1968) have argued that for efficiency in
graphical systems, data structures should be specifically designed
for each application. Furthermore, in any system attempting to
incorporate useful knowledge from the problem domain, a general
system would appear almost impossible due to the amount and
diversity of knowledge required. This argument is difficult to
counter, and the generality claimed for the communications system
developed herein, is not on this level. Rather, the design
principles are applicable in a wide variety of domains, so that a
similar program could easily be developed to operate in another
field. This helps surmount the knowledge problem, as only
information on one field must be incorporated for any given
systemn, '

The application chosen for the development of the present
system is the electrical ci;éuif domain: the reasons for this
choice are discussed in more detail in chapter 4, but briefly,
include: wusefulness in terms of there being a current need for
systems operating in this domain; the existence of other syétemsv
against which comparisons may be made; and the well-defined

nature of electrical circuits.

- An important feature.addré§§ed‘in.thishsystem is the
"relation of representation™ which considers the:problem domain
and pictorial domain asAsepéra{e.entities but adequately related.
This leads to the incorporation of a capability for drawing
circuit diagrams.. The user is given more freedom, then, in the
manner in which he may specify his input. Since the primary
interest here is to inveStigafe-graphical communication, no
attempt has been made to include the system into a complete
environment (such as that of Cdmputer'Aided Design); this leads
to some generality of environments to which this system may bé
applied.

To put the present work in the context of other fields: it



is clearly related to computer graphics. Some of the important
ideas concerning the incorporation of knowledge of the environ-
ment are related to the field of natural language communication,
and form a link with this field. Connection with picture
processing exists because of the necessity to investigate
electricel circuit diagrams carefully to determine the various
pictorial relationships of importance in producing “well-formed"
diagrams. These relationships are very closely related to those
conéidered in the analysis of images. There is an obvious

connection with the general field of Artificial Intelligence.

"1.3 Outline of this Report

This chapter has introduced the various relevant fields, and
the present work in general terms. Chapter 2'sﬁrveys the fields
of interest in some detail and provides background to the
developed ideas, while Chapter 3 diécusses a sé;ection of
existing graphics systems of direct relevance to this project,
with the ob3¢ct not only of detalllng these system , but also of

pointing out weaknesses and possible improvements.

Chapter 4 discusses the present problem, and the next
chapter outlines the general principies'of the solution used.
The three following chapters describe particular aspects of the
system, followed by a ohapter presenting the programé which have
been developed. | '

Chapters- 10 and 11 provide a ‘discussion of the achievements and
shortcomlngs of the developed system and g*ves a number of
recommendations for future dexelopment° this is followed by a
concludlng chapter, Two appendices, one listing programs; the
other giving an example of the data structures employed are
1ncluded

_ Throughout the report a number of methods of solution which
were not}eventually incorporated in the system-are discussed in
detail, as they provide_addifional insight into the problems
involved, and into the advantages and disadvantages of'the

various possible solutions.



CHAPTER 2
SURVEY OF RELATED WORK

2.1 Introduction

This chapter reviews the relevant fields already introduced,
outlining research in each field, and indicating achievements
and shortcomings.

There are several reasons for including this survey: the
various fields mentioned have tended to develop indépendently,
and this review serves to indicate relationships which exist
between them. In doing so, a general context for the present
work is also established. In addition, several ideas which
have been developed in various independent studies and have not
been used in interactive graphics (but which clearly have
relevance therein), have been identified. Soﬁe of these
concepts have been taken and developed in this pioject; the

review serves to indicate their origins.

2.2 Artificial Intelligence

Attempts to provide insight into the nature of Intelligence
have so far met with comparatively little success. 1.Q. teétsa
which purport to put a measure on intelligence ére generally .
recognized as being of questionable validity: furthermore, they
do not: pretend to offer any insight into the fundamental nature
of intelligence. Attempts have been made also to provide an
‘understanding of intellect from biophysical studies, which have,
however, provided little information” about brain mechanism
(Harlow and Woolsey; 1958; Wooldridge,1963). At a low 1éve1,
much is now known about the behaviour of individual neurons and
this has led to a number of methods for their simulation, This
work, however, does not appear to lead directly to an under-
standing of the nature of intelligence.

A more practical approach séems to be to take a behavioural
view by defining intelligence in terms of performance, and
measuring degree of intelligence by the adequacy of decision-
making processes present. Stated more carefully (Fogel et al
1966): -



Intelligence can be viewed as the ability of any decision-
making entity to achieve a degree of success in seeking

a wide variety of goals under a wide range of
environments.

This approach is closely related to Turing’s Test (Turing, 1950)
fo determine machine intelligence; this involves an interrogator,
a human being, and the machine. The interrogator is required,
by asking questions; to determine which is the man and which is
the machine. If, at the end of a suitable period, he is not
able to distinguish between the two, then the machine is deemed
to be intelligentf

These tests and definitions still do not indicate what
intelligence is, nor do they give a quantitétive measure.
Nevertheless, workers in the field have been exploring many
avenues of investigation, among them being: -

(1) Simulation of neural networks to exhibit similar properties
to the nervous system. This work is based on the contribution
of McCullough and Pitts (1943), discussing the logical processing
that can be achieved with neural cells. A well-known develop-
ment of this type is the perceptron first described by Rosenblatt
(1958, 1962) and expanded by a number of other workers (e.g.
Minsky and Papert 1969), A perceptron consists of a set of
sensing elements connected to a set of association elements,
which are randomly connected to a set of response elements, whose
task is to read out the result of a pattern recognizing
vperation.  The response elements have inhibitory interconn-

ections amongst themselwves and feédback connections to the

‘association units., There are two phases of operation: during

the first (learning) phase the perceptron is offered a number of
stimuli and a response is forced artificially, causing
modification of the interconnection properties of the system,
After the learning phase, the~perceptrbn is offered further
stimuli and, if the modifications have been sufficient, the

resultant response will have a high probability of being correct.

Learning is represented in the Perceptron model by stating
that the distribution of connectivities within the machine

represents the experience of the machine up to the time in

*This test, however, emphasizes intelligence similar to human
intelliagence.




question. Perceptrons have been made to perform simple tasks,
but could not be said to exhibit significant intelligence. Such
methods of direct modelling face tremendous difficulties due to
the complexity of the brain (which comprises around lO10 cells)
and because of the simplicity of the functions used in
Perceptrons,

(2) Viewing the human being as a psychological entity and
attempting to simulate his performance. In this activity,
simulating functions rather than the fine details of the
mechanism promises to be a more successful approach. For
example (Fogel et al 1966 pP7), modern aircraft obey the same
aerodynamic laws as birds, but they do not have oscillating wings
and feathers. ' ‘

This approach has led to "héuristic programming', some of
the chief applications of which have been in game playing |
programs (Newell et al 1958, Bernstein et al 1958, Bernstein and
Roberts 1958, Kister et al 1957, Samuel 1954, 1967; Greenblatt
et al, 1967; Elcock and Murray, 1968) and in problem solving
‘programs (Newell et al 1957, Gelernter 1959, Gerlernter et al
1960, Newell and Simon 1961, Slagle 1963). In essence these
programs 'model" intelligence in the following manner :- -

A situation requiring a decision is presented to a subject who is
required to make the decision; his decision is then analyséd in
order to reveal a consistent set of subquestions which facilitate
the decision making. The rationale in the decision making

process is hopefully fleeced out and incérporated into a computer

program to perform the same task.

Analysis of a number of programs might indicate common
features which could be included in a program. to oberate effect-

ively or "intelligently" in the face of new or unexpected
situations.

Programs of this type are limitea"to the ingenuity of the
original programmer. While they can improve their performance
by continuedfpractice'(in the game playing programs byrplaying
either-human being or other machine programs), all they“do is

increase their experience without, however, gaining new



insight into the situation. This insight seems an essential

part of intelligence and is yet to be achieved by machine.

(3) The evolutionary approach - taking the view that man is one
product of evolution, rather than viewing man as the ultimate
intelligence. The basis of this approach (Fogel et al 1966) is
that an organism (such as a finite state machine) is subjected to
performance tests in some environment and, subsequently, to a
mutation. The mutant undergoes the same testing and, in analogy
with the "survival of the fittest", is retained at the expense of.
the original if its performance is superior, Various sophist-
icated methods for obtaining "offspring" from one or more
"parents'" may be used, and the evaluation criteria may be more
sophisticated, but in essence the principle remains the same.

Several difficulties are inherent in this approach. The
observed variability in the evolutionary process makes it
unlikely that an intelligence, if produced, wouldvreéemble human
'inteliigence. This may not appéar at first to be a major
drawback, but if effective communication is to be achieved, it is
advantageous that there should be eXtensive similarities in

operation of the two "organisms®.

To steer the evolutionary process, the programmer must
decide which features of his creatures and the environment are

invariant (i.e. not subject to mutation). He must also decide
on the right criteria of judgment that will optimize the
evolutionary process and guide it toward the desired goal. It

is difficult with foresight to be certain that the correct

decision has been made to these questions.

A final difficulty lies in the degree of complexity
achievable. While it is not certain that the human brain is the
smallest possible size for the degree of intelligence it achieves,
it may be supposed that an organism of comparable complexity will
be required. The time and computing power required for this
would be formidable.

(4) Man-machine Communication. Communication amongst human

beings is undoubtedly an aspect of intelligent behaviour. This
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may take place via the five senses (sight, hearing, touch, smell
and taste), with normal emphasis on the first two. In man-
machine communication, two subdivisions of the form of communic-
ation can be made:- non-interactive and interactive. In the
former, information (visual, auditory or other) is input for
further processing, or output after: processing. The emphasis
here is to produce means of input and output which are both

convenient to human operators and also efficient.

In interactive communication thére is an emphasis on the
existence of a two way flow of informatioh between the human being
and théumaChine. Normally, the human operator will have control
over the sequence of operations of the computerVAnd may - make
alterations at any time. The cdéniputer keeps the operator
informed of its operations in whatever form is appropriate to the
task in hand. In thisﬂenvirbnment, emphasis on user convenience
is of even greater importance: the user may wish to make
immediate judgments without the necessity of interpreting data
output by the machine. A reasonable way to achieve this is‘fo:
the machine to.produce its output in a form similar to that which
would have been:produced by a human being. |

An'alternatiﬁe subdivision of the forms of communidationrmay
be made in terms of the activity in which the communication‘takes
place: for example, in terms of picture processing, voice
recognitioh’and synthesis, interactive graphics, natural language
recognition and generation, some of which activities are |
discussed later in this chapter.

2.3 Picture Processing

Some relevant areas of research in. Picture Processing, and
applicable techniques, are considered. An iﬁportant,ingiedient
of picture processing is the devélopméht of waYs of describing a
given input~picfure in terms of the objects represented therein.
There are some parallels between this and the coding problem,
that is, the problem of minimising the amount of information
néceSSaiy to represent the picture in a particular problem, but,
whereas in the coding problem the ultimate aim ié to synthesize a
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tolerahle picture from the description, the aim of picture
analysis is to form a description which emphasizes significant
aspects of the picture. The methods used reflect this difference.
In many applications a sufficient description of the picture may
be to place it in one of a number of categories - that is, |
"pattern classification" - and much reported work is of this
nature.

Attention is now directed to methods used in picture
processing, most particularly to.picture analysis, as this is
important to the work reported herein.

A useful reference to many aspects of plcture proce851ng is
found in Kaneff (1970), which also covers other fields discussed
in this chapter.

*2.3;1 Template.Matching

The template matching technique, émployed particularly in
character recognition systems, is one of pattern classification
(Bledsoe and Browning, 1959; :Kamentsky, 1961; Dye, 1969). It
is assumed that there is a set of prototype images (the templates)
against which input images'may be compared. The comparison is |
formed in many ways, a common one being two dimensional cross
correlation (Vander Lugt;_1964; Andrew, 1969).

The input images may be subject to preprocessing involving
picture segmentation, gray scale standardization, image enhance-
ment, size scaling, orientation and others (Sebestyen, 1963; )
Abend et al, 1965; Kanal and Randall, 1969; Holmes, 1966).

Perceptrons and modifications on these have_been used as
pattern recognizers (Rosenblatt, 1960; Widrow, 1964; Niléson,
1965); they operate by calculating matches with many sparse
(i.e..sparse over the input field) templates and classifylng
according to functlons calculated over these matches.

Template” matchlng is restricted in nature, requiring flxed
ranges for size, location, orientation, gray scale and background
in the input. Preprocessing assists in some of these aspects,‘
but tends to be at least as difficuit'to achiéVe as does the
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matching itself. Attempts to avoid preprocessing have included
optical correlations, i.e. forming correlations for all positions
of the template (Vander Lugt, 1964), and correlations at various
orientations of the template (Harley et al, 1968; Macleod, 1970).

A difficulty with template matching is that it treats the
image as a whole, forming no effective detection of sub-parts

(either organized or unorganized) within the picture.

2.3.2 Property List

' This approach to picture processing evaluates a number of
‘propertieé of an input image and, as a result of these evalua-
tions, makes a classification of some form. It is expected,
therefore, that objects which belong to the same categories will
have similar values for the various measured properties. = The
correct choice of properties to be measured is thus most
important, The method also finds application in character
recognition and several surveys exist (Uhr, 1963; Nagy, 1968;
Levine, 1969).

Three parts can be identified in the process -
(i) preprocessing, (ii) property measurement (feature extraction),
(iii) classification. The preprocessing phase is similar to that
used in template matching. The choice of properties to be meas-
ured is of extreme importance; the success of any classification
depending on this choice. Useful properties depend on the
application and the classifications to be made, and the range is
conséquentiy wide. Cross'correlatiéns with a-number'of‘témplates
‘have been used. These may be either fixed and imbedded into the
system (Hawkins et al, 1966), or they may be generated randomly
and kept‘if"thgy'are'féﬁnd to be useful” (Uhr and Vossler, 1961).
Another commoﬂly_used feature is the calculation of various orders
of central moments for the input ifidge (Butler et al, 1969).
Both these methods rely heavily on the availability of methods for
segmentation of the input (if relevant). Rosenfeld (1962) uses
statistical properties of an image to provide characterizations of
-more complex images, such as aerial photographs and cloud
pﬁtterns; He uses statistical moments of gray level distribution

and changes in these indicate possible segmentations of the image.
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The classification phase has received most attention as it
lends itself to the use of formal mathematical techniques. A
common method of decision making regards each set of N measure-
ments on an image as a point in an N-dimensional space.
Transformations on this space will, if the features are
appropriate, cause the points to cluster according to the class-
ification to which they belong. Decision surfaces must then be

found which separate the clusters with minimal error,

The property list method provides more reliable results than
template matching in many instances; it suffers, however, from
many of the same problems. The preprocessing task remains
equally difficult. The approach is still not capable of
detecting organized subparts of a picture. While feature
extraction determines the presence of a number of properties,
these properties are classificatory rather than descriptive and

convey little regarding the organization of a picture.

2.3.3 Articulation

Template matching and feature extraction may be criticized

due to their inability to recover information regarding the
organization of the input image. A system capable of recovering
this information would assist in the alleviation of the '"input
segmentation problem". The approaches described in this section
address themselves to this. problem; because of their nature,

they lean towards description of an input image, rather than
classification thereof. It is reasonable to suppoSe that if a
description of an image is formed, based on relevant desdiiptOrs,

the difficulties in classification of the image will be reduced.

Articulation may be defined as the process of imposing an
organization onto some object of aftention, Thus a property list
approach, augmented by relational' properties between the parts
recovered, can be called an articular analysis.

Most approaches in this field contain, either explicitly or
implicitly, a_modél of the patterns which are of interest. Such
models consist of a set of rules for the construction of pattefns
or arrangements from simpler components (syntax rules), together
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with details of the simplest components from which the patterns
are built. The models may be considered adequate (Lipkin et al,
1966) if they can generate only patterns similar to those in the
input images. '

Most of the work in this field has been involved with line-
like input images, which may result either from extensive
preprocessing, or the input may be assumed to be in such form
(Evans, 1964; Guzman, 1968). Because of the use of line
drawings, the relations used have reflected this e.g. "joined",
"'crossing" and ""collinear™. Only OCCasiona%ly have more complex

relations such as "inside" been investigated (Evans, 1964).

Grimsdale et al (1959), in an early example of this method,
approach character recognition by segmenting the input into line-
like segments and forming a description consisting of the line
segments, their lengths, and their interconnections. This is
compared with known, stored deScriptibns of the various charact-

ers, and a classification is given.

Evans (1964) assumes appropriate preprocessing and takes a
set of line drawingé such as in Figure 2.1. Descriptions of
these are formed in terms of the connected subfigures, théir
compositions and interrelations. Relations such as "inside" and
"outside" are important in this'ébntéxt. Evans uses similarity
of organization to aid in determining which diagram is the odd
one out.

Roberts (1965) and Guzman (1968) have investigated the
problem of describing a three dimehSibnal sScene, seen as a two
dimensional image. While Guzman starts with a line drawing
coded as a list .of vertices, Robérfs describes a preprocessing
system which eventually produces a line drawing, He then
extracts information on the topology of polygohs in the figure
and, using knowledge of the topology of projections of selected
three dimensional objects e.g. cubes and wedges, tests various
models against the input, looking for matches. When a model
fits"™ part of an image, this model is included, in proper

orientation etc., in the three dimensional scene which is being



Figure 2-1

DraWings'uéed by Evans in the geometric

analogy program
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built up. This work represents an important contribution through
its inclusion of some '"knowledge of the world" in the form of
representations of cubes etc., as well as for dealing with 3-D

scenes.

Guzman, in contrast, class§ifies the vertices in the input
according to the number of lines in the vertex and the angles
between them, incorporating knowledge of the world as heuristics
based on the way in which three dimensional objeéts, when
projected onto two dimensioné, give rise to various types of
vertices. By appropriate associations of regions whose edges
form the lines at the vertices, he is able to generate a three
dimensional description of the input &cene¥*  Guzman's program is
successful at this task. ‘

The above examples represent some of the milestones in the
development of the articular method, but other examples may be
"found in a review by Miller and:ShaW-(1968), and in Winston
(1970). ' '

The approach has led to better organized descriptions.
Thexe are still some shortccmingé, however. The knowledge of
the world which is built into theSe programs has contributed to
their success, but it is still only very simple knowledge and
improvements can certainly‘be'éxpecfed, but conceptually and
practically considerable difficulties are involved.

'2.3.4 Parsing

This approach,  to which thé ‘terms "syntax-directed" or .
"linguistic” may also be applied (Narasimhan, 1969; Miller and
Shaw, 1968), is based .on obtaining a specification of an image
with respect‘to a generatiﬁe model of such images. This is
similar to the process of'paréing a natural language with respect
to a suitable grammar. 'The-feléiiénéhip between this approach
'ahd the articular analysis is clear. Picture parsing can be
considered as a subset of articular analysis. The distinctibn
is made here on the grounds that in picture parsing the syntak
specifications are explicit and diréctly control the operation of

the program. . The number of levels in the description formed can
*although this 3-D description is implicit.
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be arbitrary and may be several, whereas in the articular
approach the descriptions are often not hierarchical, but in the

event that they are, they have only a small number of levels.

The Syﬁtax rules give ways of combining various "primitive
parts"‘into higher level constructs, and ways of combining these
constructs into still higher constructs until the desired
picture has been reproduced. The parser generates a sequence of
applications of the rules which will produce the given input
image. This represents an "hierarchical structural description'
of the image., Various types of high level construct may be
taken as representing different classes ofbinterest, if this is

the aim of the program.

The "primitive parts" referred to above can take many forms,
but in all cases these are simple pictorial objects whose
internal>structure is not of interest. Such objects have a
simple, fixed shape and are thus candidates for the simple recog-

nition schemes outlined earlier.

A substantial effort has beén made to develop schemes which
facilitate the writing of gfammars for general classes of
pictures (Evans, 1968; Shaw, 1968; Stanton, 1970). Since these
formalisms (or meta-languégeS) are intended to cover fairly
general classes of pictures, there are variations amongst them
reflecting their author's views on the nature of pictorial ’
relationships. The Phrase Structure Grammar (Chomsky, 1965) was
used in some early programs (Ledley et al, 1965; Narasimhan,
1966; Shaw, 1968) but more powerful techniques have been |
suggested (Clowes, 1968; Stanton, 1970). | |

Kirsch (1964) has given a context-sensitive grammar which
will generate all and only 45° right-angled triangles. While
this grammar satisfactorily generates the triangles, it does not
assign a structural description to the triangles.

Ledley et al (1965) have applied the techniques to the
automated analysis of chromosome slides. Segments of boundary
are classified into one of five types and the string of boundary

segments (with their types) is analysed by a syhtax-directed
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analyser according to grammars appropriate to two different types
of chromosome. Measurements of certain parts of the chromosomes
are made (according to the determination of parts by the analyser)
for later use. Clowes (1968) points out that the grammar is not
generatively adequate in that it allows the generation of non-

chromosome-like pictures.

Evans (1968) has examined a meta-language and describes a
picture analyser which accepts a grammar written in his formalism,
and a list of primitives with their various attributes and
relations. The analyser produces structural descriptions of
parts of the input image which can be defined by the grammar.

The grammars used by Evans' program consist of rules specifying
the name of a construct formed by the rule, constituent sub-
parts and significant contextual requirements, the relations
necessary between the sub-parts, and attributes reievaht-to the

new construct.

. Shaw (1968) has reportéd°a'picture descriptibn language
which is capable of both analysis and generation. His primitives
can be of any form but must have only two distinguished positions
(attributes) which are called head and tail. The primitives are
assembled into constructs according to four simple rules which
may be considered as forms of concafenation between the various
heads and tails. Together with a few simple operators these
form a phrase structure grammar. . This system_lendé'itself to
the development of a number of thed¥ems but, despite this math-
ematical nicety, it has shortcomings due to the simple nature of
the allowed attributes and relations. Many useful descriptions can
be expressed only with great difficulty or:-perhaps not at all.

Clowes (1969(a), 1969(b), 1970) has developed an extensive
formalism for piéture érammafs, The capacity to name and
classify images is present, but, miore generally, the important
aspect of recognition is seen as the capacity to compare '
descriptions of objects and to specify similarities and
differences between them. The judgment of adequacy of
description is based on the degrée to which such similarities and
differences are manifest in the descriptions. Clowes indicates
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the inadequacies of phrase structure grammars by pointing out
that, in essence, the only relations that exist in such grammars
are "parts of" and "followed by". His formalism is closely
related to the transformational grammar (Chomsky, 1965), and his
composition rules are dependent on explicit relations between the
parts. Information regarding attributes of constructs is added
to the description, and complex relations may be developed in

terms of simple relations.

It may be noted that there is a close relationship between
sbme of the methods used in this area and those used in the field
of computer graphics (Sutherland, 1963; Williams, 1971;

Maxwell, 1972). Both use highly structural descriptions whose

relational information is similar.

In conclusion it is worth remembering that while the
successively more complex descriptive techniques have. achieved
success in various domains, there has been an associated'téndency
to apply the techniques to images with simpler primitives. When
more complex images, such as those handled by Macleod (1970) are
involved, the development of adequafe techniques has still a iong

way to go.

2.4 Man-Machine Communication

An essential aspect of communication between man and man or
man and machine is the bidirectional flow of information. ‘This
section looks at natural language communication, while the next

section examines graphical communication.

h

Before eéamining work in language communication, some of the
problems to be faced are indicated.  Firstly, it may be noted
that, while "natural languages' refer here to languages such as
English and French, these are not necessarily the most '""matural"
means of communication in every situation (Bobrow, 1970). For
example, a scientist describes gravitational motion in terms of
differential equations and it may be that in these mathematical
terms, the most natural communication results. In other
instances, repeated statements are replaced by a code or '"‘push-

button'" for the sake of brevity.
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To investigate the problems involved, consider a

conversation in natural language between a man and a machine in

more detail. Each portion of conversation by either man or
machine may be called a segment. Starting with a segment from
the man, the machine must act on this. The action taken is a

function of the segment received and the environment in which the
segment is relevant. Three requirements, in order that the
machine can take action, can be identified; (i) the input
segment must be parsed (analyzed); (ii) there must be a
representation of the environment within the machine in a readily
interpretable form; (iii) the input segment must be interpreted
in terms of its parsing and the present state of the environment.
Having ‘produced this interpretation, the machine must then
.provide a further segment of conversation. This response should
relate to the previous segment and to the present state of the
environment. The state of the environment may have been
modified by the input segment. There are several alternative
possibilities for the type of action and response. For a
declarative input segment there will almost.certainly be some
modification of the environﬁent. The machine's response might
then be a statement indicating that the input segment has been
understood. Another possibility is that the input segment may
have been a question, in which case thé machine must produce an
ahswer, and must. first search the environment to determine the
required information. In simple cases this might involve a
search through a sequentialvfile,.butfin,the more general case a
search through an elaborate data structure is called for. It
may be necessary for some computations to be performed on the
information'retrievedf It cannot be assumed that.the machine
will be told how to peffqrm»this.computation; consequently a
problem solving ability will be required.

The natural language machine indicated above would be very
‘powerful but the features involved have yet to be achieved in _
machines already developed. Some of these are mentioned below.

The well-known ELIZA system (Weizenbaum, 1966) converses in
the manner of a psychiatrist examining a patient; it poses but
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does not answer questions directly. The operation of the
program is simple. Each segment of text is read in and scanned
for certain ""key words'', An important key word is chosen and an
associated transformation is made on the input. These trans-

formations are in fact text, forming the basis of the response to

the input. For example the key word '"can' has associated with
it "Does it mean a lot to you to'. Other heuristics are applied
to extend the naturalness of the conversétion. There may be

more than one action for a given input pattern, and an element of
randomness is introduced in the choice between these., . ELIZA
keeps a record of things considered "important" to the human
being, and, in case the computer can produce no other response,

returns to these and asks a question.

The ELIZA system has very little knowledge of the environ-
ment. Its analysis of the input is also very simple, choosing
key words and making no attempt to parse the input. 'Néverthe-
less, by making a few assumptions and relying on some false
assumptions by the human being, it produces an acceptable

conversation.

STUDENT (Bobrow, 1964; Minsky, 1969) is a system with a
much more limited context. This prégram accepts high school
algebra problems posed in natural English. A typical question
is _ ) : ; ‘

If the number of customers Tom gets is twice the
square of 30 percent of the number of advertise-
ments he runs, and the number of advertisements»

he runs is 50, what is the number of customers
Tom gets?

STUDENT operates on this input with a set of transformations,
converting the input into a set of simple statemehts which'gan be
represented as equations. The program solves the equations and
outputs its answer.  If it cannot find a'sdiution,‘a number of
transformations on the equations aré tried and, if necessary, the
program searches its "memory" for any relevant general
information. If it still cannot find a solution, STUDENT may
ask the operator for additional information.
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The transformations used by STUDENT are again based on the
key word concept. A selection of "operator" key words is
recognized, and these are used to set up relations which form the
basis of the equations. STUDENT assumes that, with few
exceptions, the same string of words will be used for the same
concept, and this allows it to identify variables. A numbexr of
ad hoc pieces of global information are employed rather than
attempting to incorporate a true knowledge of the world. Global
info;ﬁation such as ""force equals mass times acceleration" may be

accumulated by the program.

An important feature is the introduction of a specific
environment or "knowledge of the world", This enables the
program to perform in a more natural way than if everyfhing were
spelled out for it.

A program which attempts to make a more complete analysis of
thé input statement is fhe Quesdtion-Answering system of Woods
(1967), which answers questiohs concerning an airline guide.
Woods assumes that the input questions can be analyzed into a
deep-structure parsing via a transformational grammar (Chomsky,
1965)° While this is not strictly justified, sufficient approx-
imations exist for his purpose. His data base (from which the
answers to questions are obtained) is defined in terms of
primitive objects, functions on these objects, and relationships
between objects which can be tested by various predicates. A
parsing of the input question is generated and, with ‘the
knowledge provided by this parsing and the recognition of words
relating to various primitives in his data base (such as'meal,
flight, arrival time), a predicate is developed which, when
tested, answers the question;

In all systems requirihg”aﬁ'éXfénSive'environment or know-
ledge of the wdrld; the problem of organization of this
knoWledge mﬁst'be faced. Woods makes certain assumptions which,
while making some restrictions, allow him to set up a precise
data base. The organizational question is not solved by,this,

however, as the data must also be organized in such a manner that
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the predicates are readily testable. The solution to this
important problem varies with the application. No general
methods appear to exist for adequately representing this semantic

information.

Many other examples of natural language systems (Charniak,
1969; Lemmon, 1969; Quillian, 1966, 1969; Raphael, 1964;
Craig et al, 1966; Barter, 1970) exist but, for the purposes of this
discussion those outlined have served to indicéfe typical
successes and limitations. It is interesting to note that most
of these a#e non-learning programs, and can therefore function
only within a fixed range of stimulus types. . While the programs
may improve in performance, this is due to an accumulation of
data within the fixed framework. There is a dichotomy between
the processor and the data base or environment. The data base
is‘essentially a passive body of knowledge which is modified,
built up, searched, etc. by the processor. The procedures
within the processor do not themselvés change. Learning new
forms of behaviour is an important consequence of human communic-
ation and this will be achieved in machines only if the processor
itself is subject to modification. - When this is so, the

distinction between data base and précessor will be less clear.

2.5 Inféractive Computer Graphics

Many of the remarks made in the previous section on natural
language communication apply also to Interactive Computer
Graphics. The development of.COmputer'graphics has followed a
different course, however, and many systems bear little
- resemblance to natural language systems. The discussion of
Computér Graphics (from now on Computer Graphics or Graphics will
be taken to mean Interactive Computer Graphics - all the systems
considered are interactive so that no 16§s of meaning occurs with
this abbreviation) is in general terms with‘éome of the
provisions and problems of systems being mentioned. Discussion
of detailed systems is postponed until Chapter<3, when some
exémples of programs closely related to the present Work are

reviewed.



Cathode-ray tubes have been available with computers fdr
some time, but their use was initially restricted to output
functions, e.g. the Whirlwind computer at MIT had such terminals
for debugging (19506)., The first real use of the display of an
interactive role with effective input and output was the
SKETCHPAD system (Sutherland, 1963). This program demonstrated
the use of the light pen in drawing pictures on the display while
the computer monitored the pen’s motions and internally generated
~a data structure representing the picture. The structure
represented topological features of the picture, and elements of
the structure displayed on the screen could be selected with the
light pen so that non-picforial attributes related to them could
be typed in. There was also a facility for specifying relations
between pictorial parts, and these served as constraints on the
relativé behaViour of the parts in any subsequent manipulation.

- The SKETCHPAD programs (also SKETCHPAD III (Johnson, 1963))
exhibit the two important functions of the display console -
first as an input/output device that can display and accept
pictorial data, and second as a means of controlling‘the
sequence of a program. This latter is not unique to displays
but it is convenient at the task.

Attention has often been focussed on the sketching
pépabilities of graphics, but it should be noted that other
functions are possible and of ten desirable e.g. text editing
(English et al, 1967), and file manipulation (Bennett et al,
1965)., It has been pointed out (O'Callaghan, 1971) that
SKETCHPAD did not allow ®*sketching"™ in the true sense of the
word. Rather, the user constructed images in twé.steps.- The -
first entailed creating a line by pushing a button, thereby

‘producing a line with one end on the tracking cross, then moving
the other end into pesition with the light pen. The second
entailed specifying constraints- applicable to the line. The.

majority of systems*generate their images in this manner.

The nature of the data structures used varies considerably.
In simpler applications, display information may be maintained

in an array with information correlating names of entities given

*which allow the user to input and edit drawings.
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by the user to the representation on the CRT. In more complex

- applications where there may be a hierarchy of sub-pictures and
where various manipulations are allowed, more powerful data
structures are called for. The structure and its associated
procedural support must be able to correlate the structural item
and displayed item as in the simple case. Provision must be made
for reference to be made to objects as parts of other objects in a
hierarchy. The structure can be thought of therefore as a
dynamic tree structure. This "structural description'" is
normally implemented in one of the many list structurevtechniques
available e.g. Weizenbaum, 1963; Sutherland, 1965; McCarthy,
1966) All these systems allow reference to an entire structure

through a '"header", permitting complex operations to be performed'
simply.

Until recently most systems used one data structure to
contain information on‘the displayed picture and problem domain
information. Because of the complexity and variability of much
of this data, the structures had to become ratheﬁ unwieldy with
variable length blocks, intersecting structures etc. More
recently, two independent data structures have been advocated.
(Johnson, 1968). One of these refers entirely to the displayed
image while the other contains problem domain information. This
leads to more efficient problem domain manipulations and also to
more efficient display.opérafionsa The relationship between
these two structures is usually developed during the construction
phase; if they are produced together step by step, there are few
problems involved. If, however, only one data structure, say the
problem structure, is available, there is considerable difficulty
in producing a corresponding pictorial structure and its
associated"imagec This is a manifestation of the problem of
"relation of representation' which is discussed by Clowes and his
co-workers (Stanton, 1970b), who view a. picture as being a
representation in the pictorial domain of some situation in the
problem domain. These two are related by this 'relation of
representation” and, in general, some form of transformation must

- exist between the two. The nature of this transformation is only



26

vaguely understood and, where this type of transformation is
attempted, must be worked out for individual applications. The
situation of transforming between two such domains is usually
avoided by virtue of the simultaneous development during the
construction'phase as indibated above.

Considerable work has been done on program support for
displays and in developing optimum system configurations for
graphic systems. This is largely outside the scope of the
‘present report., Much of this work is reviewed in Johnson (1968)
and Williams (1971 - bata structure review).

Graphics is a form of communication and some remarks on this
aspect are now made. Narasimhan (1969) considers graphical
communication as being made up of two languages. One is the
language of the graphics or drawings, and the other (which he
calls the discourse 1Anguage) contains methods for issuing
commands , asking questions, providing additional data and so on.
If the dual data structure philosophy is taken, then the
discourse language may refer to either of these structures., ‘
Human béings are adept at communication in graphical language.
For example, road signs are erected which instantly convey
information to the driver, stories are illustrated with sketches.
To date, however, this degree of adepfness does not exist in
computer programs. The user is forced to specify his data by

unnatural means and results are usually presented in inflexible

format. In the long term, improvements in program performances
may be achieved when the ability to communicate graphically is
improved. It may be noted, however, that the natural language

programs discussed in the précediifig section performed adequately
when provided with a knowledge of the environment concerned.
‘The situation is the same with Interactive Graphics. If
adequate knowledge is present, thé program is able to make
appropriate choices available to the user, thus easing his
difficulties. A particular aréa in which very little inform-
ation is incorporated in current systems, is that of the
"relation of representation'. If thié information were present

'in machines, the user would be able to specify his problem
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situation directly and be reliéved of the laborious task of
generating the display by the "pick and place'method in common
use, as the machine would have the knowledge to generate this
display itself. The work reported here aims to provide just

such a feature.
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CHAPTER 3
SOME RELATED SYSTEMS

3.1 Introduction

The discussion of Interactive Computer Graphics given in
section 2.5 introduced relevant background material; the
following sections expand this aspect and discuss some programs
closely related to the present work. In providing this, no
attempt is made to cover all the systems-aVailable; rather,
three programs have been selected for detailed discussion. - These

programs all provide representative but different approaches to
similar problems.

3.2 The System of Bracchi and Somalvico

3.2.1 Objectives

This system is outlined in a paper entitled "An Interactive
Software Systenm for Computer-Aided Design: An Application to
Circuit Project' (Bracchi and Somalvico, 1970). The orientatidn
of the system is therefore, towards a design environment. The
authors point out in their introduction that the roles of man and
machine in a design environment are complementary: thé machine
performing computations with speed and rigour, presenting its
results without bias; the man providing invention and adaptation.
Theif claim is that convenient interaction in which these
complementary roles may be best performed has not been.realizéd
due to the complexity and difficulty of use of the interaction
methods for the user. Bracchi and Somalvico set out to produce
an interactive software system which provides,solutionsbto these
problems. The approach to genérality is taken by developing two
levels of language - one which controls the interactive function-
ing of the system, and a second which,provideé problem-oriented
programming facilities (in their case for electrical circuits).

3.2.2 The System

TheirvphiIOSophy is that a designer will wish to perform a
large number of calculations in differing seduences. To allow
this, the application programs are segmented in a highly modular

fashion. Performing the wvarious functions in the specified order

is one of the functions of a graphics monitor (INGRAM) .



29

There are two levels of commands available within the system.
The first is the language IMOL (interactive monitor language),
used to control the sequence of operations of the system i.e. the
interaction. The second level is the language for developing |
application oriented sequences, COIF (circuit oriented inter-

active Fortran).

IMOL

The IMOL language is intended to provide the user with a
general control mechanism which can be used in several applic-
ations. Input in this 1anguagé is either through a teletype or
via the "light button' method. The language consists of a set
of commands which can be divided into a number of functional
classes (FC's), These FC's are grouped into two subsets which
may be regarded as "high level'" and "low level". The low level
classes are: . ‘

(1) Program functions, providing entering and editing
facilities for the application programs which are to be
input. ’

(2) Operate functions, providing facilities for the
selection of appropriate areas for storage of applic-
ation programs and data. The order of executlon of
application programs may be spec1f1ed

(3) Data functlons, allowing the user to enter and output
'data sets assoc1ated with the appllcatlon .programs.

Blocks of commands from each of these classes are interpreted for
execution by three separate interpreters. |

There are also three FC's in fhe high level subset, whose
functions are: ,

(1) Constructlon, prov1d1ng "the highest level control of a
session. ' '

(2) Separation. The low'léVél commands are given in

" groups according to. the three FC's indicated above. The

separation functions seive to deliniate these and bring
the appropriate interpreter into action. |

(3) Execution, providing control over the translation and

execution of the various groups mentioned above.
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The use of these commands is illustrated later in an example of the
operation of the system,
COIF

IMOL does not provide for the graphic manipulation associated
with the application; this is provided by the COIF language.
Bracchi and Somalvico have imbedded this language into Fortran for
the convenience of new users. Of the two approaches available to
the imbedding i.e. provision of a set of subroutine packages, and
additions to the Fortran language, Bracchi and Somalvico have

chosen to provide extensions to the language..

The additions to Fortran are of four types - definitidn,i
specification, manipulation and control. The definition primit-
ives provide for the establishment of structured blocks of stoiage:
representing particular circuit features, and associated with '
these, are circuit graphic variables which must be declared in a
specification statement e.g. | '

| CIRCUIT VAR
VAR = NODE (400,200)
establishes a node at location (400,200) on the display.

Expressions containing circuit graphic wvariables may be used -
to create a variable representing severallitems° It has been
indicated previously that an hierarchical organization with '
multiple instances of parté of structure is a common requirement.
This facility is provided in COIF by the circuit functions which
allow the definition of a block and the use of that,blockrés an
element at other times. For example, the function FIL is shown
below and its display is shown in Figure 3-1. ) '

CIRCUIT FUNCTION FIL (N1, N2, N3, N4, INST)
N1 = NODE (X,Y)
N2 = NODE (Z,V)
N3 = NODE (V,R)
N4 = NODE (T,S)
LA = INDUC (N1,N2,Bl)
C = CAPAC (N2,N3,B2)
LB = INDUC (N3,N4,B3)
FIL = NI + N2 + LA + N3 + C + N4 + LB
RETURN
END
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The manipulation primitives in COIF provide facilities for

rotation, displacement, and scaling of various parts of the
display. The control primitives provide for display of the
generated picture, deletion of various parts of the picture,

erasure of the structure and so on,

As an example of the use of the system, a portion of a
session 1is shown in Table 3-1.

- 3.2.3 Discussion

The stated intention of developing a system which is
effective in its application and is eaSily adaptable to other
types of problem has been achieved by the use of a separate '
control language IMOL, While this language is general in the
sense of its application independence, it could best be considered
as a form of high level editor rather than as a communication
language. Its interactive features are not direbted towards a
display, and could be used without a display at all.

One of the main purposes of the COIF language is to develop
the electrical connectivities which are to be fed into an analysis
routine, It could, therefore, be input along with the analysis
routine and bé‘run in batch mode. The major advantage of the
system is the immediate turnaround available in the display
environment. Display of the cirruit serves as confirmation that
the.COIF code has been written correctly.

- An important requirement of display environments is the
ability to make rapid modifications to the circuit and observe -
their effects. To make such changes in Bracchi and Somalvico's
system would require rewriting the COIF program, Depending on
the changes made, this may be a lengthy task and the system

cannot be considered an example of natural communication,

The system hés no specific knowledge of circuits;
consequently there is‘no facility for it to aid the designer in
the production of either his circuit of the corresponding circuit
diagram. Each individual element (with. the exception of those
elements which are parts of blocks defined as circuit functions)

must be selected, its position on the screen determined, and its
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Table 3-1 A Run of the System
Statement
INIT Initialize software
USER BLOGGS declare designer name
STARTS

SESSION CIRCAN
ENTER(P) PROG 1

MEM(P) (PROG1 ,MEM1 )
'EXEC(P) PROG1

ENTER(D) DATA1

MEM(D) (DATA1 ,MEM2) |

 EXEC(D) DATA1

ENTER(O) OPER
DATA (DATA1 ,MEM2)

PROGRAM ( PROG1 ;MEM1 )

RESUME
MEM(O) (OPER ,MEM3)

'EXEC (O)OPER
SAVE CIRCAN

ENDS
-EBEXIT

between this and ENDS defines
a session

define name of session

the following statements will
define an application analysis
program

storage for PROGl is assigned

- PROG1 edited, compiled and

stored in MEM1

the following statements
define the data to be used by
the application program

Output of DATAl stored
in MEM2

DATAl is selected from
memory

PROG1 is selected.
use DATA1l

end at operate segment 'OPER!

It will

select file for subsequent
output

' PROG1 now runs with output

onto MEM3

keep this section

.end of session

leave software package

33
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symbol placed accordingly. This procedure becomes lengthy even

for relatively simple circuits.

3.3 Belady et al - DESIGNPAD
3.3.1 Objectives

DESIGNPAD is outlined in "A Computer Graphics System for
Block Diagram Problems" (Belady et al, 1971). The authors start
from the premise that human beings prefer to communicate complex

ideas symbolically by graphical means. They consider that such
communication with a computer is still in a very primitive stage,
and. furthering this evolution is an important goal. They note
that many systems have been outlined for communication in various
applications: all these suffer, however, from the need for
frequent major reprogramming in the face of small changes in
application. (Kuo et al, (1969) and Sutherland (1966) are
quoted as examples of electrical network and flowchart programs
which, although they have similarities in the problem area, are
completely incompatible programs). Because a large number of
applicationssuse labelled block diagrams, the authors set out to

develop a general system for such diagrams.

3.3.2 The System
A labelled block diagram is defined as a set of inter-.
connections (or lines) between 'attacher points®of blocks; with

text possibly associated with any of the elements. Some

examples of the types of diagram of this form are shown in
Figure 3.2, which shows the wide range of applicability of the
system. DESIGNPAD is intended to operate with a large scale
host machine, together with a small scale satellite ferminal
The division of labour between units is achleved by a110w1ng the
‘structuring of block diagrams (or modelllng) to be restricted to
the satellite, with a work load béing sent to the host when
application analysis is requiréd° In this arrangement the majoxr
portion of DESIGNPAD is concentratéd in the modelling subsystem
within the satellite. ,

A major principle behind the operation of DESIGNPAD is the
use of “modelling sheets'. Theée sﬁpposedly provide ah easy

transition for users accustomed to drafting boards and those
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accustomed to conventional time-sharing systems. The sheet acts
like a large piece of paper (about sixty feet square) and it is
on this sheet, a portion of which is displayed on the C.R.T.
screen, that all graphical information (either textual or purely
graphic) is entered. There may be‘many sheets per user, each
with its own label. In operation; a sheet is displayed on the
screen, a model constructed thereon by the user, and the contents
sent to the host for analysis, A library sheet,‘containing
names of other sheets, names of the various biccks available to
the user, and other names, is>kept as a special sheet. To
create a model, the user draws lines and selects and.nositions
blocks which have been chosen from the library sheet.  The
blocks may be sheets defined by the user at another time.  This
allows a hierarchical and recursive model structure to be built,
These features are illustrated in Figure 3.3, together with the
"v1ewport" and "w1ndow" concepts which are explalned next, |

To examine input or output, facilities are‘prov1ded which
allow the screen to be divided into as many as four Viewporte,
each displaying part of a different'Sheet. Typically,.one'niew;
port may contain the model under ccnstruction, another the . '
vatious‘blocks available, a third a selection‘of‘"light buttcns”‘
and a fourth the results of a prev1ous ana1y51s." Since scallng'
is not avallable w1th1n the system (as bullt), only a portion of
a sheet may be dlsplayed 1n a v1ewport at any one time. »Byf;-
constructlng within a w1ndow and then moving the Wlndow; the
entlre sheet may be ut1112ed. '

A draw1ng package is prov1ded to a551st the user 1n ‘the
vconstructlon of his model. With thls package, 1nd1v1dua1 blocks
-are copied from a reference sheet to a specified position on the‘
model sheet, Each block has assoc1ated “attacher p01nts"
between which lines may be constructed A line may: possibly not
end on an attacher p01nt, in which case it is called an endp01nt |
and may be connected to further linés. As it is often de51rab1e.
_to -add text to a diagram for 1ts ~completion, text ed1t1ng '
facilities are provided. If text is mixed with blocks and
lines, the text may be associated with particular blocks or



Figure 3-3 Illustrating windows, viewports, and
hierarchical, structures in DESIGNPAD
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attacher points. These links are provided by graphical entities
called "hooks'. Objects treated by the drawing package are

shown in Figure 3.4.

During the drawing operation, two viewports are reserved;
one is for a reference viewport dispiaying a sheet containing
available blocks, the other is for the modelling sheet. Most
drawing packages require that specific commands be given for each
operation, along with apprdpriéfe opefands. The DESIGNPAD
drawing package, however, does not need explicit commands. It
is able to determine the required ope%ation from the naturé of
the operands. For example, the‘selection of a block in the
reference viewpoft, followed by the sélection of a point in the.
modelling_viewpo:t, indicates thafxthe appropriate block is.to be

copied into the mo&elling sheet at the sSpecified position,

1Extensibility‘inADESIGNPAD is provided by the provision of a
"block specification mode of opératidnc There are two phases
in this mode: in the first, the user specifies the shape and
number of attacher points of the symbol which is to represent a
new block; the second phase involves_theVSPeCificatidn of the
function of the block. One way of specifying this function is
. to draw a network on a sheet, thereby providing the hierarchical
,}facilities. Since it is possible to specify the block being-

defined in this network, recursion is possible,

DESIGNPAD provides a mechanism for saving individual sheets.
During the construction:phase of a model, two separate files are
maintained Within‘the'system. The first is theiactual display
file, the second is an action file which is a 1ist,; in the order
of creation, of all the actions taken by the user duiing the
construction of the model. While a sheet is being displayed, it
is kept in the satellitée's main memory, but after this it is held
- on the satellite’s disk. The éapacity of this disk is such that
files can be expected to be erased after a short time. Upon
receipt of a retrieval command, the system first looks on the
satellite's disk, but if the file is not.preseht,"requests the

action file from the host. Since this file contains precisely
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the same information as specified by the user, the same routines
may be employed to recreate the display file as were used
originally.

A final mode of operation of DESIGNPAD is entered when the
user has completed his model and wishes to perform some analysis.
Application programs in DESIGNPAD are normally supplied by the
user, and therefore some form of interprogram communication is
needed which is independent of the detailed internal operation of
DESIGNPAD and is provided by the "interface file", Associated .
with this mode of operation is an output package which provides
facilities for representing output from the application programs.
Facilities exist for plotting two dimensional graphs, bar graphs,
three dimensional projections, and so on. . These forms of‘output
are converted into a sheet which may be inspected by the user as
in the case of any other sheet. An additional facility allows
the application.program to output an action file so that block
diagrams, text etc. may belproduced as output. Table 3.2
contains a selection of operations from the modelling subsystem -
descriptions are given for some of these. :

The interface file, mentioned above is of special interest
as it is this file which forms the link between the purely
graphical descriptions in. DES IGNPAD and the application programs
or real world environment. . Section 1.2 indicated that this
linkage between the pictorial domain and the problemvdomain‘is of
special interest to the present project.  The interféce file is
built up from the individual transactions as they are sent to the
host i.e, it is effectively built from the action file. The
interface file is more complex than the others and is made up of
a set of objects, attributes of those objects, and relationships
between them. This contrasts with the other files which are

eSSentiélly sequential.

The file starts out with an object entryvfor each block,.
text and'hook. .= Various attributes\such as number of attacher
‘points are associated with each block. Two further objects are
added. The first is a "set of all blocks' cbject, and "member
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complete start from scratch

viewport boundaries move
with pen. A "windowing
control" appears in view-

‘port and use of light pen

moves sheet continuously

choose application program
and model in modelling -

Selected block moves with

‘pen, Attached lines stretch

Table 3-2 Some DESIGNPAD Commands
Facility Command Comments
Start-up Cold start
Warm start start as left by user
Control Viewport size
. through the viewport
Clear sheet .
Analyse
viewport is analyzed
Move
appropriately.
.Drawing -Draw‘line

- Text editing

Block definition

Copy block

Erase line/block

Begin text

Edit text
Relate text

~.Specify shape

Label block

Specify function

select start then move pen
to required end of line

point to block in reference
viewport, then move to
desired position in modelling
port : ‘

select point in modelling
viewport then enter text

Select text then line, block
or attacher point. A hook
relates the two

Draw large version of block.

Scaled (to actual size)

version appears in corner
enter alphanumeric label

modelling mode entered to
define content of a block
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of'" relations are created between it and each block. A
similar block is defined for 1ines; The next step is the
creation of '"point objects". These represent either attacher
points or endpoints or both. A further set of relationships
is added which relates each "point object'" with the lines
and/or blocks with which it is associated. The first step in
the creation of the interface file is the creation of a set of
objects which represent attacher points which are "wired"
together by 1lines, A relation is created between each such
attacher point and the assoc1ated 11nkage obJect

In many appllcatlons the positioning of lines joining
attacher points is df no importance - only the connection
itself is relevant. The last obgects(l e. those representlng
"wired" attacher p01nts) added to the structure are particul-
arly useful in ‘such appllcatlons, and they represent perhaps
the only non-pictorial information present in the interface
file. In some applications the positioning of lines may be
1mportant and it is thus necessary to leave all the 1nd1v1dual
lines in the structure.

"3 3.3 D1scuSS1on

The authors have. succeeded rather well in thelr attempt to
pronde a block d;agram system which has general applicability.
Critiéal discussion of DESIGNPAD preject should be viewed in
the 1lght of this 1atter obJectlve, as well as in the terms of
the system 1tse1f

Before discussing design objectives of DESIGNPAD, comments
will be made on the system‘a8~it~stands. Beledyrﬂ'alsuppose
that human beings show a preference for communication with the
use of sketches, eften~hasti1y drawn. If it is assumed that
a ‘similar form of communication would be desirable when trying
1deas on a computer, then the question may be asked as to
whether the DESIGNPAD system actually prov1des thls fac111ty -
it does not. The actual drawing operations: used are a process
of selection of object types,1p051tlon1ng-of blocks and
endpoints of lines and so on. While this type of operation is
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quite commonplace among graphics systems, it could barely be
called sketching. This process has been criticized (O'Callaghan,
1971) on the basis of its being an unnatural and frequently
time consuming operation. The language of communication is
not graphic but rather is instructional, that is, giving
instructions on the creation of the diagrams. The alternative
to this is true sketching. Sketching implies that the system
must distinguish or recognize imperfectly drawn objects,
implying pattern recognition of some complexity and, while a
large number of elaborate procedures exist in this field; none
appear to be up to the task of succeésfully and continually
"recognizing the content of a large sketch. While certain
simplifying assumptions may make the task feasible, the comp-
utational complexify of many of those procedureé would‘pfbbably

make them unsuitable for a rapid response graphic system.

Turning to the question of generality, this DESIGNPAD
objective has had a major effect: it seemé impracticable for
the system to include knowledge of the problem domain - this
Places an extra load on the user. Each application has its
own conventions, typical groupings etc., and human beings
assume these to simplify communication. In DESIGNPAD the user
must -spell everything out, as the machine cannot”hake these
assumptions. The inclusion of problem domain knowledge would
make it feasible for the machine to make similar assumptions,
considerably reducing the quantity of information which the
user must transmif. - The inclusion of such knowledge might
alsd be of_assistance when An attémpt is made to develop a

system in which true sketching is permitted.

3.4 The'Syétem of'Evans‘and Katzenelson
-3.4.1 Objectives ‘ '

_Evansband Katzenelson (1967) describe ‘a communication
program intended to‘be used in conjunction with the AEDNET
non—linear’nétwork simulator. It is convenient in this
discussion to refer to the communications program as AEDNET,
although this usage is strictly incorrect. The e&vironment
for this system is similar to that used by Bracchi and
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Somalvico, their primary objective being the same - viz. to
provide convenient interaction allowing full advantage to be
taken of various available analys$is programs, Evans and
Katzenelson place special emphasis on **convenient and natural"

communication and lay down three specific requirements:-

(1) The network is specified and modified graphically by

drawing on the oscilloscope; results are plotted as graphs.

(2) The user communicates in network terms which are as close

as possible to the terms he normally employs when thinking about
network design. - ’

(3) A complete mechanism of error checking and error comments so

that the system will be "fail-safe'® in case of human operator
errors. '

3.4.2 The System

There are four features which characterize the command

language which forms the interaction with the system. These
are:-

(1) Operations are specified by single commands followed by
sets of arguments. Each command corresponds to a "network
operation'.

(2) Error checking and error comments exist for each command .-

(3) The use of implicit arguments reduces the amount of specif-
ication required by the user. ‘

(4) The user can queue commands and their arguments.

operations relating to manipulations of the data structure.
G;oupings of these operations form more complex functions which
repreSent typical network operations. These compléx operations
correspond to the various commands available to the user. As
an example, an elementary data structure operation is "remove
an element from a ring”. A complex operation making use of
this simple operation is ""delete .a component from the network" .
This forms the basis of a user command in which the user
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selects the operation, then indicates which component is to be
removed., ‘

Commands are selected using a set of push buttons
associated with the display, each command requiring a number of
operands which may be entered in one of two ways:- - the first
is by selecting the appropriate object with the light pen;
the second by typing in the object label on the teletype.
Either method avoids having to specify formal arguments for
each command. |
, A network is generated in AEDNET by a method which is
conceptually similar to fhaffdéSEIibed in DESIGNPAD; that'is,
a, process'of "pick;and;plaCe" is involved. A difference here,
however, is that- the terms used relate more to appllcatlon than
is p0351b1e in’ DESIGNPAD (the items are more appllcatlon

"orlented) "The operation can be seen from the following set
of commands which generate a small: portlon of a network.

(1) "Create a node and display it at the location of the
tracking cross't '

(2) “Create an element, connect to it to the two nodes to be
specified by the light pen, and display the result",

(3) "Give a label (from the'teletype)‘to an element or device
to be specified by the light pen and display the label".

The error-checking facilities a;e‘based on an.examination
~of the arguments of the various'commandee The first level of
eXamination'involves inepection‘of theetﬁpeneffincoming,items
(is it_characters on teietype,fintegernndmber; floating point
number, light pen "see", ‘buttonfpﬁsh7)i A match must ex1st
:between the 1ncom1ng item and the de81red argument type to
prevent the occurrence of an error condition, The second_ieVel
of checking involves the natnie’of objects selected (via light
pen or teletype label input). For example, if an operation
requires an element as an operand, then a node will be rejected
as an error. The existence of queued commands means that an
error in a command may affect subsequent queued commands;
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therefare an error causes the current command and all subsequent

queued commands to be ignored.

There are a number of network concepts in AEDNET which are
fundamental to the organization of the data structures.
Corresponding to each concept, an “entity" is defined which has
associated properties and may be the subject of various
relations, The entities are node, element, generic element,
network, device, and generic device; A node corresponds to
the normal electrical concept and is represented as a ‘point-in
the dlsplay. An element is a network component that can be
analyzed directly by the ana1y51s.program, An element has .
three properties - a type, an identifying name ortlabel,.and a
relation between the network variables at its poles. In these
definitions the poles are“properties of elements as opposed to
nodes (which are separate entities). Elements are connected
to nodes by attaching one of their poles to the node.  AEDNET
recognizes only a small set of simple elements (resistor,
capacitor, inductor, voltage source, current'source). A
""short circuit'" element is included for graphical convenience

and serves to refate'nodes in the analysis system.

The generic element is associated with a particular
element type, and its properties are those common to all
elements of the given type° .For example, the resistor generic
element has- propertles 1ndlcat1ng the number of poles on a
resistor (i.e. 2), the resistor's variables (i.e. voltage and

ourrent), and the resistor's display symbol.

The concepts '"‘network' and. **device' are defined recursively.
A network is a configuration of nodes, elements and devices.
-Each pole of each element and device is associated with one of
the network nodes. A,device is defined as an entity similar.
to an element but with slightly different associated properties.,
The three main: properties of a device are:- a type, a name or
“label, and a network which is the device's equivalent circuit.
A generic device.is also defined which serves a similar
function relative to devices, to the function served by generic
elements relative to elements. With this recursive
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arrangement, complex circuits may be defined as devices and
then used in subsequent circuits, allowing for the development
of very complex circuits. '

Three forms of relation between entities emerge from the
above definitions: the first relates a node with all poles
incident upon it (connectivity); the second associates members
of a given set; and the third associates devices with'their-

‘equivalent circuit.

' The -data structure of AEDNET is based on the network
entities discussed in preceding paragraphs. Various entities
within a network are repreéented by '"beads' (consecutive groups
of locations containing information pertinent to the entity,
and also pointers to associated "beads''). In AEDNET, _
unidirectional rings are formed from beads which are related (ih
one of the ways mentioned above) and a header bead supplies
information regarding the nature of the relation. This
structure is principally a network structure but display (i.e.
pictorial) information is tied tightly in with the structure.

3.4.3 Discussion

Evans and Katzenelson set out within the framework of a
>pre#e3isting analysis system to develop an interactive commun-
ication system which allows convenient operation for the user.
The system’is in some respects related to the DESIGNPAD systemb
'but; by considering a restricted application domain, it has been
possible to include a small amount of problem domain knowledge.
This'knowiedge manifests itself in the data structure which is
primarily problem domain oriented. The objects represented in
the data étfucture are oriented towards networks, and

consequently user commands can be made to appear as network
commands . o |

The use of one data structure for both pictorial and
electricél information leads to a close intermingling of
graphic and network commands. For example, the commands given
in the previous section for generating a portion of a circuit,
bcombined both pictorial aspects and electrical aspects. The
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electrical aspect was the cornnection of a resistor between
nodes, while the pictdriél aspect was the positioning of those
nodes on the screen, Since the machine's pictorial and
electrical information is viewed as one bodybof knowledge, it
seems difficult to provide'assiStance in the construction of a
diagram. If the machine knew how circuit diagrams were
arranged, it would ease the "“pick-and-place' task placed on the

user.

3.5 Summary

Three systéms have been studied, and it may be seen that,
although they investigafe similar problems, each has taken a
‘different approach to solution. All have claimed to be ‘
interested in "natural® communication between user and machine;,

and this should apply to pictorial and discourse communication..

Bracchi and Somalvico have done little to achieve natural
pictorial communication. ‘Their system could best be
"described as a convenient, interactive programming system. A
picture is generated by‘writing’a.ééctién of COIF code, and this
in turn generates the‘diagram. . A disadvantage of their method
is that the COIF code is not executed at the time that it is
compiled; this doesknot allow the user to detect errors

immediately. Their technique cannot be considered as a

- candidate for natural pictorial communication.

While certain primitives in COIF could be considered to be
circuit oriented, these primitives are not conveniently avail-
able to the user (the problem domain portion of the
communication also involving the creation of code). Circuit

communication is also, therefore, not *natural™ in this system,

The DESIGNPAD system achieves greater success in graphicaiﬁ‘
communication (than does the COIF language). Here, the user
is able to create his diagram directly on the screen, without
the necessity of specifying coordinate values'and so forth.
This system uses the pick-and-place method which has been
criticized in this report and elsewhere (O'Callaghan, 1971).

Since no problem domain knowledge is available, the user must
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employ purely graphical terms to create his network, so that no

assistance in the layout can be given by the system.

Evans and Katzenelson also use the pick-and-place method
in the cotistruction of circuit diagrams and networks. In their
case, however, the specific domain has enabled the use of
problem oriented terms in the discourse. These terms are
merely labels for the structural entities -'the machine cohtains
no information as to the meaning of the terms; high level
names represent only pieces of picture. The user's task is,

therefore, only slightly eased.

All these systems have the need for, and suffer because of
the lack of, adequate graphical communication methods. A
p0351ble solution to thls problem involves addition of a true
sketching capablllty. As previously indicated, this requires
presently unavailable recognltlon ‘techniques, and the user still
has to handle the complete layout burden, ' '

" In order to\allev1ate the above llmltatlons, the writer
believes that a mpre ‘satisfactory approach is to shift the
emphasis of commumication from the graphical domain to the
problem domain, by allowing the user to communicate both simple
and complex application situations to the machine directly.
AchieVing this aim requires the incorporation of knowledge nof
present in any of the systems discussed (or any other known to
the writer). This necessity is illustrated by considering the
following example; a user may say "I am interested in a two-
stage transistor ampllfler with a pi-filter on the 1nput“

Such a command is purely appllcatlon oriented and contrasts
with those of the systems described (they are pseudo-graphical).
The machine must know not only the make-up of variousltypes of
c1rcu1t, but also must know how to draw the;r corresponding
diagrams: this is so becausSe the consequence of the above
command must be that the circuit\aiagram for such a network

" appears on the display with no further assistance from the

user.



While the systems described in this chapter allow for the
definition of blocks of circuit and diagram, these blocks do
not satisfy the above requirements as the systems cannot
automatically make significant changes to the blocks in order
to handie similar, but nevertheless different, circuit
segments: they also have no capability for automaticaliy
constructing & diagram from purely electrical information.

Another advantage which the writer's'system offers, is
that the user need not specify detailed connectivity of
circuits, which is obtained from the machine's knowledge of
network arrangements, and the user's communication burden is
thereby greatly relieved. Such a feature is not provided by
other systems,-and this report is concerned with the develop-
ment of such a system. |
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CHAPTER 4
THE CIRCUIT DIAGRAM COMMUNICATION PROBLEM
T :

4,1 Introductlon

- Following the dlSCUSSlon of many of the problems (solved
and unsolved) in the fields associated with interactive
computer graphics, given in the preceding‘chapters, it is now
proposed to discuss the pfoblems confronted in the present work,
and the environment which is chosen for the deveiopment of the
programs. The emphasis here is on the nature of the problems
rather than on methods of solution (Whlch are discussed in
Chapter 5).

4.2 Man-machine Communication

4.2.1 Motives for Communication

The primary interest here is in communication with a
machine. It is useful, therefore, to indicate the reasons for
human beings wishing to communicate With.machines, and to state

the objectives in the formulation of such communicétibn systems.

If human beings are to use"computing machines to assist in
their varlous tasks, then the machines must receive information

on the problems faced, and must inform the human operators of
solutions found. ‘

In normal batch computing systems ‘there is not a.great
range of methods for‘presenfing.pIOblems‘to the maehine,’and a
form of high level language program is usually used for this
purpose. The question of the output of solutions is more
complex.w‘ If an ultimate decision requlred by a user is, for
example, the type of transistor to use in a. partlcular c1rcu1t’
to perform a glven JOb, then the answer need only be r2N3904",
While a computer is capable of finding such solutions and
giving the answers, many users are not satisfied unless they
receive more detailed information, such as the:performance'
curves obtained by using each of the nossibleftransistors>in ‘
the partieulér circuit.. The human being wants, in effect, to
look into the machine's detailed opefétions to see how it has

arrived at its solution, This form of probing is not common
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when people are set similar tasks (except perhaps in a

psychiatrist's office, or in the case of a new recruit in a
design office) and represents a waste of the computer's
resources. In an interactive environment the same statements

apply, although the waste in resources may not be so severe.

A question related to the efficient use of resources is
that of the form in which interactive communication should take
place. A common assumption is that communication should
resemble inter-human communication closely: a basis for this
argument is that human comﬁunicatidn has evolved over a long
period and can be éxpected to be fairly efficient. Bobrow
(1970) points out, however, that there are many tasks, such as’
those involving mathematical development, where naturil
language communication is not the mos$t convenient or efficient.
' This is due to the fact that newly developed areas of study
have not been subject to an extensive evolution in communication
‘and are not generally considered as natural communication. A
better statement of the assumption would be to assume inter-
‘human communication as a guideline, but to allow other
cénVenient,,efficient mefhogs to be called natural. Natural
communication makes it easier for the human operator to perform
his task. While it may in some cases be more efficient to
allow the machine to dictate the means of communication, the
above assumption is generally adﬁitted. ’

'4.2.2 Communication Media and Languages

The question of the language to be used for communication
is closely related to the communication media to be used. This,
in turn, is connected with the objectives of communication '
discussed in the previous section. If the guideline oflinteff
human communication is taken, then the two major media should
be spoken natural language and pictures, as these are dominant
in man-man communication. The use of spoken natural language
implies the existence of useable Speech recognifion and speech
synthesis methods. These do not yet exist¥ thus spoken
language is, for the present, replaced by typed natural
language. At presenf'systems using typed natural language
*éxcept perhaps for specialized applications,
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operate only on a restricted basis (see section 2.4) and most
interactive systems tend to use the fixed command type of
communication - these restrict free communication but, as is
shown in section 4.2.3, the inconvenience of the restrictions
can be eased. With regard to pictorial languages, simple
methods exist (sections 2.3.3 and 2.3.4) for the description of
pictures, but no adequate communication of pictorial inform- .

ation has yet been achieved.

Thus far the two media (language and pictorial) have been
treated separately. In reality they are related in their
functions. Information transmitted via one language is

relevant to the other domain and vice versa.

4.2.3 Internal Machine Knowledge

The existence of internal know]edge regarding the world of
interest is important if effectlve communication is desired.
Human bpeings make assumptions about the world of interest
dnring communication, and it is consequently possible to
transfer rapidly ideas from one person to another because of
the reduction. As well as coping with this reduction of
information transmitted, the machine must, after receiving a

communication, interpret it in;thé real world environment -
',such interpretation is not possible without knowledge of the

env1ronment (section 2. 4)

Many graphics researchers have not made SPECIflc use of
the fact that Jncorporated knowledge of the environment can be
of assistance in reduc1ng the amount of transmitted information
necessary, although in the field of natural larguage commun-
ication, the need for environmmental knowledge in 1nterpretﬂnﬁ
‘'statements has been appreciated (Bobfdw, 1964; Woods, 1967) .,

- Graphic systens have been able to av01d incorporating such
knowledge because the discourse between man and machine has
been in the form of commands which have a directinterpretation
either the graphic or application (or both) environments. .
Reliéved of the interpretation burden, graphics designers have

not attempted to address the communication problem. This is
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considered to be an important shorfédming‘in current graphic

systems, which it is well worth alleviating.

4.2.4 Organization of Internal Knowledge

Thus far the necessity for knowledge of the application
field has been indicated. Nothing has been said, however,
about the way in which such knowledge should be organized
within the machine. To point out the significance of this to

ease of communication, consider the following example:

Suppoée a particular line drawing of a country scene is
the subject of discussion between man and machine. This ,
picture forms the environment for the discussion. A possible
machine view of this environment is as a set of line segments,
each with certain X,Y coordinates for its two endpoints. This
contains all the available data on the environment. The human
being, on the other hand, can be expected to describe the A
picture in terms of such objects as houses, trees, fences,
animals. As well as identifying the various objects, he will
consider the various spatial relationships between them, such
as the car is just in front of the house, the cow is tied to
the tree. If the human being starts the dialogue with the
question "How many windows are on the top floor of the house?"
the machine will not be able to extract this information
readily from its "environment®™, but will first have to perform
some elaborate processing to determine which lines make up
houses, windows, etc., and then it must manipulate this
information to obtain the answer. This supposes that the
machine knows what is meant by window, top floor, and so on,
The machine might want help and might come back with the
question "“Do the line segments which start with the coordinates
(324, 19.8) .... form a window?'" The man has now received a
question not in his descriptive realm, and he must use a ruler

to work out what the machine requires.

This example is perhaps extreme, but it illustrates the
result of having a "foreign** description of the environment
within the machine. This aspect of descriptions and data

bases has not received adequate attention from graphics
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résearchers, although natural language researchers have at
times paid heed to the problem (e.g. Woods (1967) attempts to
use a data base related to the questions which will be asked of

his system).

4.3 A Sub-class of Communication Systems

4.3,1 Comments on Complex Human Though Processes

Human thought processes, for simple problems, are
characterized by rapid response. However, as the complexity
of the manipulations required for solution increase, the
response slows rapidly and the human being makes use of a
number of aids to the thinking process. It appears that the
human brain can maintain only a few concepts concurrently and,
in the face of situations involving many more concepts, the
process of manipulating‘a few ideasp'étoring them away,
manipulating a few more and so on, becomes very lengthy and
unreliable. The methods used in circumventing this difficulty
usually involve the development of some form of symbolic
representation of the problem. The data for the problem can
then be recorded in this representation and retrieved and

modified as required.

4.3.2 Sketches as_an Aid'toiihought‘ProcéSSes

There are many forms of the symbolic representation
referred to above; Written natural language can be considefed
as such a repreSentationvfdr thoughts, although this is used
more often as a permanent method of recording. The method
which is of greatest interest here, however, is the use of
pictorial sketches. In general, these sketches are not direct
transformations such as those produced by an artist, but rather
they are abstract symbolic entities.. Examples of this type of
sketching are electrical circuit diagrams, progfam flow charts,
logic network diagrams, algebraic expression notation, and

a great many others in common use.

The relationship which these bear to the application
involved is important to their use. In most cases there is
one application configuration for every pictorial configuration,

but there is not necessarily only one pictorial arrangement  for
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each application situation (for example each program flow chart
represents a particular organization of the program, but the
program logic could be represented by many pictorial
arrangements). In general there are few explicit "‘rules"
governing the structure of symbolic sketches, but the sketch
usually conveys more than these rules alone would indicate.

The general pictorial layout of such a sketch conveys inform-
ation regarding higher level organization in the application
domain, No fixed rules govern this layout, but established

convention plays an important part.

4.3.3 The Use of Sketches in Inter-human Communication

The assistance provided to human thought processes by
sketches indicates that they might be of assistance in
communicating complex ideas between human beings. This would:
be the case only if the communicating human beings placed the
same interpretation on the sketches$ placed before them. That
such similar interpretations are indeed formed is the result of
thé rules and conventions for assembling the sketches mentioned
above. The rules and conventions have thus arisen from the

desire to use sketches in communication,

When symbolic sketches (diagrams) are used in
communication, the overall éommunication system becomes quite
complex. There are now two tightly interrelated communication
media. One is the medium of the diagrams themselves; which
communicate pictorial and application information, and the
second is a discourse language (usually natural, such as
‘English) which serves to transmit information directly in the
application domain. It is possible that this medium may also
transmit information relevant to the pictorial domain.  The
two mediavaré often so tightly interwoven that a statement in
the discourse language may not make.senSe ﬁnless taken together
with some»asso?iated:pictorial indications.

4,3.4. Diagrams in Man-machine Communication

Since diagrams form such a useful part of human communic-
ation, the question naturally arises as to whether a similar
system of communication could be of use in man-machine
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interaction. The question to be considered is to determine the

requirements for such a system,

Requirements for this system may be discussed by examihing
the éapabilities exhibited by human beings in this field. One
requirement is that the machine must "know the meaning of a
)diagram“, that is, given a particular diagram as ihpﬁt, the
machine must be able to interpret this as én application
situation. This does not necessarily mean that the machine
must have complex recognition procedures for freehand sketches.
‘The input may be in the form of well- defined symbols, lines,
and so on, The machine should in general however, be able to
interpret the meaning of the plctorlal layout in applicatlon
terms, just as a human observer does.

A complementary requirement is to be able to generate a
diagram given some form of application description; It was
stated previqusly that the t:ansformation from application to
diagram is frequently one to many, consequently'this task is
not necessarily similar to the diagram to applicatidn trans-
formation. The choice of the exact diagram to produce is made
by human beings on the basis not only of ‘the rules and
conventions, but also on certain aesthetic grounds related to
the overall neatness and intelligibility of the diagram. .Many
of these aesthetic requirements have been formed into
conventions, but nevertheless they still impose a significant,
separate constraint on the choice of diagram construction.. The
machine must also take these points into account‘if it ié to

produce a diagram which is acceptable to the user,

The requlrements, as set out so far, suggest that the
machine should maintain two separate descriptions of the
situation - one is of the problem situation, the‘ofher is a
pictorigl descriptionvof the diagram, These two desériptions
should be couched, if possible, in the same terms as human
beings use. '

To date the internal processes required have been
considered, but nothing has been said of the actual
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communication between man end machine. * This may take seVeral
forms, some or all of which may be relevant to particular ,
applications., Firstly the machine communicates graphically with
the user by displaying its current version of the diagram on the
display screen. Since this display is'representativeito the
user of the problem situation as held in the maéhine; it is not
generally necessary for the machine to transmit its problem
description to the user. Application oriented statements by the
machine will normally be concerned WLth results of analyses
performed for the user. ‘

There are more ways in which a user may wish to communicate.

(1) He may communicate graphically by consfructing a diagram of
interest, and do this via the “pick-and-place™ method which,
although not ideal, is the only developed practical method.

(2) He may also communicate over the 1anguageninterface, and this
may take several forms‘depending on the subjeoti a statement
concerning graphical information may be giVen - this could eohe
about if, because of personal idiosyncrasy, the user was not
satisfied with the diagram‘produéed by the machine; a statement
in the problem domain could also be made - an example of this is
the specification of a problem situ#tion to be studied;  This
alternative to generating a diagram can shorten the user's task
considerably and puts the onus on the machine to‘produce the
diagram. These various forms of communication involve the
machine in exercising all of the facilities mentioned prev1ously
as requirements. The relatlonship of these features to one

another is indicated approximately in Figure 4.1,

4,4 Circuit Dlag;am Communication

Questions involved in graphical communication have been
discussed from the general point of view; no mention has yvet
been made as to whethei or not different fields have,identical
problems. This question will now be viewed with regard to a
particular application field, namely electrical networks and

electrical circuit diagrams.
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In attempting to develop systems of the type outlined in the,
previous sections .of this chapter, the question of generality
occurs. The developers of DESIGNPAD, for example, consider that
it is important to produce a system which is capable of handling
many domains without modification (section 3.3). It has been
indicated, hoWever, that effective communicating machines should
have useful knowledge of the environment in which they are to
operate. Since this knowledge; involving that of how to draw
appropriate diagrams, varies from one field to the next, there
appears to be no simple method of achieving the aim, It seems
that separate sets of knowledge for each of the anticipated
environments must be included, making the system equivalent to
several almost independent systems. One way to overcome the
difficulty is to incorporate the ability to learn how to operate
in new fields, in which case the designers of the system at léast
do not have to incorporate knowledge beforehand on all fields in.
which the machine may possibly operate. Addition of learning
cannot be done effectively, however, until some idea has been

obtained of exactly what type of knowledge is necessary.

A full circle has now been completed in the generality
argument, and the position has been reached once more in which it
seems that an individual application should be studied.
(Learning abilities are discussed in a later chapter when review-
ing the capabilities and possible extensions of the present
system.)

Having decided to investigate a single application, a
domain must be chosen: for this work electrical networks and
their associated circuit diagrams have been selected for study.

There are several reasons for making this choice:

(1) The interest currently existing in graphic systems involving
circuits - because of the development of computer-aided-design
techniques which can be operated most efficiently in an

interactive mode.

(2) As a consequence of this interest, a number of systems

already have been developed i this field, so that it is possible
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to assess their performance and to compare their performance
with that of the system developed in this report.

(3) Electrical circuit communication seems to be a field which
contains many features of more general applicability.

The fundamental rules regarding the construction of
electrical circuit diagrams are well defined. These are
discussed in detail in Chapter 6, but for the present purpose,
it may be noted that there are certain fixed symbols used to
represent electrical elements; electrical connectiﬁity is
represented by joining of attachmént‘points‘of these symbols,
either directly or via a number of straight line segments. A
diagram constructed according to these rules represents a valid
diagram, although it may not be acceptable to a human being.
Human operators, trained in handling circuit diagrams, are able
to obtain a greaf deal more information than simply connectivity,
provided that the diagram satisfies certain other criteria. In
general the layout of the various components can be expected to
convey information regarding the function of the electrical
circuit. A simple example of this type of situation is shown in
Figure 4-2. Drawing (b) conveys the idea of parallel impedance
much more rapidly than does the unconventional drawing (a).
Figure 4-3 shows another effect of pictorial layout. ' |
Diagram (a) may be interpreted as a potential divider of some
kind, while (b) may be considered as a pi-filter. Ihe'
pictorial layout has thus influenced the electrical interpret-
ation given. It should be noted that this is a high level
intexrpretation involving intended function, it does not involve
connectivity. Both these examples involve the aesthetic

arrangement of elements as well as certain layout conventions.

Circuit diagram communication exhibits not only the
characteristics of the general symbolic diagram with regard to
complexity, but also the same general methods of communicatibn.
The user may wish to construct a representative diagram, he may
wish to indicate a particular circuit type in which he is
interested, or he may desire to inform the machine of an

unsatisfactory aspect in the diagram created. The machine may
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(a) ~(b)

Figure 4-2 A simple example of the role of
pictorial layout

T

(a) (b)

Figure 4-3 A more complex example showiﬁg the
role of pictorial layout
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display a diagram which it has produced and may give answers to
electrical analyses performed. In other words, ccmmunication'of -
circuit diagrams contains all the elements of the general problem'>
discussed previously, and is -a suitable field for investigation

of graphical communication systems, | |

4.5 The Environment of the System

The terms "application field", "domain", and "environment"
have previously been used interchangeably. More precise
meanings are now attached to each of these terms. "Appllcatlon'ﬁ*

field" and "domain'" are taken to be synonymous, and to refer to:e
the subject in which communication is to occur. ' In the present
work the domain is electrical circuit networks and their
associated diagrams. From now on Yenvironment' is, taken to
mean the situation which leads to’ ‘the desire for the man-machlne
communication (which is somewhat different from the meaning of f‘“
"domain® and "application field") - there may be many different
environments for a grven domain, A common environment for
circuit communication is, for example, the computer- alded-de51gn

environment.

No mention has so far been méde of the env1ronment of the eff177

present system. This has been done dellberately as the

environment does not have a maJor effect on"the nature of the o
necessary communication°q the environment affects only the.,“‘”'“
'7dlstributron of the communrcatlon amongst the various possible

forms. To illustrate this, consider the types of communication .

" required in some possible environments of a“circuit‘diagram'
system: ' ‘

In the computer-aided-de51gn env1ronment the pr1nc1pa1 _
'requlrement is for the user to transmit some form of c1rcu1t to -
the machlne for analysrs. This may be accomplrshed either
graphically via the generation of a dlagram, or electrically by
informing the machine of’ the network requlred,'g The machlne 1s

. then. requlred to perform the analys1s and to present the
(electrrcal) results to the user.‘r It must also dlsplay any L
g dlagram, whether generated by the'user or produced by the machine fff
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from electrical information, A feature of this énvironment is
the absence of questions - all communication is in the form of
statements, either instructions to the machine or presentation of

results,

Another possible environment for a "circuit communicator" is
in the development of an information system supplying answers to
various questions on electronic topics. Such a system might
take the place of a designer's reference text book and would
contain a large data base holding the required information,
together with an appropriate system for.opérating on the data
base (c.f. Woods (1967)AAirline Guide Q,A. system). In this
environment the user makes statements and asks questions in the
electrical domain, perhaps aléo producing a circuif of relevance
to the question. The data base>System must develop the answer
(in electrical network terms;‘for this is its only realm) and
pass this to the‘communiéator.u The communicator must generate
any diagrams relevant to the answer, and display these at the
same time és giving additional iﬁformation in the answer, The
re@uirements of this environment>aie fhﬁs much the same as”before
but with a slight shift of emphasis from one type“of cdmmunic—

ation to another,

A further environment, also characterized by questions, is
that of a teaching system for circuit theory. The machine may
ask questidns such as "What type of cirduit is this?"  The
teaching system then presénts a circuit orghnizatidn to the
communicator, which generates an appropriate diagram and displays
it to the student. Another type of question could be "Draw a
circuit of type X™". The student would produce a diagram which
the communicator, using its Rnowledgeyof’circuit diagrams, |
translates into a network description. The "teacher”™ can then

readily compare this with the requi;ed solution.

All these systems require the same facilities in the
communicator.  Consequently it appears reasonable to develop a
communicator without including a precise environment. It is

advantageous for development,‘hbwever, to keep an actual -
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environment in mind. This is particularly trﬁejifjany
simplifications are to be made in the system@,:jIn the;work' .
presented in this report the design environment has been kept in
mind, although the system has not been extended'tc include the
complete design system. Rather, the communication‘is considered
as a "front end" for several possible systems (but more
particularly for. a design system). | | '

Consideration of the design environment 3110Ws the
introduction of some 51mp11f1cat10ns which a531st in the
programming task. If it is assumed that a satisfactory method
is devised by which the machlne can. produce circuit dlagrams,'
then it will only rarely be necessary for a de51gner to request
that the system modify the drawing of a partlcular 01rcu1t
These rare instances can be expected to be due to partlcular _
problems or whims of the'designer;‘rAther‘thahrto éross’eirqIHby" :
‘the system. This feature is then an extra, and not an essential R
part of the system. | S |

When a user wishes to analyze a circuit‘Which is'unusual (tO""
‘the machine) he may input his circuit‘either'electrically (giving
connectivities) or by-the_pick-and-Place’methdd"graphiCaIIYlH The
- former method places the onus on the machine to use "ecommon
sense" (or aesthetlc rules) to work out a layout for this
dlagram. Since this can be expected to be a. more convenlent
method for the user, it is p0551b1e to restrlct the system, so
that only this "electrical 1nput" is allowed and not lose too
much generallty.

| _ The main effect of the abbve‘two'reStrictions; as far as the'
system is concerned 1s that it is then not necessary’ to develop
‘bi-directional transformatlons between the clrcult descrlptlon
and the plctorlal descrlptlon but it 1s suff1c1ent to prov1de a
transformatlon from network descrlptlon to plctorlal descrlptlon.
.Thls does not affect the ”knowledge"_requlred by . the. machlne, for
it must still know how dlagrams are drawn. While this _ |
s1mp11f1cat10n may appear to be a ma jor restrlctlon, it 1s not as’
serious as it may appear: Chapter 10 dlscusses how: the
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transformation technique developed may be ﬁsed to assist in the

reverse transformation.

4.6 Summa;y

Problems involved in graph1cal communlcatlon have been
discussed above, and a type of communication system has been
introduced which is designed to overcome these difficulties. . The
main novelyfeature of the system. put forward’is in the introd-
uction of a form of knowledge relating to the way symbolic"
diagrams are drawn. This knowledge allows the machine to relieve
the user of the task of generating:his‘diagram point by point,
because ' the machine can itself generate this diagram from
application knowledge. For the particular application of“
interest, viz. electrical'circuif diagrams, some 1nd1catlons of

the complexltles of the knowledge necessary have been glven.

With regard to generallty, it has been 1nd1catedrthat the "'
system 1s, by nature, environment 1ndependent but is specific to
a particular domaln. The pr1nc1p1es 1nvolved however, are |
general and applicable to many domains, The effects of
simplifications introduced in the actual system have been
discussed. B |
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CHAPTER 5
APPROACH TO A CIRCUIT DIAGRAM CQMMUNICATION SYSTEM

5.1 Intro@pction

The discussion in Chapter 4 centred on the features and
requirements of the communication system under consideration, but
with little attention being given to how the various requirements
might be met. This chapter addresses these problems, summarizing
the philosophy of approach adoptéd (sgction 5.2) and giving a
general overview of the system developed, emphasizing important
and novel features. Section 5.3 presents abgeneral overview
with block diagrams indicating system structure, and section 5.4 -
introduces some of the problems faced inrealizing the system.

5.2 Philosophy

The philosophy taken in the design of the present communic-
ation system differs considerably from that used by other
researchers, Since this philosbphy has an important effect on
the approaches used to solve the various-problems in the systen,
the major points of view are summarized here before outlining the'
approaches to solution. | '

A general notion considered important is that graphical
communication is viewed as an aspect of Artificial Intelligence
research. This has led, as has been indicated previously, to
the objective of a‘communication system in which the interaction |
methods‘available‘to the user are as natural and convenient (for
the user) as possible. ) -

The desire for convenient and efficient communication hés
caused an investigation to be initiated into means for rep1a¢ing
the graphical communication methods currently available. The
extensive knowledge of subject matter, used by human beings in
ccmmunication, is believed to be an important factor in the
achievement of cqnvenienf human interaction, and free man-machine
camunication, either in graphics dr elsewhere, will not be
realized until this knowledge has been incorporafed in machines. 
It is considered that the above graphical communication problem |
may be alleviated by consideration of?knowledge'of the subject
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matter - the '""relation of representation'" concept is relevant
here. A complex problem statement carries with it corresponding
implications in the pictorial domain, An adequate'
"communicator' must be able to determine these implications

automatically as does a human being.

An important outcome of these considerations is that it
appears necessary to maintain two separate desctiptions within
the machine. = These descriptions, which should resemble the
corresponding human descriptions, need not be generated
simultaneouslyvas is requiréd in current systems. ‘Rather; the
"relation. of representation”ﬁknowledge is invoked to‘create,one

from the other at appropriate times.

The 1ncorporatlon of knowledge as outlined above, is
belleved to be a useful method of prov1d1ng more convenlent
1nteractlon while remaining within the constraints of fairly

inflexible command mechanisms. This is so as the' machine may

now assume a large portion of 1nformatlon which must otherw1se be

prov1ded by the user each time it is needed.

Within this framework, the following sections outline
solutions employed in the present system, |

5 3 General Organization

In dlscu551ng the requlrements of a general communlcatlon
system, a pattern emerged indicating the various paths by which
information may flow between the user and the machine, and also
within the machine itself. This pattern was summed up in
Figure 4-17 about which two points can be noted: firstly, the
organization shown in the '"man" is not intended to indicate a
hypothesis regarding the operation of the brain, but rafh?r to
represent the apparent functions performed, as seen by the
machine or other external observer; Secondly, there is no
fundamental reason for the existence of unidirectional paths in
this diagram; theoretically, communication could occui.in the‘
reﬁe:se direction along all paths. This situation is not,
howéver, expected to be common,’ Such a situatioh‘might oécur;

for example, if the machine was not satisfied with the way that

"5y
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the user had drawn his circuit diagram. While this is feasible,

it:is not considered useful to add such a path at present.

It is valuable for the development which follows, to
regroup the communication media shown in Figure 4-1, in which
there are two forms of communication passing through the language
interface: firstly, electrical network statements, such as the
specification of a network of interest; and seéondly, graphicai
command statements, such as corrections to a diagram, It is
useful to group these latter commands along with the graphic
interface at the top of the diagram because, although they may go

' through the language interface, their origin is in the man's

pictorial description and their ultimate destination is in the

machine's pictorial description.  The resulting'combination of
communication types, while not entirely graphical, is concerned
with pictorial information and will be called pictorial _
communication. Similarlylthe language interface, while not now

representing all the 1anguage‘discourse, is accordingly entirely

concerned with the circuit (or application domain) communication

and will be called circuit communication. . The modified diagram'
is shown in Figure 5-1(a).

The simplifications in communication discussed in'section

4.5 allow further modifications to this diagram. It has been
assumed in this 1nvestlgatlon that the user will not need to

ommunlcate graphically to the machine (that is, not draw -
01rcu1ts himself) because it is capable of constructing the
néceSsary diagrams itself; - This makes the pictorial communic-
ation channel.unidi:ectional, and it now consists simply of the
machiﬁe displaying its currently held diagram on the screen for
the user. This restriction means that the mépping between
pictorial description and'qirduit description will no longer be
neceésary, and this may also become one Way. Communication in
the electrical domain still remains two Way when aicdmplete
syétem(“communicator“ and environment programs) is in use. Sincé
communication between machine and man concerns solutions to
problems posed in the eﬁvironment, and since only the k

"communicator" is of prime interest in this work, it is possible
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Figure 5-1 Regrouped paths of information flow
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to restrict the direction of communication here also. The flow-
of information, once these simplifications have been made, is
shown in Figure 5-1(b). The bi-directional mapping in the user

remains as an indication of his thought processes.

Figure 5-1(b) represents the flow of information (i.e,
communication paths) within the total system of user and machine,
and does not necessarily give any indication of the machine

structure, which must now be considered.

A basic machine requirement is a form of monitor which
controls the operation of various parts of the system; and
through which various commands from the user must pass. These
user requests can be divided into two categories:s
(2) Those commands of interest to the monitor only and concerning

. !

éontrol of the system;

(b) Circuit data from the user which must be conve:téd into the
circuit data structure.

At the other end of the system, it will be necessary at

various times to display the diagram represented in the pictorial

description, To this. end a display package must be included,

and this can be expected to be closely related to the particylar
graphic facilities available in any installation.

The transformations or mappings which will generate a circuit
diagram must have access to knowledge of the nafure of circuit
diagrams. There are two possible ways in which this information
can be.supplied: | ‘ |

(1) By bulldlng the information directly into the procedures.

The knowledge is then implicit rather than expllclt and it may be

difficult to change the 1nformatlonz either for improvements to

the system or for a change in environment.

(2):by including the information in some form of passive data
base. This method allows modifications to be made more readily.
In either case the nature of this information must be determined.

The method which has been used in the present system is a

combination of (1) and (2) above. That portion of knowledge
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which is inbuilt is relatively free from change, even between 5
different domains. It concerns the various aesthetic require~ :
ments in the construction of a diagram. fSuch features as
symmetry and proximity can be expected to be the same _
irrespective of the domain of operation of the system, It has
also been found that these features are well suited to

incorporation within the mapping procedures (see section 8,4).

The portion of knowledge which is in the form of a data base
is connected specifically with‘circuit“diagrams. " This data base
includes information on the pictorial organizations required for

particular circuit organizations.

The various parts of the system which have been introduced
so far can be bxrought together into an overéll block diagram
(Figure 5-2). The division of information’between the procedures
and the data base for the mappings has been indicated by the
overlap of the two blocks concerned . In order to 1ncorporate
this system into some application environment, an extra
communication link must be added to the environment programs.
This 1inkege would occur to and from the circuit data strncture,
again via a form of data converter which is. controlled by the
monitoxr. This converter may bear some resemblance to the input
converter, although the actual form of data transmission need not
be the same. |

5.4 Problems to be Solved

The communicator outlined in the'preceaing section contains
features which have not been directly 1ncluded in prev1ous ,
systems. - These features present. certaln new problems Whlch have
been solved in the development of the new system, These

problems are now discussed.

The nature of the circuit data structure should be
considered. While othexr systems have inclnded a circuit
structure, there are some features required by the present
system which have not been included in previous systems.  The
most important of these is the requirement that the description l
used by the machine must closely resemble that which might‘be

]
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used by a ‘human being for the circuit. Some idea of the higher
order structure, the functioning, and the flow of informatioh
through the circuit, all appear to be essential parts of the
human description. The problem which must be solved is to
determine exactly what information is required to form such a
description, and how this information may be organized into a

satisfactory structure. This is discussed further in Chapter 6.

A further feature of the system which must be investigated
is the nature of the pictorial description of the diagram
maintained by the machine. Other systems have not attempted to ‘
maintain an elaborate pictorial description, rather (as discussed
in section 3.4 for example) they have intermingled both pictorial
and circuit aspects within one structure (except systems such as
 DESIGNPAD, which do not have an exp11c1€wggha1n) The resulting
data structure is biassed towards the circuit structure, and
consequently cannot exhibit many purely pictorial relationships.
Such relationships as "adjacent" and "collinear' supply useful
information in interpreting circuit diagrams. The problem of
determining the nature of these useful relationships, and |
incorporating them into a suitable data structure, is considered
in Chapter 7. '

. The most important novel feature of the present system is
the provision of the ability to map between the circuit
description and the pictorial description, thus. generatlng a
circuit diagram. This aspect of a graphical communlcatlon system
has not been considered before¥ and therefore must be considered
from first principles. It has been stated that the mapping
process requlres a knowledge of the way diagrams ‘are drawn, and
that this knowledge is incorporated both implicitly in the
~procedures, and explicitly through the use of a data base. The
knowledge which is inbuilt in the procedures is of an "aesthetlc"
nature. It may be argued that features such as these hardly
amount to knowledge. It is believed, however, that without sugh
features the diagram would be unacceptable to a human user.  The
aesthetic features can therefore be considered to add to the |

knowledge of how to draw circuit diagrams correctly.

*Clowes and Stanton have considered the question in general terms
but not in detail




75

The data base part of the knowledge is based speéifically on
the nature of circuit diagrams. The form of data in this base
depends greatly on the methods used in the mapping, and the two
must therefore be considered together. Whatever the actual-
form, however, some effort must be expended in determining how
and why various types of circuit are drawn as they are, andehat‘~
is the nature of the clues which draw attention to the various
circuit organizations and functions. When answers to these
questions have been found, it is then possible to devise a mapping

procedure using this information (aé outlined in Chapter 8).

5,5 Summary

A general organization for a communicéting system has been
developed here. The simplifications to the general system which
have been introduced are not believed to constitute méjor
restrictions, and are discussed in'Chapfér-lo, together with

achievements and possible extensions to the system.

Three portions of the system which are novel, and constitute
the major problems to be solved, have been introduced. = The
following three chapters discuss these areas in detail, together
with the solutions adopted.
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CHAPTER 6
CIRCUIT DESCRIPTIONS

6.1 Introduction

Previous chapters have briefly indicated some of the
problems of determining the nature of suitable circuit
descriptions: this chapter inﬁestigates these more fully. As
the major objective is the development of a form of description
resembling that formed by a humén being, human'interpretation~of_

circuits is examined.

The first method of description investigated bears some
relationship to those used in other systems, Althdugh this
method includes some of the necessary features, it is shown to
become clumsy and unnatural, and is therefore abandoned in favour'
of a new approach, which is developed into a complété descriptive .
system. The chapter concludes with the pPresentation of a
formalism developed to define this descriptive mechanism.

6.2 Interconnection Matrices

The first method considered starts with a simple form of
network description, and‘attempts to extend this to include the
features found necessary. The term "interconnection matriCes"
has been used to denote this form of descriptidn. ~ While this
latter may not in fact be represented in the machine as>matriCQs,‘
it may be considered as equivalent to this, and it is in these |

terms that the descriptive method will be discussed.

The starting point is to consider that the network islmadé
up of a set of nodes;vinterconnected by various bfanches; The
connectivity can be represented by a matrix in which the row and
column number both represent nodes in the.circuit. A cross is.
placed in the i,j th position of the matrix if a connection |
exists between the i th and j th nodes. In the present
discussion ﬁhe pPresence or absence of a branch is indicated by a
cross, but in an actual implementation, this cross can be
expected to be replaced by some information régaraing the nature
of the branch represented. Figure 6-1 shows a simple circuit

and the corresponding matrix, which is'symmetric about the -
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diagonal. This symmetry will be destroyed, however, if inform-
ation concerning branches which are not bi-directional is

included. The transistor in Figure 6-1 introduces such branches.

The description in this form contains complete information
about the network, if by completeness it is meant that all the
information needed to specify the operation of the network is
present. This form of description (or a very similar one) is
the required input for some circuit analysis programs, and it is
because of this fact that the particular form of description has
been investigated. '

Functional, relational and structural organizations (with
which human beings endow circuits) are important aspects lacking
in the description as shown in Figure 6-1; this is a major
drawback, and some possible additions to the descriptive method

have therefore been considered in the next section.

6.3 Node Labelling

A major factor in the lack of organization of the matrix in
Figure 6-1 results from the random labelling of nodes. It may
be expected that some organization in the labelling of the nodes
might therefore introduce order into the resultanf matrix. As a
starting point for this, it is generally assumed that "earth
lines" and “power supply lines' are a special form of node and
they may thus be specially labelled to show this. It is also
possible to partition the matrix into regions indicating

connections to the supply line, and interconnections,of
components. Figure 6-2 illustrates this procedure for the
pPreviously illustrated circuit.

While these additions introduce some organization into the
circuit, this is by no means sufficient. . Since all of the
internal connections between nodes 1, 2, and 3 have been made in
Figure 6-2, consideration of a more elaborate circuit is necessary
to further the investigation. In the two stage circuit shown in
Figure 6-3, for example, the expected separétion of the comnection
of various nodes to the supply lines is clearly shown, but there

is no apparent organization within the internal portion of this
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matrix, however. Because this is a two stage circuit, there

should be some representation of this in the matrix description.

"It is possible to label the nodes of each stage separately,
and this procedure is straightforward except for nodes such as
node 4 (in Figure 6-3) for which there is no clear cut assign-
ment. For the present, a random assignment to the second stage
may be made as in Figure 6-4.

"Some interesting features emerge from this new labelling.
The power supply separation remains the same as it was in the
earlier matrix; but the internal connections section shows
significant change. There are two major clusterings of
interconnections between nodes. This is to be expected, as the
two clusters represent the connections within each stage of the
circuit. The two remaining regions of the matrix (only one of
which is independent) represen+t the interstage connections in
the circuit. That this regionﬁof the matrix is only thinly
marked with connections is again to be expected, as a reflection
of the way circuits are normally'designed. A usual procedure‘is
to design a circuit in functional sections, each of which is
sufficiently complex to be not trivial, yet sufficiently simple
that it may all be comprehended at once. These sections are
then interconnected, and it is to be expected, therefore, that
the number of such interconnections will be small compared to the
number of internal connections.

‘To this point then, it is possible to construct a matrix
representation which reflects the structuring of a circuit into
a number of stages, and also indicates the portions which
represent interstage connections. The representation does not,
however, give any indication of the flow of information from
stage to stage, nor does it give any indication of the nature of

the function of each individual stage within the circuit.,

It is possible to obtain some indications on the flow of
information between stages by specially marking the nodes which
represent the input and output of the circuit. If the circuit

contains a number of cascaded stages, it will be p0551ble to use
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this terminal information, together with the interconnection
information as shown in Figure 6-4, to obtain some notion about
the order of the various stages. A difficuity'arises, however,
when appreciable amounts of feedback occur; as there is no
~indication in the matrix representation, of the direction of
signal flow through any interconnection branch. The existence
of information regarding the COmponénts making‘up the branch is
not relevant, as the components will probably be normal
bidirectional passive elements. In Figure 6-4 there are two
paths between the first and second stageé: since this figure
represents a simple ¢ircuit, it is possible to conclude that
there is a forward path between the first stage and the second
(assuming the input is known) and that the other path could be
either forward or feedback. This COnclusion, however, has been
logically deduced and is not explicitly available in the
representation. It is p0551b1e to increase the ease with Whlch
the information is extracted by means of the following heuristic

procedure:

Most stages will have a '‘dominant'* component, probably a
transistor, and a more explicit labelling procedure may be uéed
within a stage (A) by labelling the emitter of the transistor Al,
the base A2, the collector A3, and the remaining nodes _
systematically outwards from this dominant compbnent° The label
of the node then gives some indication of the node's position in
the stage. The heuristic then suggests that within a stage one
can usually expect a collectdr to be associated with output, a
base to be associated with input, and an emitter may hahdle
either input or output. ‘This procedure, as hasAbeen:indicated,
helps in the decision ¢oncerning interconnections of stages but
does not add explicit information to the representatibn,(The
heuristic procedure sélves the problem of Figure 6-4).

A more serious problem occurs when trying to represent the
circuit function within the matrix. At first it appears that,
with the fixed node labelling technique, it might be possible to
distinguish between various functions by considering the nature

of that portion of the matrix representing the sfage. This
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procedure breaks down completely when faced with circuits such as
those shown in Figure 6-5, which are simply pictorial rearrange- .
ments of the same circuit diagram. . They would normally be taken,
however, to represent different circuitvfuncfidns, ~Since they ‘
are equivalent in terms of network iﬁterconneétiohs, there is no

way that they could be distinguished in the matrix representation,
without attaching information external to the matrix itself.

From this and other points discussed, it appears extremely
difficult to form a suitable circuit representation based on the
matrix interconnection approach. The representation of the
required information is clumsy and "unnatural' éomPared with the
manner in which human beings appear to view circuits. It is fof’
this reason, therefore, that this approach to description of »
circuits was abandoned in favour of a more suitable descriptive
mechanism. ‘ A

6.4 The Subdivision of Circuits .

The arguments in the previous section indicate that it is
worthwhile examining the viewpoint of a circuit taken by a human
being more closely, and from this, attempting to establish a
circuit representation. The two features which caused most
difficulty with the matrix representations have been the.
representation of function within a‘segmented-circuit, and the
representation of the way in which the vafious parts in this

segmentation are related.

Consider the manner in which circuits are segmented by
reference to the reasonably complex arrangement shown in
Figure 6-6. The complete circuit is first ségmented into a
number of large subdivisions, such that thé number and ‘
organization of these can be readily understood. Once this is
done, attention is focussed on each of the subdivisions in turn.
Depending on their complexity, each of these may itself be split
into a number of blocks. This process is continued until
finaliy the sections of circuit may be comprehended in detail.
Figure 6-6 indicates this procedure for a crystal clock
configuration in which two levels of subdivision have been used

(leaving three levels of blocks). There is no essential reason



(a) a potential divider circuit

(b) a pi-filter

Figure 6-5 Topologically equivalent circuits
which have apparently different functions

85



oscC. decoder display

(a) a crystal clock block diagram

Y

Xtal osc. o/p

oven

(b) a more detailed view of the oscillator
section of (a)

(¢) the o/p amplifier in (b)

iFigure,é—é Illustrating the human subdivision of
e circuits :



87

to restrict the number of levels to three; this depends entirely
on the complexity of the circuit. In Figure 6-6(c) for example,
it is pbssible to subdivide again into tWo‘separdte stages within
the amplifier.. If the emitter resistor of the n-p-n transistor
had been paralleled by a capacitor, it. would be p0551b1e to
subdivide yet again and to consider this parallel 1mpedance as ' a
separate entity.

The position of each subdivision‘of ayéircuit isvsuch‘that"
each subdivision represents a functional uhit.".This is so in
the example shown, and the labels given to each of the sub-
divisions reflect this function. This ésSociation of a funétioﬁ
and functional label seems to be an important aspect of human

view of c1rcu1ts

6.5 Relational Informatlon

The information present in a 01rcu1t con51sts of more than a
"set of objects grouped 'into approprlate subd1v151ons; The
objects are organized in wvarious ways and the organization is v
fundamentally a function of connectivity, Which can be considered
on two ievels. At the first level this connectivity is the
actual electrical connectivity between componentsvvia some node.
This viewpoint is the reverse of that of the matrix description,
in that components are considered the primary objects, with
nodes being the means of interconnecting them, and as such"
appears to agree with the human view of circuits which seems to

consider compbnents as the primary entity.

The higher level form of connectivity concerns the flow of
signal information through the circuit and is related to the
stage interconnections mentioned in discussing the matrix
representation. An important feature of this connectivity is
that it is, in contrast to the lower form, directional, and any
representation must include this direcfionality explicity, so
helping to overcome the interconnection problem as it exists for

matrix representations.

The signal interconnection relation can, if desired, be
subdivided into two types. The first indicates the normal
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forward flow of signal, and the second represents any feedback
paths present, This explicit division allows the organization
of a circuit to be seen according to expllc1t 1nformat10n in a
description.

6.6 The Descriptive Scheme

The necessary features of the descrlptlon, as outllned
above, seem to be well suited to incorporation in some form of
hletarchlcal tree structure of objects,_hav1ng associated
attributes, and with relations between the objects.,  This form
- of description can be readily implemented in any of a number of
list processing languages which’is available;: the actual
implementation is discussed in Chapter 92, | ' '

In a descriptive scheme of this kind, it is conceptually
possible to continue subdividing the structure to any desired
level. In practlce a certain number of “prlmltlve" objects are
chosen as the endpoints of the division process, and the
descrlptlon is formed in terms of these, In the present scheme
the primitive elements chosen are the varlous clrcult components
of_lnterest, together with nodes, which are glven a separate
existence. Three forms of nodes aré recognized - it is not
absolutely necessary to do so, but it is done to tie in with the
accepted view that power supply nodes and earth nodes are of a

special form. Since the obJectlve is to reflect the human view
of the circuit, it is acceptable to make this dlstinctlon between
nodes, The components chosen for representation in the scheme

do not comprlse an exhaustlve list, but represent a useable
subset suitable for illustrative dévelopment of the system. The
" primitives may each have'asSociated"attributes which represent

" their points of connectlon w1th the rest of the circuit, A
re51stor, therefore, has two such’ attrlbutes, Nodes have no
attrlbutes.' The primitive obJects, names and attrlbutes used
in the system are:
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N ordinary node

E earth node

\Y power supply node

R(1,2) resistor with terminals (1,2)

C(1,2) capacitor with terminals (1,2)

L(1,2) inductor with terminals (1,2) ,

D(1,2) diode with terminals (1,2) being (cathode,-
anode)

T(1,2,3) transistor with terminals (1,2,3) belng

(emitter, base, collector)
TR(1,2,3,4) transformer with terminals (1,2,3,4)
'~ being in pairs (1,2) and (3,4)
Generally the order of the terminals is important but for

bilateral components, this is not so.

The development of higher level objects depends on the
existence of certain relationships between the parts. ,
Conséquently it is necessary to incorporate certain primitive
relations from which to build higher level objects and‘higherr
level relations. It was mentioned earlier that there AIe fwo‘
forms of connectivity to be found in a circuit. Two fundameptalu
relations may be defined to correspond to these, and are called
""connect' and *'stage connect®. The "connect'" relation between a
component and a node indicates the obvious simpie connection.

The "stage connect' relation, while considered fundamental to the
system, is defined on higher level objects, and implies that the
output of one stage is connected to the input of another. ' It is
possible to define this relation in terms of more primitive I
elements but, since it is considered to represent a separate
concept in the human view, it is preferable to keep it as a
fundamental relation.

Having established the fundamental objects and relations, it
is now possible to take any interconnection of components and |
define it as a high level object. In practice, however, an
objective is to restrict the structure to high level objects ‘
which are usually regarded as functional units, and‘conSequently
the definition process is constrained accordingly. The’present

descriptive mechanism contains a restricted set of such
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objects which are sufficient for the development of a workable

system.

A useful high level relation is the "conponent connect"
relation, developed out of two *connect®™ reldtions,‘and indicatino
the connection of two components via a partlcular node, Typlcal
of the possible definitions of high level objects are the
""parallel 1mpedor1", formed by two appropriately connected two
terminal components; the "series 1mpedor" also formed by a
connection of impedors; the "divider'" consisting of an
appropriate arrangement of two impedorslwith an»input'and an ..
output; the "pi=filter'™; the "T-filter™"™; the "common emitter

stage" and so on.

In the current implementation of the system (developed for
illustrative purposes ), the only objects containing transistors
are common‘emitter amplifying stages;_~ A "stageﬂ'is defined as
any of a number of objects with well-defined inputs and outputs,
The relation; "stage connect', is predicated on stages, and the
object, '‘cascade™, is constructed from stages satisfying the
"'stage connect"™ relation. The precise definitions of these and
other objects and relations is given below with a formal

notation for writing these deflnltlons.

6.7 A notation for the Descriptive Mechanism

The final paragraphs of the preceding section indicate that
it is difficult to write down the definitions of objects and
relations precisely. Consequently it is worthwhile, for
purposes of documentation, and as a possible method to assist in
the input of models, to develop a notation which is capable of
deflnlng precisely the various objects and relations involved in
the mechanism.

In defining a high level objéct, the following features are
required:

(1) an indication of the name of the new object,

! The term impedor is used in analogy with the words resistor and
resistance., In this description it is the components and not
their corresponding mathematical functions which are of interest,
and so the term impedor is preferred to impedance,
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- (2) an indication of the attributes of the new object,

" (3) a 1ist of the sub- objects from which the new object
‘ is formed,

(4) the relations which must be sat1sf1ed by the sub- -E-i;'l!/(
objects, e

(5) any definitions of attributes which are appropriate ‘
to the new object.

t*C1owes (1970) has used a notation which incorporates most of.i_
. these features, but does not normally include definitions of .
E attributes. As attributes are important for the descriptions
~ used here and must be included, a modification of this notation .
V has been used. For the definition of an object the format is £

~ N(attributes) sub-objects (relations;attribute definitions)

where N is the name of the new object, (attributes) is a list
~of the names used in the definition for the attributes of the

~ new object, [sub-objects] lists the objects from which the new. =
" object is constructed, "relations" specifies the relations whichjxhj3jf
must be satisfied by the sub-objects (here S1, S2, ... Sn are =~
~ used to refer to the lst, 2nd ... subobjects in the 1ist given),*uf°vf
f and "attribute definitions" defines the attributes of the new = . -
object ‘An example of this is the following. def1n1tion of a hgff”fi7f
3 paral]e] impedor ' ¥

ZP(A1, AZ)[Z AR N N](gara(Sl SZ $3,54); A1+S3 A2+S4)

g In this def1n1t1on the four sub- ObJECtS must be of the type

f 1nd1cated (i.e. 2 impedors and 2 nodes), and they must sat1sfy
" the relation "Egﬁi", which is defined later ‘The attribute
x‘definitions follow. The backward arrow means that the item. on:
~ the L.H.S. is defined as the item on the R.H.S. Thus attribute
L 1 1s the sub- object 3 (i.e. is a node). ‘ :

: A sim11ar method of definition is used for relat1ons.?fA11
?~ re]at1on names are underlined to distinguish them from objects.

The primitive "connect“vrelation is written R A

S - con (S1,82) S A
where Sl must be an appropriate component, anﬂ SZ a node.-jThehf;
format for the def1n1tion of relations is: _u-._,, e

oy "re1 (OBJECTS) [defn. of re]atiOn]
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"Here "rel" is the name of the new relation, "OBJECIS'" is a list

of objects on which the relation is predicated.

Using this notation it is now possible to list in a
reasonably rigid form, a number of the relations and objects used

in the descriptive scheme.
ccon (Z,Z,N) [con(Sl,SS),con(Sz,SB)]
para (Z,Z,N,N) [ ccon’(Sl,Sz,SS),ccon(Sl,Sz,S4):]

series (Z2,Z N)Ev(M¢S3)ccon(Sl $2,53) and not ccon(S1,52,M)
and ﬂ Z such that con(Z 83)]

The predicate in the latter may be interpreted as '"For every
node M, other than the node S3, a ccon exists between S1, S2 and
S3, but a ccon does not exist between S1, S2 and M. Also there
is no component Z such that Z and S3 are connected".  This
prevents connection of S1 and S2 in parallel, and prevents a

third component being joinéd to the centre node.

zS (A1,A2)[2,7 ,N] (series(S1,52,53); Al«other term(S1),
A2 «—~other term(S2) ) '

Here 'other term'is deflned as a termlnal not previously 1nvolved

in a relation.
zZ any of R, L, C, 25, 2P
This allows recursive definition of two terminal impédors;
DIV(:Ln out)[Z Z,E,N, NJ (ccon(S1,52,54), con(SZ SS),con(Sl S5);
in & (S5,53),out « (S4 S3) ) »
PIFIL(in,out)[Z ,Z‘,Z,E,N,N,N](EQE(SI,52,85)&92(82,83,,5_6),
con(S1,54),con(S3,54);in «(S5, 84) out «(S6,54) )
CEST(in,out)[T,Z,ZM,Z,E,V,N,N NJ (S3(1,2 3)[2 Z ,N,N,N]
(con(Sz 55) Al <S3,A2e~54,A3+S5),
M(Sl(ﬁa),84',89)~,g<_:_c_>_rl(81(A1),82,87),
ccon (S3,51(A2),5S8),con(S4,56),con(S3,56),

con(S3,55),con(S2,S5); in?—(SB,SS) ,oute—(SQ,SS) )
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The "CEST" definition is two level, since it contains a
defihition of ZM, The term S1(Al) means the 1lst terminal of
object 1.

These definitions give an indiéation of the capabilities of
this notatlon, and from them it w111 be clear that the use of

this notation for the spec1f1eatlon of 1nd1v1dual circuits can

become unw1e1dy. In the spec1f1cat10n of individual circuits,
it is not necessary to include all the information found in the
above definitions, however. The statement ZP(R, C), for example,

is sufficient to define a parallel impedor, and this is the
approach which will be used in the remainder of this report:
only that information which cannot be obtained from definitions
is incorporated. Thiseﬁay include modified information or-
information unspeeified in the model, as in the above example.
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CHAPTER 7
PICTORIAL DESCRIPTIONS

7.1 Introduction

This chapter discusses the features considered necessary in
a pictorial description of a circuit diagram. It is worth
pointing out that a distinction exists between the pictorial
description of a diagram, and the diagram itself. The diagram
consists of a set of straight or curved line segments (with
their appropriate coordinates) assembled in their correct
positions. The pictorial description, on the other hand, must
contain an articulation of the various significant groupings of
parts within the picture, together with any important relations
which exist within the picture, and other items, abstract or real,
which carry information useful to the viewer. Knowledge of
these features will be of assistance in formulating the mapping
methods in the next chapfer, as well as in designing a pictorial

description scheme.

The nature of the exact form of pictorial description is
closely related to the methods used for the mapping. It is
difficult, therefore, to separate the discussions completely, but
for convenience of presentation, this has been done. Those
features of the circuit descriptions which depend heavily on the
method of mapping are here stated as unsupported facts, and
elaborated later (Chapter 8).

*This chapter introduces the low level terms in which the
description is formed, then digresses into the nature of circuit
diagrams, commencing with a‘discussiOn 6f the "rules" for the
construction of circuit diagrams, and then examining the various
influences which affect the interpretation of circuit diagrams.
Having established a sufficient set of these influences, methods

for their inclusion into a pictorial description are outlined.

It should be emphasized that well formed line segments are
available from the start, and recourse does nqt‘need to be made
to the determination of lines in terms of gray scale values .of

points, as needs to be done in many picture processing problems.
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It is assumed that methods are available for the direct

generation of lines of precisely known shape, size and position.

7.2 The Primitives

Hav1ng established the foundatlon for the description, it is
p0551b1e to introduce the required prlmltlve objects._' These
must be drawn from various line segments, but the information
requlred to draw the prlmltlves is invarlant and need be known
only by the drawing package (see Flgure 5-2). The parts of a
circuit diagram which remain fixed are the symbols representing
the various circuit‘components The straight line segment is -
also a separate primitive part of the diagram,, for although its
length may change, this should properly be con51dered -an
attribute and not, therefore, 1nd1cat1ve of a change in shape or
sttucture, The stralght line segment does not have a dlrectly
correéponding circuit element but, although this has no effect on
its role as a pictorial primitive, it greatly affects the mapping
procedures (as indicated in Chapter 8).

The various primitive sym501s used in the system as it is
now implemented, are shown in Figure 7-1. The inductor symbol
has been selected in this form (rather than thehmore usual |
circular arcs form), for convenience in the draWingvpackage.
Since these are the primitive elements,,any shape may be*uSednfor

a given symbol without affecting the_descriptions?

The primitives may have attributes; in this system they
have several, involving orientation, size and position. | These
attributes are discussed in detail throughout this chapter, along
with those of other pictorial objects, and also in Chapter 8.

As the origin of the shape of the symbols used bears a -
relationship to the discussion of high level features, some
comment is pertinent here° The origin of the symbols is largely
historieal - when components such as resistors and capacitors
were first represented symbolically on paper, the diagrams were
symbolic pictures of the constructed circuit, i.e. a resistor was
commonly made of a zig-zag length of resistance wire, and a

capacitor was formed from two large plates in clOse'proximity,



resistor symbol —NV N —

capacitor symbol ||

inductor symbol —;—1flfLP———

line segment

transistor symbol

impedor symbol —_—

Figure 7-1 The primitive pictorial
objects
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The symbols can therefore be considered representative of the
function their corresponding circuit elements perform, even

though they now do not resemble the original in detail.’

The same principle extends to various high level features of
circuits. In early examples, the layout of a circuit diagram
reflected the layout of the actual circuit. With modern pxinted
circuit and microcircuit techniques, this is no longer true, but
the historical aspects of the various conventions should be borne
in mind.

7.3 "Correct™ Circuit Diagrams

Having established the fundamental objects (the primitives)
on which the pictorial description is to be based, it is now
necessary to consider the nature of av“weil constructed" circuit
diagram, for this determines the information which mqét be |
included in the pictorial descriptions. - -

The fundamental rules for the construction of a circuit

diagram are very simple, and may be stated as follows:

For each component in the circuit, there must be a
corresponding symbol (taken frovaiguré 7-1) in the diagram;
Those components which are connected via a node must either have
the appropriate attachment points of their symbols coincidenf_or
joined by an unbroken path of straight line segments. For A
convenience no line or symbol may overlap another symbol,
although a line may overlap a line.

The above rules are sufficient for a circuit diagram to be

theoretically interpretable. Most graphic systems involved in
' T mord . :

the field contain<%ai¥ such "knowledge®, and rely on the human

user to arrange for any further organization. Figure 7-2

indicates that these rules are not sufficient to produce a
satisfactory diagram: most observers could not immediately
state that Figure 7-2 represents a form of common emitter
amplifying stage - such recognition usually requires a careful
tracing of the various paths to reach a decision. If, however,
the circuit is redrawn in the form shown in Figure 7-3, most

observers can immediately grasp the probable function of the
circuit. ’
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Figure 7-2 A diagram resulting from the
application of the basic rules -
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"Figure 7-3 A redrawn version of
Figure 7-2 according to normal
conventions
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While this is only one example, the argument can be seen to
apply to a large number of commonly used circuit types, for each
of which there is an overall impression gaifned from the picture

which immediately conveys information regarding the possible

. circuit function. While this effect is due to the existence of

certain conventions, there are a number of influences underlying

‘the conventions; accordingly the influences are discussed prior

to the examination of the conventions fhemselves.

7.4 The Effect of Psychological Laws
Certain properties of human visual systems, which are
represented by Psychological laws of visual perception, have an

important influence on the organization of symbolic diagrams of
all types. These laws indicate a number of global properties of
a scene which are relevant to human descriptions of that scene.
It is sufficient here to know that the laws suggest thaﬁA

" certain properties, namely similarity, proximity, continuation,

simplicity and symmetry, are recognized immediately in a scene,
and that these properties assist in the formation of

associations between the objects concerned.

In drawing satisfactory diagrams, the above pictorial
associations are used to assist in the association of certain

electrical components with one another. The examples in Figure

*7-4 help clarify this situation. In Figure 7-4(a)I, the notion

of continuity exists between the two impedor symbols; this is
used to form an appropriate electrical association. In .
Figure 7-4(a)II, the symbols are associated on the basis of
adjacency, and the existence of a parallei impedor is implied
from this. Usually it appears that the association is formed,
the implication in the circuit domain made, and only’ then is the
connectivity checked out as a verification of the association.
In Figure 7-4(b), the associations no longer exist, and the
electrical function must be defermined by tracing out the
connectivities. In Figure 7-4(c), a parallel impedor is again
drawn, but the notion of proximity is destroyed and the

association is not made as readily as previously.
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II

(a) two simple examples of associations formed
on the basis of Gestalt principles.

I II

(b) the previous examples redrawn so that the
associations are not formed.

]

(c) drawihg (a)II, but with the proximity
notion destroyed

"Figu;e 7-4 The formation of Gestalt associations
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Figure 7-5 shows a circuit in which an important
association is made on the basis of symmetry. Because the
symmetry here is at a higher level, the implication formed from
the association is less direct and indicates simply that the two
parts are related. The actual function is determined by a
closer examination of the two parts. (In this particular case
of a multivibrator, the overall pattern of the diagram may also
be recognized as a single functional unit).

Proximity is an important feature in making associations.
The symmetry relationship in Figure 7-5, for example, would not
be formed as strongly if the two parts were separated and had

other pictorial objects interposed between them.

Proximity is also useful in implying the order of the
various functional operations in a circuit. Two adjacent
pictorial objects, for example, are assumed to follow each other

in the performance of their function®

Simplicity is in a different class to the'above‘principles,
and associations are rarely, if ever, formed on this basis alone. In
general, however, diagrams are more acceptable and more readily
interpreted if they are drawn as simply as possible.

The implication of circuit relationships from these
pictorial associations is based on established convention; this
convention is usually historical in origin as ihdicated above;
It remains true, however, that pictorial association principles
play an important role in the interpretation of diagrams.,

7.5 The Influence of Function

It has been indicated previously that, under a number of
circumstances, the intended function of the circuit hgs an
influence on the way in which the diagram is drawn. This

influence occurs at a number of different levels of complexity.

The lowest level of this influence has already been
indicated in the historical connection between the shape of the
primitive symbols used, and the original form of the actual
cdmponents. This historical connection also has relevance to
*Continuation along a line is also important here.
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'Figure.st A diagram in which a symmetry
o ‘association is made
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the layout of circuits. It was common previously, for example,
to arrange an earth line and a‘power supply line, and to construct
the circuit between the two. This type of construction is now

to be found only in "bread-board" experimentation, where it is
important to maintain the easy association between components,so

that experimentation may proceed rapidly.

At a different level, the "flow of 31gnals“ between the
various stages is implied from certain pictorial clues, As
indicated previously, thls 1nformat10n is closely 11nked with the
notion of proximity, as it is normally assumed that adjacent
stages perform successive functlons.‘ The more speclflc
adjacency relationship of "left-right" is also used to ‘imply the
order of these functions, That 1s, the flow of information
Pprocessing in a circuit proceeds from left to rlght in the
circuit diagram. A c1rcuit dlagram in which this arrangement is
not satisfied is difficult to interpret. Slmp11c1ty is also
important here, as it 1s usually not reasonable to arrange the
stages randomly and st111 connect them correctly.

In certain passive c1rcu1ts, such as the d1v1der shown in
Figure 7-6(a), the notion of “signal't is involved in another form
of pictorial association, In this case the "above-below"
relationship is used to indicate a'relationship between the.
"magnitudes" of the signal at various points. This form of
assoc1at10n is used in a number of pa551ve circuit types, but is
not completely appllcable for active circuits where, for example,
there may be a conflict between the p1ctor1a1 arrangements for
biassing and signal (as the power supply 11ne and the earth line
are at the same signal potentlal)

i

The "above-below" relationship is also involved in
interpreting the d-c conditions throughout a circuit,  This is
an extension of the principle used above, applied to a different
parameter (i.e. d-c volts); and is illustrated in Figure 7- 6(b),
which also shows the discrepancy between the requlrements for
signal potential and d-c potential.



(a) as applied to signal division

(b) as applied to d-c conditions

Figure 7-6 The application of the "above-below"
~relationship to circuit diagrams
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The representation of feedback in a circuit is related to
the Iepresentation of signal flow. Since signal flow is usually
from left to right, it can be expected that a feedback inter-
connection will be from right to left. Further, since the main
"path'from left to right will be occupied by a number of
components, a direct feedback péth is frequently not possible:
An interconnection path which is parallel to, but outside the
main flow, is therefore taken as a clue to a possible feedback
path. If, however, a feedback péth is placed within'fhe body of
the circuit, no simple pictorial clues exist and the path is
discovered only by more intensive "analysis" in the electrical
domain. i

One further pictorial phenomenon concerned with the
interpretation of function should be mentioned here. This is
the situation in which two similar connectivities in a circuit
“have different intended functions. Figure 7-7 illustrates such
an example - the first diagram includes the "above-below"
relationship and suggests a signai divider with two tap—off
points feeding a common load:  the second diagram, while having‘
the same connectivity as the previous diagram, indicates a bridge
detector. Connectivity, therefore, is not sufficient to
determine the correct way of drawing a diagram. Information
regarding function is essential and is available from the

descriptive scheme presented in Chapter 6.

7.6 Conventions

_The features discussed above can be taken as a guide to the
construction of a circuit diagram, but they do not precisely
define how such diagrams should be drawn - thus there may still
be an appreciable number of "tacceptable' ways of drawing circuit
diagrams. In general practice the meaning of the words |
"acceptable diagram" has been expanded. The various influences
have been crystallized into a set of conventional ways of drawing
certain functional circuit eonfigurations; The’conventionel |
diagrams thus produced ere not independent influences on drawing
diagrams, but are combinations of the various influences into a

configuration which has become accepted as normal.
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(a)

(b)

Figure 7-7 A circuit in which the pictorial
layout suggests different functions
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The existence of these conventions greatly simplifies the
task of drawing a diagram, as a person drawing a diagram does not
need to apply each of the separate influences and attempt to
combine them harmoniously. He need only configure his diagram
according to a known convention. The use of these conventions
also makes the task of interpreting a diagram simpler, and is of
particular importance in the interpretation of circuits such as
" those shown in Figure 7-7. ' '

7.7 High Level P1ctor1a1 Objects

The above dlscuss10n on the: natuxe of 01rcu1t diagrams has:
revealed the types of relations which exist and which should be
included in apy ‘pictorial description. Little has been said.
about possible subdivisions into pictorial objects. For
- example nothing shows whether a'simplé'one-IQVel organization of

pictorial objects is satisfactoxy, or whether a highly organized
| structure is called for. In an attempt to solve this dilemma,
it is posslble to inspect a number of dlagrams for noticeable
groupings, but no such groupings can usually be found

Before any ‘decision on groupings is made, it should bé
remembered that the method of production, and the eventual use
of the descriptions, affect the form of description, and are
themselves affected by the descrlptlon. Since llttle'guidancerl
is available, the description used 15-glose1y fied‘in with the |
mapping method employed. The fyll reasons for using this form
of descrlptlon are made clear in section 8.3. A hierarchical
form of descrlptlon is uysed in which the varlous pictorial
symbols are grouped according to their origin in the circuit
description.  This appears reasonable if the manipulations on a
diagram are considered. 'The'changes ca11ed for at any time are
usually related to functional units. Thus a parallel impedor
may be replaced, an extra stage inserted, and so on. Figure 7- 8
illustrates the effect, with the addition of a‘component in
parallel with a series combination (which is manipulated as a
unit). '

7.8 The Plctor;al Descrlptlons‘

The previous section indicated the hlerarchlcal natuyre of
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(a) the original circuit

(b) the modified circuit

Figﬁre 7-8 Illustrating the manipulation of
a series combination as a unit
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the descriptions used, and the nature of the objects within the
description. Earlier sections have given some indication of the
relations which must be included. Some details of attributes |

and actual relations will now complete the discussion of
~pictorial descriptions.

There is.no need for a .otation for pictorial descriptions
as occurred for electrical descriptions,'because human beings
usually communicate circuit information via circuit diagrams.
~ Since this work implies a distinction between the two, some other
method had to be found in Chapter 6. Pictorial descriptions may
~usually be conveyed via the diagram itself, so that a formal

“notation is unnecessary. | |

) For pr1m1t1ve objects, the pos1t1ona1 attr1butes used are

~ XMAX, XMIN, XSIZE, YMAX, YMIN, YSIZE, and orientat1on The

‘: redundancy is purely for convenience in programming. Attributes
(other than positional) are the number of attachment points of a
symbol, the type of the attachments (e.g. to a line or to a po1nt);
- and the positions ‘of the attachment' points. ‘Of these attributes

~only those related to attachment p01nts are subject to var1at1on

when the system 1s app]ied to other domains, although this varlation i

. is only in detail of attachment Higher levél objects use the

~ same attributes, and it is for these that the "attachment type“ 5
. attribute is important (e.g. for a parallel impedor the attachment
~is to a line segment at either end of the object). S

The necessary relations for the description have\been‘

indicated above; a number of such relations is used - the most

~ important is "join" (note that this‘is not the same as'the "éon"
i}jrelationship,}butﬂthey may'frequentﬁy imply one another during
~ the mapping). The others used are "adJaCent"‘ "collinear", "left",
Mright", "above" and "below". The meanlngs o'f these are c]ear, i
and precise definition is left to the, discussion of the programs.;g{
It may be stated here, however, that "left" and, "above" are-f-’ o
defined by simple inequa1ities wh1€h,.a1though sat1sfactory for L
this purpose, wouid not be sat1sfactori1y defined for the general

- picture processinﬁ problem, where no satisfactory definition yet .
‘;’appears to exist QMac]eod 1970) L .* w;E;J¢“ E -”"“

. ;{\4 f', . jy» : T Sl !|1 i 45_'  ,'
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CHAPTER 8
MAPPING

8.1 Introduction

The mapping from circuit descriptions to pictorial
descriptions is here discussed. As in Chapter 6 (Circuit
Descriptions), two different methods® are described, hopefully
adding insight into the problems involved, more so than would be
the case with discussion of the chosen scheme alone. It has |
previously been indicated that the form of the descriptions used,
and the method of mapping selected, are closely interrelated.

The first method of mapping discussed is not strictly applicable
to the descriptions finally selected. The description required‘
for this first method is outlined, however, and the method
developed to the point where its merits and demerits may be
discussed. Some of the difficulties encountered with the first
method are overcome by the second method which is developed intb
the mapping used by the present systém.

8.2 Key Component Mapping

Key Component Mapping is based on the notion of "dominant
components'", introduced briefly in connection with the matrix
method of circuit description (section 6.3). Additions to the

circuit description, however, must be introduced first.

An attempt is made to introduce explicit information
regarding "“signal flow'" in the circuit, which is available
readily at interstage level, but is not so clear within individual
stages. Since signal flow information appears to be useful,
some explicit statement of it is attempted. To each object in
the electrical description, a "signal flow list" is appended.

For high level objects, this maybbe simply a sequence of stages.
At a lower level, when an object is described in terms of
components and nodes, the list is a sequence of nodes. Special
markers for the input and output are included, and there may be |
branches in the list. Two forms of such node lists are shown in
Figure 8-1. A node list for a circuit including feedback is
shown in (a), with N5 and N6 being the feedback path, and N1, N2,

N3 and N4 representing the normal forward flow, ’Figure 8~1(bl
*developed by the writer )
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(a) including feedback path

(p) including 'dead-end" path

Figure 8-1 Examples of signal flow lists
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also includes a branch in the signal flow, but in this case the
branch is a "dead-end'. That circuits with the "‘dead-end" type
of path exist, is illustrated by the circuit shown in Figure 8-2
- with the node labelling shown in the figure, the signal flow
list for this circuit is given by Figure 8-1(b). Here the path
N5,N6 represents a bootstrap path, and contributes nothing
further beyond N6 It may, therefore, be considered as a dead-
end path.

The second addition to the circuit description classifies
individual components according to whether they are part of the
signal flow path (an F component) or whether they are part of a
shunt path (S component). In Figure 8-3 Z1 and Z3 are S
components, and Z2 is an F component, while in Figure 8-2 the
components Cl, C4 and C7 are F components, while C2, C3, C5 and
C6 are S compoenents. There is a connection between this labell-
ing and the flow 1lists, but they are not identical, and both
assist in the mapping process.

Where a transistor is used as an active elément, it may be
considered an F component in the sense that signal flows from
base to collector (in a common emitter amplifying stage).

However there is also a shunt path from base to emitter, al;owing
a simultaneous classification as both S and F. It is sufficient

here to resolve the difficulty by not classifying transistors.

A byproduct of these additions is the ability to determine
readily the type of an amplifying stage (i.e. C.E., C.B., E.F.)
in a given circuit; the signal flow lists provide this
information. ” ‘

Having established the above mentioned additions to the:
circuit description, the "key components" mapping approach may
now be developed. This method is based on examination of the
ways in which a human being produces a circuit diagram. The
circuit is "‘grown'" around a central '“key" component. As the
growth proceeds, a table of correspondences between electrical
entities and their mappings in the diagram is kept. This is most

necessary for nodes - which can become a set of connected line

*Only important contributions to flow are included in the list, so
this statement is considered valid
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Figure 8-2 TIllustrating dead-end paths, and
also F and S components
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22

2l | Z3

Figure 8-3 Illustrating F and $§ components
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segments - and to which component symbols must be attached as the
growth proceeds. The following example illustrates the method
(Figure 8-4(a)). The flow list for this is shown in Figure
8-4(b). The only F components in this circuit are the two
capacitors. Paths, such as represented by the impedor C2, are
not included as dead-end branches on thé signal flow 1list,

because they merely form a shunt to earth.

The transistor is the key component here, and it is
positioned centrally (e.g. (0,0)) in the first step:. The
correspondence table may be set up with the symbol corresponding
to the transistor and the nodes N2, N3,,N4 being represented by
attachment points on the symbol for C6. The circuit is now
"grown" by taking the first terminal of C6 (i.e. N3), and finding
the components connected to it.. The resistor Cl is labelled as
an S component and should therefore be drawn vertically: its
sense (i.e. up or down from the node) is determined by the fact
that it eventually leads to earth, A check is now made to
ensure that there is no clash with the remaining circuit diagram.
In this case there is no clash, and the component Cl may be
inserted. Since the other node of Cl is the earth line, a
division at this point adds the earth line to the diagram.

Figure 8-5(a) represents the circuit drawn so far. (Attachment
points and "joins'" between pictorial symbols are marked with dots).

Moving on to the next terminal of C6, two connections are
found. The first is a series impedor whose length is two basic
units (a passive symbol is arbitrarily called 1 unit). This
impedor is an S component which is connected to earth, and must,
therefore, be connected vertically downwards. Such a require-
ment clashes with the present state of the diagram as there is
insufficient space available. The solution is to "stretch" the
diagram by the addition of short line segments to the
representations of the appropriate nodes. Once this is done,
the impedor may be inserted, and Figure 8-5(b) shows the result
of this step. The rest of the circuit may be mapped by a

similar procedure.
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An example to illustrate the "key romDonent"
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(a)

5

(b)

Figure 8-~5 Steps in the .ge‘neration of Figure-8=#1(a)
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The circuit of Figure 8-2 throws further light on this
mapping approach: it maps as in the previous example with the
construction of the transistor, C5 and the earth. There is now a
dead-end F component connected to the emitter terminal, and this
may be added horizontally as shown in Figure 8-6(a). On mapping
the node N2, it is found that C2 is an S connection between nodes
N2 and N6 - some adjustments must be made to accommodate C2. By
cohsidering horizontal adjustment firsf, a horizontal line segment
may be added to N2 which will allow a vertical interconnection to
be made. The vertical adjustment cannot be made by considering
only the current node, and the change must be made elsewhere in
the diagram. A vertical line segment added to N5 solves the
difficulty, and C2 may be inserted. This is shown in Figure
8-6(b) and provides an illustration of one of the problems which
must be overcome in this method. If a symbol will not fit into
the diagram as ‘it stands, then a decision must be made as to what
change will resolve this problem, An attempt is made first to
make the adjustment by additions or changes to the node currently .
under considerétion, as this will not affect the rest of the
diagram. - otherwise nodes further afield muét be investigated.

Often, several nodes must be modified simultaneously.

The necessity for modification of the previously drawn
diagram is a serious drawback to this method of mapping. The
origin of the difficulty is in the '"bottom-up" nature of the
mapping technique. When a particular area of the diagram is_
under consideration, only local information is QSed in the
processing, and the drawing produced must be subject to change
when relevant information from further afield is treated. This
problem is not unique to the machine - human beings suffer from
the same lack of detailed global insight, and often have to
redraw portions of the circuit accordingly. The machine, ;
however, need not suffer from such a difficulty, as the necessary
global information is available in the circuit description.

- Associated with the global information difficulty, is the
problem encountered when there are changes in size in a diagram.

If a component is replaced by another requiring more or less
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(2)

(b)

Flgure 8-6 Steps in the generatlon at
Figure 8-2
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space, then the system cannot, make the changes simply, without
going through the whole procedure again: this deficiency is also

due}to a lack of utilization of global information,

8.3 Models

The difficulties in the mapping method described above can
at least be partialiy overcome if a method of ''top-down' mapping
is devised. The most global information will be utilized first
and so on down until, when the individualvcomponents‘are to be
treated, sufficient information is available to permit correct
positioning to be achieved.

. In order to realize this objective, some method for the
manipulation of global information must be found. The inform-
ation required is organizational in nature for the level in the
structure concerned. For example, if a cascaderf severel
stages is to be mapped, then at a high level the information
required‘is such that fhe individualfetages can be organized ;s
relative to one another. At the neﬁt level down, the
organization of each of the stages will be considered, and so on

down until individual components are placed.

The necessary information can be obtained from a knowledge
of the conventions discussed in section 7.6.  These conventionsx
provide information concerning the general organlzatlon of a-
particular type of circuit. They do not, however, give ‘exact
placement of symbols within the diagram. For example, in a
simple common emitter amplifying stage, the con§ention’is‘that
the transistor appears somewhere between supply and earth lines’;
the base bias circuitry is to be found to the left of the »
translstor, the collector load crrcultry is usually above the
transistor, between the latter and the supply 11ne; and the
emitter connections are arranged between the transistor terminal
and the earth line. The above information is that necessary for
the top-down mapping method. There remains the question of how
this informarion is to be available to the system.

The solution used by the present system is to provide a set
of models, one for each of the circuit types known thereto. The
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models take the form of a prototype for a pictorial object of the
type concerned. Certain detailed information is stripped from
these prototypes, allowing generality in the application of each
model. The models indicate the allowable types of sﬁb;object,
and the way in which such sub-objects are normally related to. one
another.

The provision of models in this manner leads to some further
idea of what a suitable pictorial subdivision of the diagram
might be. This concept was introduced in section 7.7, in which
the solution to the pictorial subdivision problem was?giveh,
together with information concerning reasons for selecting this
solution. With the introduction of these models, it is clear
that the mapping procedures are likely to treat each stage as a
unit, producing the pictorial organization for‘that unit, then
moving on to the next stage. Therefore, it is convenient for
the high level pictorial objects to correspond to.theﬂcircuit'

objects, in agreement with the previous reasons,

8.4 Mapping with Models -

Having introduced the notion of models, it is now possible
to outline the method by which the mapping process operates. In
this section, only the general principle is outlined, but
subseQuent sectiongfdiscuss some of the difficulties encountered

and their solutions.

The highest level in the circuit description cohtainé‘a
single object ("CIRCUIT" for example). The only organizational
'informatibn necessary here is to place the whole circuit some-
where.‘ This is achieved by saying that the lower leff‘hand
corner is at (o,0) say. (The coordinates used throﬁghout need
only be arbitrary, since it is a simple matter for a display
package to displace and scale a picture to fit onto a screen.

The generation process therefore uses a fixed origin, and fixed
sizes for the primitive components.) At the next level doWn,
the circuit is found to be a cascade of two Stages‘(for example).
Information in the cascade model requires the first stage to be

constructed to the left of the second. The appropriate
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information for the connection of the input of one to the output
of the previous stage is- included, as well as information tying
the position of each stage to that of its immediate higher level
object (the "CIRCUIT"). The linkage of information between
levels in this manner allows "global" information to flow down
through the mapping procedure, and thus to affect the ultimate
creation of the various primitives. The problems of the
previously described mapping method may therefore be overcome.
The onus is placed on the models, rather than on the procedures,
to provide sufficient relational information so that clashes do

not occur in the diagram.

It may be noted that this method of mapping is very closely
related to the use of a context free grammar for the generation
of such arrangementé of symbols. The similarity exists because
one of the main functions at each level is to allot space in
which sub-objects may later be constructed: thus the content of
one of these spaces is generated largely independently of what
goes on in the surrounds. The context is not, however, entirely
irrelevant and a later section indicates that while such siﬁple
methods may work for simple objects, more complex context

dependent manipulations are required for other circuits.

8.5 Chaining of Constraints

The change from a "bottom-up'" to *top-down' approach to the
mapping has, while solving many of the problems; introduced
certain difficulties. Consider the segment of a circuit shown
in Figure 8-7(a). Information obtained from the model for a

 paral1el impedor indicates that the two branches must be drawn of
equal length (to preserve the neatness of the diagram). - The

size of the constructed parallel iﬁpedor will depend on the
smallest possible size of the longer of the two arms. This
information is not at this stage known, Figure 8-7(b)

indicates that the lower arm is itself a series impedor, and
until this has been treated, the higher level information cannot
be obtained. The components of the series impedor may. themselves
be complex impedors, thus burying the necessary information deeply

in the structure. This situation is the analagous problem for
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Figure 8-7 Illustrating the need for chaining
. of constraints o
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"top-down' mapping to that which existed for "bottom-up' mapping.
The problem here is aesthetically better, however, because the
possible solutions to this problem do not involve the creation of
an unsatisfactory diagram with subsequent corrections being
necessary. No diagram construction is actually performed until
the lowest level in the structure has been reached, and all
information can be collected. The situation is handled in the
present system by creating '"‘constraint chains'", In the above
example, the size of the parallel impedor is constrained to equal
the largest of the minimum possible sizes of the two sub-impedors.
In this way, a chain of constraints may permeate the structure.
Two possible methods are available for the resolution of thesé
constraint chains. The first is to traverse the chain backwards
as soon as all the necessary information is available. This
method requires back-tracking iﬁformation to be kept for all
chains. The second method waits until the entire structure is
completed and then goes back and examines eaéh-cohstraint chain.
In this latter case, backtracking information need be kept only
for the current chain. Since chains may branch out when two or
more parameters are involved in a constraint, the backtracking
data may become extensive. The latter method is used in the

present system, largely for convenience.

8.6 The Finite Set of Models

.Since the mapping procedure is based on a model for each

particular circuit type, the machine will sooner or later be
presented with a circuit which does not fall exactly into any of
ithe(circuitvcategories known to the system. There are two
possible ways of handling this eventuality, the applicability of
either depending on the difference between the new circuit and
the nearest known type. If there is no similar circuit type,
then the new circuit is out of the range of knowledge of the
machine; and should be formed into a new model,,thereby effect-

ively extending the range of the machine's knoWledge of circuits.

The second possibility is that the new circuit closely
Struetura \ .
resembles, a %ype which is known to the system. In this case the

new circuit is probably labelled as functionally the same as the
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model, so that the selection of the relevant model is not
difficult. An attempt is made to make changes to the layout
suggested by the model, in order to ac¢commodate the new circuit,
which is simply regarded as a modification of a known type.

Figure 8-8(a) shows a possible arrangement specified by a model
for a common emitter stage. A variation which may be submitted
is shown in Figure 8-8(b). The procedure compares the model
with the circuit and attempts to arrange all parts of the circuit
which are common to the model, in the same way in which they |
would have been organized in a standard example of the model. For
changes which are not drastic, this can be expected to provide
sufficient general relational information to position the changed
components, when taken in conjunction with their new connectivity
information. In the example of Flgure 8-8, the model will
indicate to the system that the base bias clrcult should be to the
left of the transistor; the new connectivity information

provides for the insertion of the extra line segment.

This approach represents an attempt to make intelligent use
of information which the machine has on closely related problems,
in the solution of a particular problem at hand. Since more
general considerations of context are involved here, the
comparison with context free grammar generations, no longer
applies. |

8.7 Bxample of Models

More detailed information is now given on the data in the
models, and an example is provided to illustrate fhis. Since the
principles involved in all models are the same, and since
elaboration of some of the more complex models is space coﬁsuming,

only a simple illustrative example is shown here.

It has been stated that models are generalized pictorial
descriptions of .an example of the circuit in question.
Consequently the form of description and the relations used are
~all the same as described in Chapter 7 (Pictorial Descriptions).
In general, a model has two levels of object, the top level

consisting of the object which the model represents, the lower
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(a)

(b)

Figure 8-8 Showing an arrangement from a model
and a possible variation :
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level consisting of the sub-objects involved in the model.

There are several forms in which information may be provided:

One is a fixed datum, i.e. an attribute which can have no other
value for this object. Another is a default datum - used in the
absence of any other information. For eXample, a resistor has a
default orientation of horizontal - normally the orientation
would be specified by the context, but if the resistor exists

with no constraining context, horizontal is assumed.

Another form in which information may be provided is an
upward pointer from one of the lower level objects in the model
to the top object. In a parallel impedor; for example, each arm
nust be constrained to be equal in size to the overall parallel
impedor. The cbnstraint on the size of the overall impedor will
‘involve the minimum possible sizes of each of the two arms. A
further common example is that orientations of sub-objects are

usually related to the orientations of the higher object.

Another type of constraint is one which‘points down the
structure. The example previously given for the overall size of

a parallel impedor includes this type of constraint.

In addition to the proﬁision of information in the form just
described, there are also the various pictorial relations exist-
ing between the éub;objebts. (See section 7.8 for’the available
relations.) These 'relations eventually manifest themselves in
the form of further constraints on the various atfributes‘in the
structure, but this occurs only during mapping and need not be

considered at present.

To clarify some of these ideas, consider the model for a
series impedor - this consists of the object representing the
‘series impedor, and two sub-objects. =  Each of these sub-objects
is constrained to be an impedor, but may.be any form of impedor.
One relation (apart from the "join' relation) éxistsvbetween the
.sub—objects and is, -"collinear'". This will eventually be
converted into constraints on the placement of the symbols. The
orientations of the twovsub-objects must be the same as the

higher object. The size (in the longitudinal direction) pf the
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series impedor is constrained to equal the sum of the sizes of the
two sub-objects. The widfh constraint is slightly more complex.
The width of the whole impedor must equal the larger of the
minimum possible sizes of the two sub=6bjecis,, (Ihevdéferminw
ation of x énd‘y sizes is useful in ensufing'the noneoverlap of
symbols). The relations and constraints indicated so far have
been sufficient to locate the two subyobjeéts relative to one
another, but they do not specify position of the combination to
the already determined position of the series impedor. To
achieve this position specification, it is sufficient to add an
up-pointer to the first sub-object, relating its minimum

coordinates to those of the series impedor,

The above completes the information present an the series
impedor model. Some of the constraints indicated (particularly
size constraints) will become part of chains as the mappihg
process is expanded down through the sub-objects.

8.8 A Mapping Example

To compléte the clarification of the mapping processes and

models, an example is given of the operation of the mapping

process.
Consider Figure 8-9(a). = The hierarchical organization of
the pictorial objects is shown in Figure 8-9(b). - The objects

only are shown in this diagram. = The mapping process starts with
the highest level ZP (parallel impedor) in the circuit
description, and invokes the model for a ZPp, froﬁ which a
duplicate is made. More complete information is called from the
electrical description as to the exact nature of the sub-objects.
Various constraints from the model are added (such as'orient-
ation constraints pointing up to the ZP which’has its
orientationuchbsen by default as horizontal), The relation
"adjacent'" is placed between the two main sub-objects, and "join"
relations are placed between these objects and the lines, Such
constraints as - '"the XSIZE of the ZP must be at least equal to
the size of each of the two branches" - are added as indicated in

the previous section, The system moves down to the next level
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Flgure 8-9 An example to 111ustrate the mapplng
: procedures
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and each of the sub-objects is mapped in a similar way. The

process is continued until the lowest level is reached.

A second phase is then entered. All the relations inserted
into the structure are converted into appropriate constraints on
the attributes affected. This could not have been done
previously because the precise constraints depend on. the nafure
of the objects concerned (e.g. the constraints for a "join"
relation between a resistor and an impedor depend on whéther the

impedor is a parallel impedor).

Once this is completed,.the third phase is entered. The
necessary information to satisfy the constraint chains is now
available, and the chains are traced and replaced by the actual
data required. All the data concerning position‘and so on for
each object is then present, and the picture structure is

available for use by the drawing package (see section 4.2).
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CHAPTER ©
PROGRAM DESCRIPTION

9.1 Introduction

Chapters 6, 7 and 8 developed novel portions of the
communication system first introduced and outlined in Chapters 3
and 4. A set of programs which has been developed embodying
these principles is described here. Certain features of the
system outlined in Chapter 5 have subsequently not been
discussed; these are now presented with regard to their ,
implementation. These aspects of the system, since they'do not
constitute the novel portions of the project, have received less
attention than might otherwise have been the case in a compléte

communicator and environment system.

Before attempting to write programs, the question of '"why
simulate the system at all?', should be considered. It may be
argued that programming the system involves embodying the ideas
developed into a set of routines, and therefore contributes no
further information. There are, however, reasons (both obvious
and subtle) for actually writing programs, and certain of these
reasons affect the approach taken here:

(1) To prove that the system can actually be built. In the
conceptual development of a system, ideas are not always Complete;
by programming, the designer is forced to specify his principles "
precisely and debug his programs.

(2) A programmed system allows various assumptions to be tested.
It may have been assumed, for instance, that a certain mode of
communication is desirable. This may be verified by trial of

the assumption.

(3) The ease with which new ideas may be tried on a programmed
systemn. An example of this is the correction of unforeseen

difficulties involved in practical use.

(4) Programming of a system is viewed as a vehicle for test and
experimentation. Because ease of modification is a useful
develcpment criterion, developed programs are not necessarily as

efficient as they might be, but may include redundant information,
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and perform certain tasks in an indirect manner, to maintain the
advantages of ease of development and modification. This is in
contrast with programming a working system for a user environment,
where speed and efficiency are important criteria and ease of
modification is not as important, The above principles may be
seen in the programs outlined in the present chapter. Examples

of the programs themselves may be found in Appendix 1,

9.2 General Organization

The system has been developed in the form of a relatively
large number of short routines, each of which performs a specific
task on one or more of the data structures. These routines
combine in a hierarchy of more complex operations until, at the
top level, a very short main program controls the sequence of
operations, making the task of modification or adding new ‘
features easier, but causing the programs themselves to be rather

more difficult to be understood,

The sequence of operations available to the user is biassed
towards the use of the mapping procedures. Actual communication
methods are discussed in section 9.4 but, for the present, the
general sequence is to input either a new circuit description or
a modification of the current one, and for the machine to produce
and display the associated diagram. The sequence is then
repeated.

Before outlining the structure of the system, the computing
facilities available to the writer are indicated as they influénce
the programming. The system has been developed on a.CDC3600
computer with 64K words of core storage each of 48 bits (1K=1024).
32K words are reserved for the operating system, leaving 32K for
the user. The relevant facilities include a general purpose CRT
display (DD250) which is capable of point plotting (1024 x 1024
grid), vector generation, and character writing. A 1ight—penlis
able to detect specific elements in the display, and a set of
function keys is provided. Available independently, but
physically nearby, is an alphanumeric keyboard display with a
capacity of 1000 characters. The operating system restricts the
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use of the alphanumeric displays to high priority interactive
programs, which cannot communicate directly with a main job using
the general purpose display. Communication is possible,
however, by storing data generated at the keyboard display on a
drum backing store, and accessing this from the maih program. .

Standard batch-processing peripherals also exist.

In the present system, models are generated in the form of a
pictorial data structure (as described in section 8.7) by a
separate generation subroutine for each model known to the
system, Initially these models were generated at the start of a
run, and maintained for reference throughout the run. Space
reqﬁirements, however, have led to a procedure whereby each model

is generated when needed, and then erased after use.

The operation of the mapping procedures has been explained

in Chapter 8, and will consequently receive little further

attention here.

9.3 List Structure

The éxistence of two fairly complex data structuies in the
system (as outlined in Chapters 6 and 7) indicates that some use
should be made of one of the various data structure or list
processing languages available. Features required include the
representation of a hierarchy of objects with linkages between
them; The objects in the descriptions all have a set of
attributes,; and relations must be set up between the objécts.
Because of the flexibility of the wvarious lahguages, they'are.all
able to represent these entities in one way or another. The
choice therefore must be made on such grouhds as convenience and
availability . The Symmetric List Processor (Weizenbaum, 1963)
has been chosen mainly for its availability on the computing
‘system used. |

A well-defined format has been employed for each type of-
entity and the same format is used for both the circuit structure
and the pictorial structure. All entities in the étructure are
represented by a list. The structﬁre of an object list is shown
in Figure 9-1(a). Note that only the data cells i.e. not the
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type

' no, up objects

i no. down objects

no. relns.

pointers to up
objects

pointers to down
objects

! pointers to relns.

L]
1
]
1
i
[
1
i
]
]
I
1
l
{

(a) an object list

orientation
XMAX

XMIN

YMAX

YMIN

YSIZE
XSIZE

O O N o ok W

no. connections

connection type 10-13

connection value 14-17

(b) the attributes used for each object

Figure 9-1 An object list and its attributes
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header are shown in this diagram. The SLIP system, while
symmetric within the lists, is not symmetric across a list
structure. To maintain ease of tracing through a structure, it
is necessary to include both up and down pointers. = This leads
to some problems with list erasuré‘and the writer had to develop
special methods to achieve effective erasure of lists.

Attributes of an object are not maintained Qn'the main object list,
but the description list facility of SLIP is used for -this |
purpose, Each of the attributes is represented by a code

number which is used to identify the associated datum in the
description list. A list of the attributes and.their codings is
shown in Figure 9-1(b). This list represents attributes of
pictorial objects only, as no attributes are necessary for
circuit objects. Component value, as previously indicated, has
not been included in the present'system but could be included if
desired as indicated in section 6.6, The only other atftibutés‘
of circuit objects concern the number of connection points, and
this information is available from the appropriate models as

required.

During the mapping process, the datum representing a given
attribute may take on one of many forms. It may not be present:
usually indicative of its not having been prdceésed as yet. It
may take on'a negative value: indicating that the magnitude of
this datum is the default option for the given attribute (no
attribute values in the system are negative). - A positive datum
indicates an absolutely specified datum, which could indicate a
non-variable quantity, or an attribute which has been Qomplefely
processed. :

If the attribute is a pointer to another 1list,; then the
attribute is not yet specifiéd but is determined by one or more
constraints. Constraints are specified in the system by a two
level arrangement of lists called "constraint lists“vand ‘
"constraint sublists®. ‘An attribute éan be the subjéct of more
than one constraint; such constraints are collected together in
the constraint 1list, only one of which may exist for each

attribute of an object. The constraint list consists of a cell -
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indicating the number of constraints, and cell pairs, the first of
which contains the nature of the constraint e.g. greater than,
less than, equal to, not equal to, and the second, a pointer to -

the associated constraint sublist (Figure 9-2(a)).

The information in the constraint sublist specifies the
value to which the current attribute is constrained in the manner
indicated by the constraint list. This value will in generai ‘
involve an attribute of another object in the structure. Thus,
cell pairs exist in constraint sublists, the first containing the

code for the attribute in question, the second containing a

pointer to the object. Constraints may also involve functions
of several quantities. Constraint sublists must thereforé‘
provide information for the evaluation of these functions. ~ This

-is done by interspersing each of the cell pairs in the constraint
" sublists with codes representative of arithmetic operators which

are to be applied in the evaluation of the function.

To clarify the situation consider a parallel impedor.-‘ The
width of this must equal.the sum of the widths of the two sub-
objects. If no other constraints exist for this width, (the
YSIZE, if the impedor is horizontal), then the constralnt list
will contain three cells. The first jindicates one constraint,
the second indicates "equals®™, and the third points to the
constraint sublist. The constraint sublist contalns flve cells
and may be read as ‘'the YSIZE of Z1 plus the YSIZE of Z2".

The attributes indicated in the constraint sublists may
themselves be the subject of constraints and the constraint
chains indicated previously are thereby set up. There is no
indication of whether a chain is pointingvup‘or down a structure,
and the twovcaseé are treated in the same way., - Since a given
- chain may point both up and dewn the structure, there is the
possibility that a chain may be set up which points in a loop to
itself. There is no protection at present against this
occurrence. However, if the models are correct, this situation
will not arise except in the case of program failure. This is |

because the mapping is cnose1y related to context-free oenerat1on.
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no. constraints

constraint type

constraint pointer

constraint type

constraint pointer

|
{
1
|

(a) a constraint list

attribute code

object

operator

attribute code
object

v
i

attribute code

object

(b) a constraint sublist

Figure 9-2 Format of lists involwed
in constraint chains
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Another possibility is that two or more constraints may
conflict. Again this does not occur in the present system and
is not handled. If, however, any learning features are included
in the future, (see section 10.6), it is feasible that the
situation may arise. Sutherland (1963) attempts to solve the
problem of conflicting constraints by an iteration téchnique in
which all the effected variables are subject to modification in
the hope of finding a set which satisfies all the constraints.

A similar approach may be necessary here if the‘problem arises.

In the description of the data structures so far, relations
have not been considered. The linkage between the remainder of
the structure and the relations has been indicated in the'forﬁ of
relation pointers on object lists. All the relations involved
are predicated on two objects. Both of these objects contain
pointers to the relation to maintain symmetry in the structure.
In most cases the relation list itself is very simple, and
contains only threercells - the first indicating relation type,
and the second two being pointers to the two objects involﬁed in
the relation (Figure 9-3(a)). The reverse pointers are in
accordance with the policy of ensuring that the data structure
can be traversed completely, starting from any point, and |
without any additional tracing information. This simplifies the
writing of routines for new functions, (Constraint chains do
not have reverse pointers, but they afe not considered part of
the structure proper. ) The information is essential fo:' »
'relations, because when a relation is encountered in the mapping
via one of its objects, the only way of determining the other

object involved is through the relation list reverse pointer.

Most relations are predicated on objects themselves. The
relation lists provide sufficient information for these. "Join"
relations, however, should be strictly predicated on the
connection points of the objects. The extra information for
‘"join'" relations is provided by a description list which
specifies which connection point is.involved for each object.
Figure 9-3(b) illustrates this.
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type

1st object

2nd object

(a) a relation list

connection for
1st object

connection for
2nd object

(b) description list for "join"
‘ relation

Figure 9-3 Format of relation lists
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At some stage during the mapping process, the relations must
be converted into appropriate constraints on attributes (see
section 8.8). This task is performed by subroutines, one of
which must exist for each relation type in the system. The
"kndwledge" of which pictorial organization corresponds to each
relation is thus built into the programs. It is here that the
"aesthetic requirements' mentioned previously are incorporated,
for these routines are responsible for the generation of

constraints which will satisfactorily arrange the components.

9.4 Communication

So far in the discussions in this chapter, the parts of
Figure Seé*which involve control of the system, input of commands
and data, and output, have received no attention. The work
- reported here is concerned with aspects of interactive graphical
communication; ‘actual communication with the machine is therefore
important - this is true in the development of a user system, but
as pointed out in section 9.1, programming is here considered as
a vehicle on which to experiment with ideas. The objectives of
this project have been to investigate the incorporation of novel
knowledge into a communication system, and a bias towards these
features exisfs in the experimental programs. It has been also
~poinfed out that one of the anticipated results of this system is
the easing of the burden on a user who must communicate with a
sequence of light key selections - consequentlyvcontrol of the
machine and transmission of data have been developed in this
simple form. '

During the earlier development of the system, when work
concentrated on structures and methods for manipulating the
structures, the need for interactive operation did not arise.
Consequently a large part of the system was developed in a batch
environment with input information on cards, and output on a line
printer. The form of this output was initially as diagnostic
listings of the generated structures. An example of such a
structure is shown in Appendix 2, where the pictorial structure
shown is at a stage at which a number of constraint chains have

developed and untreated relations are present. The structure is
*Page 73 |
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almost at its maximum size here, because subsequent operations
eventually remove all the constraint chains. Later, as the
mapping procedures become capable of producing complete diagram
information, a method was developed for taking the pictorial
structures and producing a diagram on a line printer. A line
printer was used rather than an incremental plotter, as it
enabled less expensive operation and also quicker turnaround. An
example of this form of output is shown in Figure 9-4. This
routine represents the earliest form of the dispiay package shown
in Figure 5-2, and was written in such a way that it could be
readily modified to produce its output on any medium. The
actual output was achieved by a short routine for drawing line
segments; this could be readily replaced for a change of medium.
Consequently these routines were also used as the basis of the
display package when the system was updated to operate in the
interactive environment. While the system operated in the batch
environment, the control information was of a simple form
obtained from cards. In essence, this was simply a statement of
the. circuit which was to be drawn. A set of mnemonics, which
represented the various circuit objects, was known to the
programs, and the input was punched on cards using a nested
expression to represent the circuit of interest. It was
mentioned in Chapter 6 that the description of a particular
circuit need not contain every piece of information about a
circuit, as the system was expected to “know" most of this.
Consequently only that information relevant to the particular
instance needs to be included. The nested expression for a
parallel impedor consisting of a resistor and a capacitor, for

example, need only include:
ZP(R,C)

This information mus$t pass through an **input converter™
(Figure 5-2), during which process the appropriate‘circuit
structure is produced, involving a relatively simple task of
analyzing the input expression and generating the Appropriate
structure. The data structures produced in this phase are

simplified, again on the assumption that the machine will "know
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what is meant". This structure generation represents the first
form of the input converter.

Even in a card input system, the input converter described
above does not provide sufficient facilities, as it is necessary
to input a complete circuit with every new input. = A normal
operation involves the input of a complete circuit, followed by a
sequence of additions and modifications to the circuit; this
feature must therefore be included. Two pieces of information

are required:

(1) a specification of the part of the circuit subject to

modification, and
(2) the modified information.

Once the system is in an interactive environmént, there are
no difficulties with the specification of the portion‘subject to
change - this is achieved using a light pen pointing operation,
which cannot be done in the card environment. Since the card
form of input is only a temporary measure, a simple method of
input suffices. The objects in the circuit description are
numbered sequentially, numbers being used to specify which
portions of the circuit are to be modified. The new specific-
ation for this part is then given in the same format as before.

Thus the inputs:

ZP(R,C)
2:ZS(L,R)

are equivalent to the single specification:

ZP(ZS (L,R),C)
The above represents the state of the input cpnvérter as
developed for operation in the batch environment.

When conversion is made to an interactive environment, the
major portion of the system remains.unchanged, The display '
package is subject to minor modification; proviéion must be made
to allow various symbols in the diagram to be detected by the
light pen.
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The input converter is subject to greater change.
Initially, the input of nested expressions was completely replaced
by light pen manipulations. A set of light buttons is provided,
one for each circuit object known to the system. Using these
light buttons, the circuit may be developed one step at a time.
The highest level object in the circuit structure is selected,
and the system attempts to produce a corresponding diagram.
Since a large portion of the information is missing at this.
stage, the displayed diagram will contain a number of general
impedance symbols. The operator selects one of these with the
light pen, and then selects the light button'corrésponding to the
desired expansion of this portion of the circuit. The mapping
procedure is then invoked once more, and a new diagram produced.
This cycle is repeated until the desired diagram is produced. At
any time during this process, a similar‘procedure may be used to
change parts of the circuit, or to abandon the circuit and start

again.,

This form of input communication is evidently rather waste-
ful of computing resources, however. While a circuit is being
generated, it is not necessary to pass through the mapping
process at every stage and display a diagram; Some means should
therefore be provided to input a complete circuit béfore the
mapping procedures are invoked. This is achieved by providing
the facility for inputting a nested string as uéed;before, on the
adjacent alphanumeric display (see section 9.2), By using a
combination of the two methods, it is possible to efficiently
input a circuit via the keyboard and then to use the light pen to

perform various manipulations on the circuit.

The monitor portion of Figure 5-2 does not require much

discussion here. The operations are simple, and the cycle of
events has already become apparent. The control functions are
in fact built in to various parts of the system. = The main tasks

are to cycle through the various portions of the system, and to
display the appropriate items and light buttons for light pen
detection. |
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9.5 Examples of Operation

So far this chapter has been concerned with the description
of the various parts of the system, in particular the list
structures and methods of communication; To complete
description of the programs, this section covers the extent of
the present capabilities of the system and illustrates these with
examples of the operation of the programs.

With a system such as the one developed, capabilities are
dependent upon two major factors:

(1) The range of models included, and the ease of addition thereto

(2) The extent to which the procedures are able to perform the
organizational tasks required.

To alter the capabilities of the system, therefore, one or
other of these areas must be upgraded. Extension of the

procedure capability in general requires further inventive
programming and is the more difficult of the two. An example of

this type of extension is the provision of more elaborate
procedures for handling circuits which do not conform exactly to

a model. Extension of the range of models available is a much
simpler task, and involves only the provision of data (in this
case in the form of code to generate the data) of a type which
already exists. '

7 Because of the experimental nature of these programs, and -
the ease of addition of extra models, the models which have been
initially incorporated are in some ways restricted, but include
enough circuit types to test the procedures developed and to

allow a certain amount of generality in the circuits available.

The existing models start with all of the primitive objects,
and models for series and parallel impedors which allow recursive
definition of a large class of two-téerminal impedors. One of
these, as generated by the program, is shown in Figure 9-5(a);
The capabilities with passive circuits is extended by the
definition of certain filter stages. Models for T and' Pi filter
stages are included. While these two circuits are equivalent

when a number of stages are cascaded, this does not affect their



(a) An impedor

(b) A Pi-filter
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separate existence, because, when used in a small number of
stages, they are thought of as being separate, though dependent,
circuit types. An example of a Pi-filter stage is shown in
Figure 9-5(b).

The models currently available for the use of active
elements are also a restriction as only common emitter stages may
be handled. This, however, allows experimentation with all the
features of the system, The cascading of a number of stages in
a circuit is provided by a model for a cascade of two stages.
More stages may be cascaded by virtue of the fact that a cascade
itself is, for the purposes of the cascade model, also a stage,
and therefore recursive definition'can cascade any number of
stages. This represents an inefficient method of cascading
several stages from both the core storage, computation time and
user points of view. In a system programmed for a real environ-
ment, the cascade definition would allow several stages at the

one level,

With regard to the procedural aspects of the system's
capabilities, the programs are capable of taking any circuit
description which exactly fits any valid models, and producing a
diagram from this, implying the satisfactory manipulatioﬁ of the
aesthetic organizational requirements as dictated by the
relations. The ability to handle circuits which are similar to,
but not the same as, known models has been discussed. This has
been implemented to a limited degree; and allows useful _
variations to be made in the production of circuits without the
need for new models to be included. This feature is illustrated

in the example given later.

At the present time the provision of feedback paths over
several stages cannot be achieved - discussion of proposed methods

for achieving this is given in section 10.6,

During operation of the system, light pen selections are
used for. a number of different tasks. Four phases of operation
may be identified as follows:- ’

(1) Initialization: in which the system starts with no current
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circuit, and presents a selection of light buttons to the user.
Each button represents a model and, if selected, the model becomes

the current circuit, which is then mapped into a diagram.

(2) Generation: this is entered after the initialization phase,
and the circuit description is expanded by the specification of
detailed information for various parts of the circuit. Two
forms of light pen operation'are performed: +the first is the
selection of an object (in the displayed diagram) which is to be
the subject of expansion; the second is the selection of a light
button corresponding to a model which is to be used in the
expansion. After the new diagram is displayed, new objects
therein may themselves be the subject of further expansion, and

SO on,

(3) Deletion: at any time during the generation phase, the
deletion phase may be entered by the selection of a light button.
Once in this mode of operation, the light pen is used to indicate
a component which is to be removed from the circuit. Such

deletion operations cause an appropriate redrawing of the circuit.

(4) Insertion: this phase may also be entered at any time, and
the light pen is used here to select a button corresponding to a

circuit element (or type) which is to be inserted into the

circuit. The pen is then used to select the nodes to which the
new component is to be connected. It should be noted that this
phase does not involve the pictorial placement of a symbol. The

~user may point to any portion of a node, and the system interprets
this as an electrical domain connection. The new circuit is

then mapped into a new diagram, and the symbol may, in fact, be
connected to quite different points chosen by the machine. Other
parts of the diagram may also have undergone suitable
modification.

As previously mentioned, groups of the above light pen
operations may be replaced by nested expressions input from the

keyboard, thereby speeding the generation of a particular circuit.

In order to demonstrate the use of the various features of

the programs, an example is now given in which a circuit is
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developed using the light button method alone. While this is not
the quickest way of developing the circuit, it demonstrates the
system more completely. The series of photographs in Figure 9-6
illustrate the output. To obtain Figure 9-6(a) the operator
enters the initialization phase and selects a common emitter
amplifying stage with the light pen. The extent of the
machine's knowledge of these circuits is used to produce the
figure shown. To obtain Figure 9-6(b), the generation phase is
entered, the emitter impedor selected for expansion, and the
"parallel impedor' light button selected as the model to use in
the expansion. The same procedure is used in the specification
of an R and C as the parts of the parallel impedor, and of an R as
the collector load. This produces Figure 9-6(e). Attention
then focusses on the base circuitry with the expansion of the
lower bias impedor. The next step is to enter the deletion
phase, removing the upper bias impedor, and then to enter the
insertion phase to add the new impedor. This gives Figure 9-6(g).
Finally the generation phase is used to complete the diagram. As
Previously indicated, this circuit could have been input as in
Figure 9-6(f), say, via the keyboard in one step, and the change
then carried out.  The method shown is more illustrative,

however.

Figure 9-7 shows a more complex example, used by the writer,
of a magnetic phono cartridge equalization preamplifier.  This is
obtained by a fairly straightforward“application of the above
method, and it consists of a cascade of two stages. The emitter
impedors of each stage have been generated as |

ZS (R,ZP(R,C))
while the collector load of the first stage has been expanded as
ZS (ZP(R,C) ,ZP(R,C))
The latter provides the necessary frequency response of the

amplifier.

The above examples indicate that, while the system outlined

in this chapter is experimental, it is capable of convenient
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Figure 9-7 A magnetic phono cartridge equalization
preamplifier circuit diagram produced by the system
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communication over a fairly wide range of circuits. -,

It should be emphasized that the use of the light pen in this

system does not correspond to the "pick-and-place" method

criticized earlier (e.g. pp.26-27). In this system the light

pen is used for the selection of a portion of a circuit to be
modified, and for specifying what is to be done (electrically)

with that portion. This may result in considerable change to }
the diagram 1ayout, none of which has been explicitly spec1f1ed.;ff;sﬁ
The operation is thus fundamentally electrical in nature. _ ’
Light pen operations in other systems are graphical in nature, L

and layout changes due to an electrical change must be spelled

out step by steprat considerable length.

The achievements-and shortcomings of the preSent‘system are »ff_]g_
discussed in detail in chapters 10 and 11, along with a number =
of possible extensions.,‘j R “ : '

A
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CHAPTER 10

EXTENDED APPLICATION OF THE
COMMUNICATION MODEL CONCEPTS

10.1 Introduction

The earlier chapters of this work addressed themselves to
a general problem existing in interactive computer graphics -
that is, the communication methods employed are unnatural to
the human user and frequently very tedious to use. General
considerations of the requirements for more natural communication
Ted to the development of a model for an interactive computer
graphic system. This model has been applied to the particular
case of a system for commuhicating in the field of electrical
circuit diagrams. The system désign'was thus directed to
demonstrating the principles of the~mode1,,rathér than on
producing a system optimized for electrical circuit design.

This chapter eXamines the general concepts used in the
communicator (and also many of the more detailed aspects) and
illustrates their use in systems designed for communicaticn in
other fields. The areas covered are widely disparate and the
generality of the communication concepts presented hefein is
thereby established.

10.2 General Communicatof Concepts

Absolute generality in a communication system is clearly

an unachievable aim in the near future, and the communication
model proposed here makes no such claim. Rather attention is
focussed on a set of communication domains characterised by

the use of abstfact sketches or diagrams to represent some real
“world situation. The connection between the diagram and the
real situation is not, as has been indicated, straight forward,
and methods are proposed in the present model for effecting the
transformation from one to the other. As indicated in chapters 2,
3 and 4, this transtormation has been avoided rather than
addressed in other systems, by forcing the user to simultaneously
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supply both diagrammatic and real world information whenever
he makes a modification to his structure. Usually the real
world modification information provided is adequate for other
human beings; the author's system attempts to ensure that it
is also adequate for the machine.

This basic concept (the provision of a transformation
between the problem representation and the diagrammatic
representation) is applicable to a large number of areas which
use sketches or diagrams, and underlines all of the more detailed.
concepts developed in the writer's model, thus indicating that,
provided they have not been formulated in a specific manner,
they should be applicable to many systems.

To assist in the consideration of other domains in the
Tater sections of this chapter, some of these general features
are now collected and discussed together.

In this communication model the machine's knowledge of a
particular situation is divided into two completely separate
structures. While this in itself is not completely novel, the
information ccntained in the pictorial structure is of a more
complex nature than in other'systems, containing as it does |
such information as logical groupings within the piétoria]
structure, the existence of psychologically perceived relationships
such as nearness, adjacency, collinearity and so forth. The
facts that these relationships have been considered by psychologists
to be fundamental to the human being's mechanism for structuring
pictures, and that these relationships are used to convey certain
meanings in the problem domain, indicate that this form of
pictorial structure should be of broad applicability. '

The exact nature of the pictorial relationships as perceived
hy human observers has been thie subject of much research, but the
problem has yet to be adequately unravelied (Macleod, 1970). The
pfesent svstem uses a simp1e approach based on‘the'size of the.
objects related. This preserves a necessary relativity, and is
sufficient for the purpose required because diagrams are not
intended to be compared with real life pictures - that is, the '
degree of a relationship such as "adjacent" is not as important‘
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as the observation that the relationship exists in a diagram.
Consequently the approach used here for pictorial relationships
will be satisfactory for many domains.

The problem domain structures used are in the form of
multi~Tevel trees, and a particular feature of these structures
is that the higher level objects are each categorized in a manner
which provides the machine with an indication as to the purpose
of that particular object. These categorisations provide global
as well as Tocal information on the nature of the problem structure,
and may be used outside the "communicator" to provide assistance
in processing the problem structure. In the communicator itself,
this information is used to assist in the construction of diagrammati
representations of the structure.

The form of the structure used is appTicab1e_outside the
circuit domain, for the functional information in other fields is
used in a similar manner for the production of diagrams. This is
demonstrated in the examples used in later sections of this
chapter. Even if the structure is essentially one level in nature,
the present schemé is still applicable as it is just a special
case of the many-level structures which have been used. The
necessary information is then contained within the relationships
between the parts. | |

It has been stated herein that the communicator must contain
some knowledge of the domain of operation in order to effectively
shorten the human user's communication task, and to produce the |
~diagrams correéponding to the current problem structure. The
communication model contains this information in two ways

1) As indicated earlier, the aesthetic knowledge in the relation
subroutines provided is based on certain psychological principles,
and consequently W111vfind application in other domains. The
mapping procedures based on these relations are therefore of a
generally useful nature.

2) Knowledge is contained in the set of models, which are
application specific. Each model represents the conventions for
representihg a particular app11cat§on object, but the format of
these models is not application dependent, invoiving as it does
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the pictorial arrangement of primitives (whose exact nature is
irrelevant) and the application of various constraints and
relations between them. These are the same relations which
were indicated previously in this section as being pictorial
phenomena and not application dependent phenomena.

The mapping procedure, which produces diagrams from
problem structures, is dependent heavily on the existence of
the above models. The communication model proposed in this
thesis can be easily adapted for use in other areas if a suitable
set of models can be devised for the new area. Even if such
models cannot be found, the communication model may still be
useful as it is unlikely that there will not be a set of problem
relationships which are represented in some specific manner in
the pictorial domain. The system will then rely Targely on its
attempts to produce aesthetic Tayouts using the relation routines,.
along with the layout fequirements of the prob]ém relations.

Bearing the above discussion in mind, the remaining sections
of this chapter point to the usefulness of the communicator model
to various areas by examining the existence and format of the
necessary models. To jllustrate the general use of the models,
some of the areas covered are butsidevthe subclass of section 4.3
(that is, the subclass of domains using abstracted sketches or
diagrams), despite the fact that the model was originally
intended solely for that subclass. |

10.3 Other Electrical Circuit Systems

‘In building a demonstrative communication system for electrical
circuit diagrams, a particular environment, namely design, was
kept foremost in mind. The general communicator configuration,

as developed in section 4.5, was restricted for this environment
because of the limitations in the functions required. A principal
aim of the designer js te get a circuit descriptidn into the
machine for analysis and subsequent manipulation. The diqgram

is a subsidiary entity, providing convenience and a thinking aid
for the designer. The desian environment, therefore, need not
allow for the construction of the diacram by the user, and the
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uni-directional transformations of the developed system are
sufficient.

This restriction need not be as severe as it at first seems
as a large proportion of current applications are of the design

type. Nevertheless this section looks at extensions to remove
the Timitation.

Consider once again the computer aided teaching environment.
The modes of communication which may be desirable in this
situation are (as indicated in section 6.5):

1) The machine transmits circuit information to the student. This
may be required in answer to a student's question, or as part of
a question posed by the machine to the student. The present
system is able to handle such.databby a simple transfer of
information from teaching programs to‘the}student.

2) The student transmits circuit information to the machine. This
is required in similar situations to the above.

3) The machine may display diagrams to the student. This again
is useful in pesing and answering questions, and is within the
capabilities of the present system. Other possibilities also
occur, however. The teaching system may wish to test a student's
abi]ity at manipulating circuits. An example such as Figure 7-7
(Page 107) is useful here. When thevéommunicator-is asked to
display a circuit consiéting of a divider with two taps, the
student is presented with Figure 7-7(a). If th: student fails

in the analysis, the "teacher" may‘hequest a bridge circuit to

be displayed to assist the student. Fugure 7-7(b) will then
appear. The present system is capable of this mode of operation.

4) The student may wish to draw a circuit for the “teacher“._This
is useful in answer to a request, or as part of a question which
the student wishes to pose. In either case the student's
understanding of the circuit will be reflected in part by the

Way the diagram is drawn. The communicator would be expected to
produce a circuit description and pass it on to the "teacher".
The system is, as yet, not capable of this function.

To incorporate the latter facility, it is not sufficient to
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recognize each of the components and their interconnections, and
to form these into a network. Rather, the machine wmust be able

to discover the various pictorial relationships present, and

make appropriate implications about the high-level circuit
structure. A suggested technique for this purpose uses the models
already present in the system. The pictorial description
representative of the input diagram is first produced, jnvolving
the recovery of the pictorial relationships present between the
various pictorial symbols. A search must then be initiated amongst
the known models in an attempt to match various portions of the
structure against the modeis. A complete match would indicate
that the appropriate circuit type was intended by the drawer. In
the case of an imperfect match, the nearest match should be
determined, and the circuit specified as modifications thereof. ,
The problem of finding a given structure within a lTarge structure,
although not trivial, is not impossible. Macleod (1970) discusses
the problem of describing an image in terms of varjations on
another image. It is believed that such an approach may be
fruitful in the attempt to develop the pictorial description to
circuit desckiptibn transformation. '

Once this transformation is developed, the full communicator
‘model of Figure 5-1(a) (Page 70) can be programmed, and the
system could then operate in many environments. The data base
environment (discussed in chapter 4) provides‘a further envircnment
in which the system, with the above mentioned extension, is capable
of operating.

10.4 Diagrammatic Representation of Logid Networks

This domain can be considered to be closely related to the
electrical circuit domain. There are, however, a number of
important differences which imply that this must be considered as
a distinct and different domain. |

The primitive application objects here may be taken as AND
gates, OR gates, and inverters. Other objects in the domain such
as NAND gates may be considered in terms of these basic elements,
despite the fact that they are frequently drawn with their own |
special symbol - j.e. as if they were primitives. This feature is
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discussed presently.

The basic application relationship is once again cdnnectivity -
connectivity appears as a relationship in many domains and in most
cases it is represented in the same manner in diagrams; consequently
the pictorial "join" relation is important. The meaning of
"connectivity" may vary between domaihs, but in 1ogic networks it
has a similar meaning to the electrical circuit connectivity.

The pictorial primitives for Togic networks are symbols
representing AND gates OR gates and inverters, plus Tine segments.
There must be other pictorial elements, however, as it is nowadays
commen, particularly since the advent of medium and large scale
integration, to represent certain higher level problém domain
objects by a single symbol in the diagram. In fact it becomes
necessary to have a pictorial symbol for each of the higher level
objects defined by a model within the SyStem; Thése symbo]s'are
involved by allowing the network-to-diagram transformation to
pﬁoceed to a certain depth in the problem structure and then stop.
Those pictorial elements at the bottom of the resultant pictorial
structure are displayed according to their corresponding symbols.,
This‘mechanism allows for the diagram produced to contain elements
"of widely varying complexity, the criterion for the expansidn of
| non-expansion of a given item being the importance it has been
given in the network description. The importance is manifested by
the depth in the structure of the element. ~This mechanism is
important as it is the mechanism used in practice. e.g. a SingTe
AND gate may control the enabling of an entire Arithmetic and Logic
Unit, and it would be necessary to display the AND gate alongside
a box containing the complete Arithmetic Unit. Any attempt to

perform the transformation by specifying that the process is to
continue until objects of a giyen complexity only are present
wo-1d be unsatisfactory in these circumstances.

The suggésted transformation constraint is easily inccrporated
into the communication model as it is now defined, so that this
peculiarity_of logic networks presents no problems to the system.

The problem domain cobjects defined within the system are
quite readily obtained. These can be a set of standard Togic
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modules in fairly common'usage - 5nc1uding such items as decoders,
multiplexers, parity modules, dual rank flip-flops of various
types, registers, counters, adders, and so on. Possible :
configurations for each of these in terms of Tower level obJects
may be produced, and these can be used to form the necessary
set of models in exactly the same way as was done with electrical
circuits. Two simple examples are illustrated in Figuré 10-1.

The conflict between d-c information and signal information, ,
which exists for circuit diagrams, does not affect logic networks, -
as only signal information is represented therein. This alleviateés -
some of the difficulties found with circuit diagrams, and may o
indicate that a system for logic diagrams could handle entirely
new networks more effectively. The same rules regarding proximity
in the diagram and sequence in the problem domain apply, and |
therefore there are no real difficulties inyolved in using the
present system, with new models and primitives, in this ddmain(

The possibilities for a teaching system on the above lines A
are currently being examined by the author. Such a system would
be directed to .second semester students who are taught logic net-.'
work theory a1ong just those modular Yines.

10.5 Flowchart Systems

Another example of symbolic diagrams to which the present system

is applicable is program flow charts. 1In this domain primitive
symbols such as rectangles, parallelograms, diamonds and circles
represent functional blocks such as computation, input/output,
decision making and beginning or end points of procedures. 1In the
problem domaim, each of those functional blocks has some corresponding
function, and this function is represénted pictorially as text
within (or associated with) the symbol. This function corresponds
to the component value in the circuit:diagram domain, and the text
corresponds to the component value labels in a diagram; both should
be represented as attributes of their-dppropriate:objects’in the
descriptions. The mechaniSm’for;inciuding such attributes has‘not/‘
been included in the.i]]ustﬁativé,cHchit diagram system_deve]opedg‘
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1 - D

(a) A NAND gate symbol - (b) Corresponding lower level
' representation

—{C
(c) A dual rank S-C - (d) Corrésponding lower Tevel
flip flop symbol representation

Figure 10-1 Some logic objects and the diagrams corresponding
to their models.
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but it is more importaht for flow charts; the mechanism for the
inclusion of such information, and its placement on resultant
diagrams, has been indicated in section 6.6.

The major problem domain relation present in flow charts is
that of program flow from block to block, and is normally represented
in the pictorial domain by an "above-below" relationship, in which
pictorial adjacency is used to associate functional blocks which
are normally performed one after the other. As with electrical
connectivity, the exact flow of program, indicated by the connecting
line segments, is used for confirmation, except in cases where the
chart is not conventionally laid out.

Program loops represent a probTem corresponding to feedback
in electrical circuits. In contrast to the latter, however, there
is usually only one way to represent the loop. This is done by
developing a path "travelling" up the page,:and either to the left
or right of the main "stream". The information concerning the
existence of loops is already imbedded within the connectivity of
blocks, but as with feedback in circuit diagrams, loops represent
a higher level of functional organisation and this should be
represented explicitly in the problem domain structure. Given
that such information is included in the prob]em description, then
it may be seen that the present system has the tools required to
arrange the blocks in the diagram accofding to the above criteria.
The loop may be represented as a relationship amongst several
objects or blocks. When this relationship is encountered during
the mapping process, the appropriate pictorial re1ationships are
set up,‘and it is the task of the existing pictorial relationship
procedures to determine the detai]ed'pictor1a1 layout.

It may be noted that the hierarchical depth of the structures
does not at first sight appear to be as great as that for cirvcuits
and logic networks. If this were so, it would simply mean that
less emphasis is placed on a Targe set of models, and more is
‘placed on the relational procedures. In many instances, however,
there can be a considerable depth in the problem structure. If a
reasonably 1a%ge system is programmed using the desirable practices
of developing mahy modules of increésing‘complex1ty and combining
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these into a readily understood overall system, then the depth
within the structure may be considerable. Each of the program
modules is represented by an object in the program structure, and
invocations of the module appear as instances of the structural
object. As with logic networks, it is feasible to aliow partial
transformations, stopping at a given depth, and allowing varijous
degrees of detail to be displayed. ‘

Despite a reasonable comp]exity‘in the problem struétures,
there is not necessarily a large number of models required. Each
module is really only a different instance of the general program
model "procedure module". When these objects'are to be displayed
as the lowest level in a diagram, they may be displayed as one of
the basic block types, the choice depending on whether the main
purpose of the'modu1e is computational, Input/output, and so on.
This corresponds to the definition of symbo]s for high 1eve1
objects in logic network d1agrams

This domain thus may be treated similarly to circuits and
logic networks, and fits within the capab111t1es of the general
model proposed in this work.

10.6 Landscape Planning and Environmental Architecture

These two domains are not infact distinct, as they are
manifestations of the same domain at a different level. Since
they have differing objects of interest, however, they are considered
separately here, following an outline of their common features.

‘This discussion considers Tlandscape pTahning at the level of the

design of layouts for small areas, in which individual objects
such as trees are each considered. In environmental architecture
it is assumed that the area of concern is somewhat larger, and
detail required may not go'be1ow specifying that a block of home
units is placed in a certain area.

These domains are somewhat different from thOse_conSidered
previously, as the representations to be displayed must bear a
closer relationship to the real situation - spatial relaticnships

~in the diagram correspond to spatial re]ationships within the

domain. While it would appear that it is unnecessary to maintain
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separate descriptions of the situation, there is some advantage

to be gained from continuing with a pictorial and a problem
structure.

The diagram that is displayed for the user as he proceeds
with designing a garden layout, for example, contains symbolic
representations of the ftems he is manipulating, and it is necessary
to get across the spatial relationships which may’exist in the
final area. Since symbols commonly used can differ considerably in
appearance from the real object, the spatial relationship is not
necessarily manifested in the same way (A tree and a shrub near a
fence may be equidistant from the fence in the diagram because of
the nature of the symbols used, but in reality, since the tree is
much Targer than the shrub, it will have to be planted further
from the fence). |

A hiérarchy of objects may be set up similarly to the hierarchie
used previously. Objects such as a tree screen (made up of a group
of appropriateiy spaced trees), a barbequé area (made up of a
barbeque, concreted area, seats, windbreak, table) are problem
domain objects useable in landscape design for small areas. By
setting up a hierarchy it is possible to readily move groups of
objects about in the design in order to produce required effects.
Each of the cobjects mentioned above can be set up as a model within
the system in order to give it the knowledge to construct situations
in detail from small amounts of high level information.

While the use of this system in small scale landscape design
may be too expensive at present, the requirement for professional
advice in this area is rapidly growing, and professional consultants
might be able to use this approach economically in the future.

The large scale manifestation of this domaih, here called
environmental architecture, is an area where the economics are
more favourable. Large developments are the subject of intensive
environmental design studies, and a system based on the above
principles would be of assistance. The principles outlined above
are equally applicable; all that needs changing are the paﬁtiéu]ar
objects involved: For an urban envircnment one can define
apartment blocks, skyscrapers, open pedestrian areas, etc. On top
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of this, blocks of skyscrapers and so on, can be defined, leading
ultimately to complete large scale development objects. Size of
the various components is of particular relevance and this is

included readily as an attribute. Particular spatial relationships.

which may be required include insuring adequate sunlight filtering 13; 

“ between complexes, and this form of relationship, which can be

mapped into a combination of the existing pictorial relationships
for diagrammatic purposes, can be included in the probIém, |
structure. Modifying items in the structure is then performed
within the constraints of those relationships. Models can be
defined for various types of area to be found, and these used to
assist in the rapid specification of a structure. As well as the
production of a plan of the structure as currently represented,
these systems may be required to produce "views" of the area.from‘

‘various positions. Since a complete problem description (not just v‘

~the plan) is maintained, it is possiple to generate a three

-~ dimensional model, projected'onto the cisplay screen. This again
‘requires knowledge in models of the typical actual appearance of
various objects. '

These two areas, then, can make use of many of the features
~ of the present communicator model, provided a number of provisions

" are made to allow for these domains not f1tting exact?y within theiuf'

. h .

~original premises.

10.7 Engineering Drawings

-/

The domains considered in this and the following section'are £y .

not strictly of the symbolic diagram type, and it is not expected

that they should be directly amenable to solution using the model‘_l

_6roposed They are considered here, however, to indicate that _
some of the principles involved in the model are not restr1cted in.
applicability purely to the area originally considered.

Engineering drawings do not fall into the symbo]ic diagram

class as they involve a projection of a three dimensional object, 5af'”

and this can be obtained by a direct transformation. It is not

~clear, then, that two descriptions are required. For convenience.;f*i'

sake a three dimensional description and a;disp1ay description maygébff

t : o
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be kept, but it is on the three dimensional structure that attention
may be focussed.

In any particular field in which engineering drawings are to
be produced, it may be expected that certain types of part, and
certain arrangements of parts, are common. These parts and their
arrangements may be the subject of models which contain three
dimensional information relating the parts to one another. The
production of a drawing may then involve the generation of a three
dimensional description using the models, and then obtaining the
two dimensional diagram therefrom. It must be stressed that one
could not expect a completely general drawing system, as not all

models for every purpose could be included. Rather models for a

particular environment would be developed to ease specification
time. |

The contribution to this field is seen as the provision of
machine knowledge in the form of models for typical arrangements,
to assist the user in the development of his drawing.

10.8 Printed Board Layout

Layout of printed boards (and similarly micro circuit design)
represents a somewhat different problem again. No major advantage
is seen in the maintenance of two distinct descriptions, as the
picture displayed exactly resembles the problem domain object.

‘The problem involved in this domain is the placement of cqmponénts

and Teads on boards so that path lengths, number of crossovers,
and (for double sided boards) number of through connections, are
minimized. The constraints here are much more rigorously defined
than for circuit diagrams, and are of a different nature. Minimum
path Tength is amenable to some mathematical treatment, but
ingenious search remains the key to success. Current programs are
inefficient unless aided by human intervention. Previous experience
is an important part of this ingenuity, and is amenable to
incorporation in the machine. Many circuit arrangements are
ccmmonly encountered, and may be laid out similarly each time.
Models représentative of commonly occurring situations are seen

as a feature of the present system for circuit diagrams, which may
be applicable to the board layout problem, thereby improving the
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performance of such programs, both when unaided or aided by a
human operator.

Improving performance of programs in this domain would be
of great benefit as the number of workshops and laboratories
involved in board layout throughout the world is large.

10.9 Summary

This chapter has discussed the communication model with
regard to its applicability to other domains, and has discussed

how it may be applied to a number of particular fields. The main i

features .of the system wvihich are applicable to other classes of
problems may be summarized as follows:-

(1) There are two separate structures, which are generated
separately (not generated concurrently as in other comparable
systems).

(2) The pictorial structure used is based on the existence of
psychologically perceived relationships which are of general
applicability, rather than solely on Jdnking together sets of.
coordinates of objects. '

-(3) For the class of problems of prime interest, the diagram #s

an abstract representation of a situation, and the occurrence of
the above-mentioned pictorial relationship in a diagram is of
major importance, rather than the degree of the re]ationship._
Consequently fairly simple definitions of the relationships may
be used to cover a wide range of domains.

(4) The problem domain structures explicitly contain higher level

functional information. This is required in many domains because i

the purpose of a structure is not always deducible from the

basic interconnections, and the purpose or function of a structure o

often governs the way a d1agram should be laid out.

(5) The basic pr1nc1p1es of the mapp1ng procedure are not spec1f1c ;;‘

to circuit d1agrams Rather they depend on the existence of

procedures for 1nterpret1ng the above-mentfoned pictorial reTation-f*»:

ships, and on the existence of a’ 'set of models indicating the '5 ‘5”
layout of a number of common constructs‘in the problem,domain, i

; .
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Some fields will require routines for problem specific relations,
but these may be written to interpret the problem relation in
pictorial relation terms, and the procedures for handling the
latter are general and have already been provided.

(6) The models required are different for different domains; but - -

are constructed in a similar way for all domains: they are in the
form of an exemplary pictorial layout for the object in question, .
using the supplied pictorial relationship tools common to many
domains.

(7) The exact nature of the pictorial and prodlem primitives does : _7‘

not affect the communication model. For each problem primitive

there will usually be a corresponding pictorial symbol whose exact‘ 'f

structure is known only to the final display package. The
pictorial primitive's attributes will include size, orientation,

position and method of interconnection in the diagram and will beu  ;~f

common to many fields. Problem domain attributes will vary, but

only those involved in linking objects into the problem structure  ff”

are used by the communicator, the rest being present so]ely:fprf‘
the use of any analysis system to which the communicator is
attached.. SRR
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CHAPTER 11
DISCUSS ION

11.1 Introduction

The research reported here has attempted to identify and
investigate solutions to some of the problems involved in inter-
active computer graphics - a system has been developed to this
gnd.- The work is reviewed in relation to its own merits as well
as in relation to other work in the field. Use of the system
(or modifications thereof) in other environments and domains is
discussed, and aspects of generality of the'principles involved
are brought out. A discussion of possible ways of extending and
improving the system, leads to xecommendations for further

{

research.

11.2 Review of Project

The initial investigations, which'provided the background to
the development of this project, examined the field of inter-
active computer graphics within the general framework of
Artificial Intelligence and its subfields. It has become
apparent that the various subfields have become, to some extent,
independent areas of research, With'iess than optimal interchange
of ideas and techniques between them, A number of deficiencies
in graphic systems, as previously discussed in sections 2.5 and

4.3, is apparent, including:

A) "Graphical" communication is usually not feally graphical in
nature - graphical input into a computer is usually achieved by a
series of ''light pen commands'™ to place varjious symbols; such
communication is slow, and in a "discourse language'" rather than

in a graphical language.

B) No attempt is made to assist the user in the communication
task by the incorporatidn of knowledge of the environment into
the programs. Examples (such a$§§§§£¥5 in natural language
cornmunication indicate that a small amount of "“environment" can

produce large improvements in communication performance.

C) No distinction is made between the pictorial domain and the
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problem domain. Communication tends to be in statements
involving a mixture of both. Research in picture processing,
particularly the parsing approach, has indicated that these two

domains can profitably be considered as separate, with a means of

relating one to another.

This project has attempted to remedy some of these
deficiencies and so improve graphical communication systems. The

important novel features of the present communication system are:

(1) On choosing a specific problem domain in which to work, an
effort has been made to incorporate some knowledge of this domain
into the machine. This information is used to relieve the human
user of some of the labour involved in communicating his problem

to the computer.

(ii) Communication betweeh man and machine has been separated
into two parts, one purely pictorial, the other purely problem-
oriented. This allows the user to specify only that information
which needs to be communicated, and if may be couched iﬁ

appropriate terms.

The approach taken in the present research towards the
deficiency mentioned in (A) above has been that the question of

general pictorial communication and pictorial languages is one

‘which will not be solved in the short term; consequently effort

has been directed to improve the ease of communication by means

of the methods introduced in (ii).

Once the overall objecfives of the projeCt were established
it was necessary to consider the individual problems involved in
the development of such a system. The establishment of the

requirements of the system revealed problems in 3 areas.

a) Because of the requifements for free communication, the system
should use a method for the representation of circuits which
mirrors the view taken by the human user, thereby allowing the
user to communicate in the terms in which he thinks of the -
circuit. Providing such a system necessitated an investigation

of human representations of circuits, as discussed in Chapter 6.
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b) An independent pictorial description must be maintained in the
system. This description must not simply be in terms of the set
of line segments in the diagram, but must represent all the forms
of relation and structure which the human observer is able to
utilize in interpreting a circuit diagram. The nature of this
information is not obvious, and an investigation of the pictorial
properties of circuit diagrams was hecessary (as discussed in
Chapter 7) in order to formulate adequately a pictorial
description,

c) Once the two descriptions were established, a method by which
the computer could generate a circuit diagram description from
the circuit description, was necessary: to achieve this the
machine needs more information than the class of relations
involved in a diagram. Some precise khowledge is required on
the connection between a given circuit description and the
corresponding diagram. Chapter 8 investigated this and

developed a method of mapping with models.

Based on the principles outlined above, a System (developed
in Chapter 9) has been programmed. Despite the experimental
nature of these programs;'they have achieved many of the initial
objectives of the project. Significant features of the

developed programs include:

1) The user is completely relieved from the task of generating a
ciréuit by thé Ypick-and-place't methon If a light pen is used
as the sole input medium, the process'emplo?ed in other systems
is reversed, as the generation of circuit and diagram starts at
the top level and works down.

2) The uéer does not need‘to specify every piece of inter-
connection information needed to form the circuit, He need only
specify the type of circuit and the parts of that circuit. The
machine then uses its own "knowledge" to construct the required

interconnections.
3) The user need not specify his circuit step by step as it is

possible to input a complete circuit on the keyboard in one step

- this facility relies heavily on the machine's knowledge of
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circuit organization as mentioned in 2) above. Without such a
knowledge in the machine, specification of a complete circuit

would be very cumbersome (section 6.7).

4) The communication channels are separated into problem and
pictorial communication, as was set out in requirement (a) above.
In the present system the information communicatedrby the user to
the machine is entirely problem oriented, whereas the machine

communicates pictorial information to the user.

11,3 Comparison with Other Work

To the writer's knowledge, no other systems presently
available rlace emphasis on the same prdblems. In comparing the
present work with that of others, therefore, program comparison
may conveniently be on the basis of ease of communication for the

user.,

—

Of the systems described in Chapter 3 as representative of
different approaches to interactive graphics, the programs of
Bracchi and Somalvico bear least resemblance to the preéent work.,
While their system aims at use in a specific problem domain, no ,
clear attempt is made to assist the user in coﬁmunication in this
domain, Circuits are developed and drawn by generating a
portion of program which is later executed.and, at that time,
produces the required circuit and diagram. The user is therefore
at a disadvantage,‘as he cannot detect mistakes at the time they
are made, and this negates many of the advantages of the inter-
active environment. By contrast, the present programs maintain
a continuous indication of the currently held ciréuit, thereby
allowing immediate recognition of errors made either by man or by
machine. The language used for communication by Bracchi and"
Somalvico is, despite its modifications, simply a variation of
Fortran. As such it does not represent a suitably natural
communication medium. The present programs attempt to prOQide
more suitable input terminology by the use of circuit entities

closer to those in terms of which the user thinks,

The DESIGNPAD system, in contrast to that of Bracchi and

Somalvico, attempts. to be a general graphics program, and not a
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épecific problem domain program. One of the DESIGNPAD objectives
was the achievement of the ease of communication via sketching
which human beings achieve. DESIGNPAD does not, however, allow
the user to sketch diagrams, but rather, enforces the 'pick-and-
place” method. The system makes no attempt to provide
alternative aids to circumvent this problem. The writex's
system, however, while acknowledging that any method other than
sketching is perhaps not ideal, attempts to alleviate the
situation by the incorporation of some knowledge of the problem
domain. The writer's system then behaves rather more like an
"intelligent" communicator, in that it is able to make a number

of assumptions concerning the input data; and is able to perform
a number of the tasks which would otherwise fall on the user.
DESIGNPAD is unable to achieve this becausé of its aim at complete
generality, and therefore cannot readily contain the necessary

problem domain knowledge.

The AEDNET system of Evans and Katzenelson is a compromise
between the system of Bracchi and Somalvico and DESIGNPAD;
natural communication is more satisfactorily achieved and
operation is in a specific problem domain. Since a single data
structure is used, it is difficult to separate fhe_graphic and
electrical aspects of the various commands . The existencé of
knowledge in the program is limited to the qse-of certain names
which are the same as those used by human beings. For example,
a commahd to create a node appears to be a natural command until
it is realized that this command involves the creation of the
electrical entity in the data structure and the creation of a
point in the display at a position specified by the user. The
knowledge is therefore limited to the existence of the set of
problem oriented primitives, No knowledge exists as to the
organization of these primitives either electrically or
pictorially.

A useful feature of the AEDNET system is its ability to
construct a portion of the circuit and to use this portion as a
block in further manipulations. This, in part, allows the user

to omit redundant data, a property which is incorporated in the



#t

177

prezent writer®s system, but in AEDNET it does not represent a
true knowledge of circuit diagrams because AEDNET is not capable
of building the block into a diagram automatically, nor is it

capsble of performing any major changes within the block.

On comparing other existing systems (Thomas, 1967; Robbins
and Beyer, 1970; Schwinn, 1967; Kulsrud, 1968; Bracchi and
Ferrari, 1969:; Kuo et al, 1969) with the system presented in
this report, it may be noted that similar deficiencies to those
already discussed for Bracchi and Somalvico, DESIGNPAD and AEDNET
exist, and the various comparative remarks made above apply
essentially also to these other existing systems. No existing
system attempts the incorporation of some form of knowledge to
assist the user in his diagram production as does the present

communicator.

11.4 Program Results

The operation of the present programs may be examined on two
levels: the actual diagrams produced, and the functional
capabilities of the whole system.

The responsibility for aesthetic arrangement of diagrams
lies (as previously outlined in Chapter 8) in two areas: the
models, and the relation procedures. 'In the first instance it
is the duty of the models to specify the pictorial organization
necessary in a diagram, and this specification may be altered
reasonably readily at any time, to obtain an alternative organ-
ization for a particular circuit type. The task of detailed
organization and placement within a diagram is the responsibility'
of the relation subroutines, as they must specify exact positionai
intformation for symbols and lines. As a simple example of this
responsibility, an "adjacent" relation exists between'symbols in-
a parallel impedor. The values of the maximum and minimum
coordinates of the symbols are constrained‘by the "“adjacent'
subroutine, tb be such that the rectangles enclosed by those
coordinates are contiguous., The symbols éventually drawn by the
dxawing package do not completely fill the rectangles; the

synbols are therefore adequately separated, but are sufficiently
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close to be associated with one another. If a pregrammer, with
tastes other than those of the writer, wishes to modify the
aesihetic arrangement produced by the above procedure, he may do
0 in one of two ways. The first is to modify the size and
shape of the symbol drawn within the rectangle; and the second
is to mddify the precise constraints set up by the relation sub-
routine. Both of these tasks involve only small modifications
to existing routines, and are not difficult to effect. Similar -
comments apply to other aesthetic procedures produced by the
program: the exact arrangements produced represent the writer's

taste and may be readily modified.

Turning to the functional capabilities of the system, it may
be seen that, as indicated in section 5.3, the communication is
electrical in nature between man and machine, but pictorial in
nature in the reverse direction. The electrical communication
involves the generation of circuits according to models, and the:
addition to, and deletion of parts from, the circuit, thereby
allowing fairly convenient development of any particular circuit.
The necessity for more—extended’électrical communication may be
found in some environments, and this necessity is discussed in
the following two sections where other functional extensions,
such as specification of modifications to pictorial arrangements,

are also discussed.

11.5 Environment and Domain Dependencé

The early chapters of the thesis outlined a communication

~model for a class of domains. An example of this has been

discussed in detail. The quesfion of whether the system can
be used elsewhere was discussed in chapter 10, where it was
shown that the system can be applied almost directly to other

domains within the symbolic representation subclass. The

concept of the incorporation of knowledge as models, 1in order
to simplify the communication task of a user, was also shown
to be applicable in a range of cther domain types.
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These discussions indicated that the model should not be
considered as applicable te circuit diagrams only, but rather
as the contribution of a fairly generally useable model for

intaractive computer graphic systems.

11.6‘ExtenSioné and Recommendations for further Work

Throughout this report, various areas have arisen as possible
extensions to the present system, or as ideas for developing more
elaborate systems. Some of the more important of these are
listed, together with other possibilities which have not been

'discussed previously.

11 6.1 More-Extensive Models

The most obvious extension which arises is the provision of
a more extensive set of models. Wh;le this will certainly
improve the performance of the programs, it should not be
considered as an extension of the features of the system, but
rather, more examples of the features will be available. = This
extension is desirable for a working system but is not necessary

for continued experimentation,

11.6. 2 Enhancement of Mapping for Non-Conforming Circuits

Imploved ability of the program to handle circuits which do
not exactly conform to the layout of a model will also enhance
performance. At present the system can handle changes only in
which the new component connections are close to those of the
model. A more general ability to fit a component intc an

existing circuit would be desirable, but poses several problems.
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Although it is easy to identify the nodes between which the
component must be connected, and to determine, from the pictorial

description, which objects (i.e. terminals on components or line
segments) to which the symbol must be joined, the problem exists
as to whether or not the component will fit directly into the |
diagram. This requires a search amongst the neighbouring

pictorial objects, constraints and relations. If the symbol

will fit, it is easy to add it to the description. If the symbol R
will not fit directly, the system may do one of two things:- . g

-

(1) Attempt to see if the circuit can be "stretched" or

"squashed" to fit the component or
(2) see if additions can be made to fit the new component.-

(1) involves inspection of the relations to see if changes in
these will allow the symbol to fit. For example, if two

 symbols are adjacent, and the new symbol must fit between then, g

then the adjacent relation must be removed and replaced by two

- adjacent relations between the new symbol and each of the others: -

even this is not always p0551b1e - it may happen that the
connection points are so placed that there 1s no path between
them that does not cross other symbols orx 11nes.‘ Then the

. problem becomes one of determining a route for the connection"

which will cause least 1nterference 'with the remaining c1rcu1t.
Some modifications may also be necessary to the rest of the
diagram.

At present the programs can handle'only a simple form of
this problem. Components must be so placed that they are

approximately in their original position, and some simple 1ine

insertions can be made, as shown in Figure 9-6. Further work in'. =

this area is expected to be fruitful.

Feedback interconnections have been discussed briefly at
severa1 places in this report. This sectlon br1ngs together the
po1nts raised there, and discusses methods of so1ut1on to the
problem of p1acing feedback components 1nto a d1agram.'

T v;"““-,.
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In Section 6.3 (p.83) feedback (and signal flow in general)

“was indicated as being a major problem of the node-labelling

approach to circuit description, as there was no mechanism for
incorporating circuit function information into the description.
An attempt to overcome this difficulty was discussed in Section
8.2 (p.111), in which a signal flow 1ist was associated with the
interconnection matrix. This method allowed some attempt to be
made at distinguishing feed-back paths and placing the
corresponding components appropriately in the diagram; however »
the whole approach was unsatisfactory due to the non-hierarchica1:~7gy
nature of the descriptions, and due to the bottom-up mapping used o

~(as indicated in these sections). An important point to come out

of Section 8.2, however, is that the feedback information should
be explicitly available in the circuit structure, and not buried
within the interconnections, because feedback components dre 4'
frequently placed differently.in the diagram.

The application of the above principle to the final ,
communication model, for the domain of flow charts, was discussed
in Section 10.5. Flow chart loops were explicitly included by a
special "feedback connection" form of the "connect" relationship.
With this information available, the layout method indicated there
allowed the mapping procedures to produce a flow chart for an
algorithm containing loops. ‘

An exactly analagous method applies to circuit diagrams. If
a "feedback connection" relationship is made available, then exact
knowledge of the components involved in feedback is available.
Since mapping 1s "top-down" in-nature, general positioning i
information is available when a "feedback connection" is encountered’“
Depending on the particular circumstances involved, one of two
procedures may be followed:- . o

(1) If the interconnection 1s within a stage or between adaacent
stages, then the methods for modifying a diagram discussed in’ :
Section 11.6.2 may be invoked. '

(2) If the feedback is over a number of stages, 1t is unlikely |
that a suitable path would be found to make a. direct connection.,”?V»

RN
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(If the algorithms outlined in Section 11.6.2 were invoked, a ,

- path which weaved through the diagram would be produced and this
is considered aesthetically unsatisfactory by most human
observers.) The solution usually used in this circumstance is ,
to take the feedback path above or below the rest of the diagram, -
allowing a straight path to be followed.

A decision for procedure (1) or (2) is made for each 1nd1v1dual
case, and the exact point at which the changeover occurs could
profitably be considered with the modification problem discussed
in Section 11.6.2. .

An important point to note is that, while feedback involves
a form of loop in the electronic sense, it need not involve
circular structures in machine representations of the circuit.
This is so because the major connept1ve between objects in a _
structure is the "is a part—o?ﬁuzonnect1on. Objects which have
feedback connections between them are not parts of one another, -
but are parts of some common higher level object. The electrical
lToop is manifested in the structure by the relationships between
objects therein. The relationships are "hung onto" the basic
structure. Feedback might be 1nd1cated by a combination of

relations such as:-

A is connected to'B, B is feedback connected to C, C is feedback
“connected to A - indicating a main path through A and B, with C

as a feedback object. Relation loops such as this are already
common within the structures and represent no new problem ( a X
simple parallel impedor has 2 connections in what might be termed f
a 1oop)

The necessary further development required for hand11ng ol
feedback fu11y lies, then, 1w the’ routine to hand]e the "feedbackﬁ*"
connect" relation, and this rout1ne shou1d operate according to |
the princ1p1es out11ned above.l '
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11,6.4 Mapping from Pictorial Descriptions to Circuit
Descriptions

Mapping from pictorial descriptions to circuit descriptions';:f""

wa's discussed in . chapter 10 . where a possible method was

indicated for providing this capability to allow operation in a =

greater range of environments.

-11,6.5 Learning

One area which has not yet been considered is that of
including learning in the systen. There are several ways in
which learning could possibly improve the system's potential..
Since it has been suggested that the procedures developed in the

E

mappings are principally concerned with constraints and relations“ul

which arevquite general in their application, it would not be

. expected that learning could profitably be applied in this area -

because the necessary principles are already included. This is
perhaps fortunate, for it is difficult, with current techniques,

to build procedures capable of modifying themselves signifioantler’:f

The models, being in essence a form of data, are candidates

for learning techniques. The models also represent the problem‘~‘
specific information in the' system, and it is therefore de51rab1e

for methods to be devised for the system to learn new models.
Either aided or unaided learning may be considered, but it is
believed that for the present appllcatlon user assrsted ‘
learnlng 1s more suitable. A user is then able to control the'
generatlon of models sulted to his: purpose, and can prevent the
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generation of unwanted models, If the program were to find
groupings and generate models for itself, it might easily produce
circuit objects which the user does not consider relevant.

While the possibility of the machine presenting a new and
improved viewpoint or model to the benefit of the user, is not
ruled out, it is expected that other more important features
should be first attended to in the system during its relatively
early stages of development, and for these reasons assisted

learning is preferable.

+

It is envisaged that the procedure for generating new models
might be as follows: The user generates a circuit and diagram by
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