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ABSTRACT

Centralized despatch systems appear to offer the
opportunity for increased efficiency in 1log hauling
operations where large fleets of trucks are hauling to
few locations .

A goal of work equity as the basis for the alloca-
tion of work between trucks is proposed as one that
could be acceptable to the groups typically comprising
log transport systems in Australia .

Recent rapid decline in the price of computer
equipment coupled with substantial increase in power and
flexibility make feasible the economic development of
computer aided decision environments for problems of
control in industrial systems , such as those presented
by log truck despatching .

The development of a computer based heuristic allo-
cation algorithm which could provide the basis for the
development of such a despatch system is described .

Testing of a 'prototype' single pass and a further
developed 'three pass' heuristic allocation algorithm
indicated considerable improvements in work equity could
be achieved as compared to a random allocation of trips.

A generalized computer simulation model of truck
fleet operations was developed to provide a testing
facility for evaluation of the allocation system .

Tests of the allocation procedure using the simula-
tion model indicated that the use of computer aided
centralized despatch appeared to allow the operation of
the fleet with most of the trucks close to a specified
level of utilization . Thus , the operation of a small-
er , more highly utilized fleet , with consequent
economic advantages appears possible , without signifi-
cant 1increase 1in the number of trucks exceeding target
daylength .

Several important attributes of system performance
were identified and methods of investigation based on
the use of the simulation model testbed were developed .

Both the allocation system and the simulation model
provide the basis for ongoing investigation of transport
system dynamics under alternative methods of fleet man-
agement . ’
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CHAPTER 1

MANAGEMENT OF LOGGING TRUCK FLEETS

1.0 INTRODUCTION o

Road transport of logs from the forest to the mill is
-a significant harvesting cost and organizing the opera-

tions to ensure efficiency should be a continuing goal .

The costs of road transport ‘are partly due to
expenditure on fuel , driver's wages , tyres , maintenance
etc , but they also reflect the considerable standing
costs associated with owning and using logging trucks .
The following simple economic model of log truck operation

illustrates these costs*.

Value of the truck and trailer $95,000
Fixed annual charges $31,800
(insurance, depreciation ,
interest charge on investment
and registration )

Annual running costs 80000 kms $32,200
(fuel, oil,maintenance, tyres)
Drivers wages and employment overheads $15,000

Total annual costs ‘ $79,000

* MACARTHUR , CSIRO personal communication .
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Fixed charges comprise about 40% of the total costs
and under normal levels of truck usage are incurred almost
independently of truck utilization . Increased utiliza-
tion , expressed as hours of operation or increased
distance travelled , is therefore reflected in lower aver-

age costs per hour or per kilometre .

The major influences on utilization of logging trucks
are the availability of wood té be hauled , the interac-
tion of round trip time with the maximum working hours
accepted by the drivers and , of course , the total number
of trucks undertaking the haulage task . Central control
of trip allocation could influence all of these factors
for a particular trip and is an alternative to methods
which involve a direct organizational 1link of the truck to

a logging contractor or to a landing .

Central despatch , while common in other industries
in Australia and in overseas log truck management , is

seldom applied to Australian logging operations .

The despatcher becomes responsible for allocation of
work to all the trucks and many of the problems associated
with fluctuations in transport requirement can be theoret-

ically overcome . For example ,

1. the round trip time problem may be overcome by
assigning a truck a set of trips which better

matches the total hauling time to the desired
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number of working hours , the despatcher being
able to choose from a much larger range of trips

than those available to an individual truck

driver ;

2. major problems associated with underproduction at
one landing could be readily mitigated by reas-
signing trucks to landings where 1log production

is over target ;

3. some amelioration of even the most difficult
problems associated with seasonal or market
induced production cutbacks may be possible by
large scale transfer of contractors to more dis-
tant and possibly more difficult logging
conditions. ,thus increésing the transport
requirement for a given level of log production .
The possibility of the management of such large
scale relocation arises because of the separation

of control of the transport from the logging .

The major prdblems associated with the introduction
of a centralized despatch system are those relating to the
much higher levels of management required , with their
attendant costs and responsibilities . Thus any proposal
to introduce centralized despatching would require con-
vincing evidence ofjits practical and economic advantages
and this would require thorough investigation of the

existing system and evaluation of the proposed change .
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In this study , procedures are developed for the
investigation and evaluation of the introduction of a cen-
tralized despatch system for a logging fleet based on a
despatcher supported by a micro or minicomputer system .
The haulage operation to the chip mill at Eden , New South
Wales , 1is typical in size and structure of a number of
large scale operations in Australia and is taken as a

practical reference for the study .

1.1 CENTRALIZED DESPATCH SYSTEMS FOR LOGGING TRUCKS

l1.1.1 The Despatcher

The central role in any despatch system would be that
of the despatcher who would have the task on a continuing
basis of sequential assignment of trucks to landings .
The transport task would be set in relation to periodic
notification of the 1log transport requirement . The
objective in "the decision making of the despatcher would
be to maximize efficiency'aé defined by management poli-
cies . Major questions that must be answered by
management in considering and defining the role of the

despatcher are

1. what goals are appropriate ?

2. what are suitable criteria for choice of an effi-
ciency factor to measure the performance of the
haulage system ?

3. what procedures should be adopted by the .
despatcher to maximise this performance ?

4. how effectively would he operate ?
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1.1.1.1 Despatching Goals

The selection and setting of goals for a despatcher
requires consideration of the interests and attitudes of
each of the economic groups associated with a 1log tran-

sport system . There are usually four groups :

1. the Company opérating the mill
2. the truck owners

3. the truck drivers

4. the logging contractors .

It must be accepted that each group would seek to
improve its economic position , perhaps at the expense of
the other groups , at the stage of contract negotiation or

even during operations .

The Company point of view 1is probably the most
straightforward . Having accepted a contractor system ,
their viewpoint is that of the wood buyer and processor
making direct payment for services. Long term minimiza-
tion of the contract price and reliable delivery of the
wood are major interests and these extend to a concern for
the stability of the logging‘industry serving the mill and
knowledge of both the actual and potential physical and
economic performance of the truck fleet . The requirement
for economic data is particularly relevant in contract

negotiations .

The truck owners have a direct interest in both reve-

nue and cost . Typically , the level of contract rates
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are reviewed relatively infrequently and the truck owners
would seek the highest rate at such negotiations .
Subsequently , the truck owners would be concernéd on a
day to day basis with utilization of trucks , that is trip
allocation , and with the costs of operation . The truck
operators are in a position not unusual for contractors ,
that while revenue is usually earned at 'average' rates ,
the marginal cost of delivery is only running costs . The
return from a marginal load is almost always positive ,
thus their interest is in maximizing utilization of their

trucks .

The major interest of truck drivers is in achieving a
personally desirable trade off between additional income'
as a result of longer working hours and the reduction in
their 'own time' and perhaps the inconvenience of irregu-
lar working hours . Owner drivers have conflicting

interests as owners and as drivers .

The logging contractors have a vested interest in
ensuring that road haulage of wood is in relation to the
production of the logging gangs , since increased stock-‘
piles at the landing may cause inconvenience and loss of
production . Since payment to the logging contractors is
usually on the basis of wood delivered to the mill rather
than wood delivered to the landing the interest of this
group in the performance of a centralized despatch system
is direct , to the point that they may be reluctant to
relinquish control of the allocation of trucks to the

landings .
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The operational goals of a centralized despatch sys-

tem must at least reconcile the interests of the four

defined groups .

The diffuse and decentralized system of truck control
currently operating may allow individuals or individual
firms within these four groups to achieve economic gain
through negotiation, organization or efficient endeavour
although if viewed from a perspective of the whole tran-
sport system , a gain by one firm may be a loss by
another. Replacement of such a system by one of central-
ized control would be accepted more readily by the
separate groups if it offered each group some gain , for
example increased returns or perhaps increased security of

return .

The definition of despatching goals and testing them
in relation to the interests of the major groups involved
in log haulage to a large mill are of critical importance
in considering the introduction of a centralized despatch

system and are therefore a major aspect of study .

1.1.1.2 'Equity' Goals

The economic notion of equity (i.e. fairness ) pro-
vides one goal which could assist acceptance of the
centralized despatch system by all the major groups.. If
a centralized despatch system leads to increased opéra—
tional efficiency by reducedblbst time or reducing the
incidence of incompatible trip lengths and gives greater

predictability in fleet performance , then the increased
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efficiency could be tranSlatéd into reduced truck numbers
and increased utilization for those trucks remaining .
Adoption of a principle of equitable distribution of gains
from improved efficiency could 1lead to shared economic
improvement between at least the wood buyer , truck owners
and truck drivers through contract price negbtiations and
work conditions . More specifically , a central goal of
equitable distribution of transport work to all trucks is
likely to be essential to gain the acceptance of the truck

owners and drivers .

1.1.2 Despatch Methods

Introduction of a centralized despatch system for a
truck fleet serving a major mill would require the
development and testiﬁg‘ of a practical ‘method for
despatching trucks to achieve the goals of the system .

There are two aspects to this :

1) Information processing .
It would be necessary to provide for continuous
recording of the information on the log tran-
sport requirements for all landings and of the
status of each truck invrelatiqn to the task
assigned to it at any time and its defined cumu-
lative performancé ;

2) Trip‘assignment .
The assignment of a trip to a truck would be
based on the recorded information and the

despatching goals .
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The problems of analysis of the information and con-
sequent trip assignment would seem the more difficult .
Maister (1980) reviewed a wide range of despatch systems
in the American road transport industry and emphasised the
importance of an experienced human despatcher for respond-
ing to wunusual and changed circumstances . Despite its
apparent simplicity , for fleets of realistic size the
problem of despatch assignment is very time consuming when
solved rigorously by computer ( this is discussed further
in Chapter 2) and the problem is usually left to a human
despatcher . A variety of graphical and other techniques
of information presentation , together with clerical and
intuitive methods , are commonly used by despatchers to

provide despatch schedules .

Accepting that a rigorous solution of the trip
assignment problem by a computer program would be too time
consuming , development of computer aided despatch systems
seems to require , therefore , the programming of the com-
puter to take over some pf the information pfocessing
tasks and to provide partial or baseline solutions as a
basis for revision.or adaption by a human despatcher to
suit the changing 'real world' conditions . Both develop-
ments would permit the decision maker to give more

attention to the more complex tasks .

1.2 THE THESIS

Centralized despatch systems appear to offer the

opportunity for increasing efficiency in some log hauling
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operations . Methods to examine this assumption were
developed . The central objective became the development
of a trip assignment algorithm and the testing and evalua-

tion of 1its application as a basic element in a computer

aided despatch system .

Field testing of an assignment algorithm on an opera-
tional fleet 1is wunlikely to be seen as acceptable as a
first trial of a proposed system and a simulation model of
a truck haulage system was seen as a prerequisite for
testing and evaluating a centralized despatch system . It
was recognised that the data collection effort required to
develop a model with detailed predictive capacity for a
specific fleet was likely to be beyond the available field
study resources , it was believed that a simpler study
capturing the basic operating characteristics and system
dynamics would be sufficient for the development of a gen-
eral truck fleet model to allow testing of the allocation

procedures . Thus there were three stages to the study .

1. Development and testing of an assignment algor-

ithm for a centralized despatch system .

2. Investigation , description and implementation of
a simulation model of a synthesised: truck haulage

operation .
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3. Testing of the performance of the assignment

algorithm by application to the simulation model.

Observations of ;he logging operations associated
with the chip mill at Eden , New South Wales , indicated
definitive consideration of a centralized despatch system
as a research project . The wood chip company , Harris
Daishowa Australia , the New South Wales Forestry Commis-
sion and logging contractors through a local Logging
Comittee , expressed interest in such an investigation .
The 1log haulage system at Eden was therefore used as a
practical reference for synthesising the truck fleet simu-

lation model .

1.3 LOGGING OPERATIONS AT EDEN

1.3.1 Description of Operations

Most of the logging is on State forest land and the
management of these forests -is the responsibility of the
New South Wales Forestry Commission . The Commission has
contracted to provide for the delivery of 550,000 tonnes
of logs per annum to Harris Daishowa Australia . = The
remainder of the pulpwood for chipping comes from private-
ly owned forests in both New South Wales and Victoria .
These operations are often at large distances from the
mill . Geographic information on the pulpwood harvesting

area is shown in Figure 1.1 .
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The logging operations are based on a contract sys-
tem. About twenty principal contractors are responsible
for the harvesting and delivery of pulpwood from the

forest sites allocated to the contractors by the company .

An initial investigation was conducted in December
1979 to determine the operating characteristics of the
logging system and to provide a framework to formulate the
structure of the simulation ﬁodel . Further studies were
undertaken in March and‘July 1980 to obtain more data on
bush 1loading and truck travel times . At that time some
thirty five logging gangs were operating at separate
forest landings . The following brief descriptions of the
operations are based on observations made during the field

studies .

1.3.1.1 Bush Operations

Log skidding is usually done with large crawler trac-
tors or rubber tyred skidders . Logs exceeding the
maximum lengths permitted on the log trucks are crosscut
on the 1anding . At the time of the study , most logs

were debarked on the landings .
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EDEN STUDY AREA

NEW SOUTH WALES

BOMBALA

3 CHIPMILL

VICTORIA

Shaded area represents State Forest
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Production of logs to be transported varied from day
to day . There are also longer term seasonal and market
induced changes in production . Short term variation may
result from factors such as adverse weather } local varia-
tion of logging difficulty or skidding distance, machine
breakdown or crew absenteeism and was countered to some

extent by stockpiling . Most crews produced between four

and six loads a day .

Stockpiling was usually restricted by the need to
minimize landing size for silvicultural reasons and avoid
delays when the equipment was ready to move to the next
landing where the 1loader was required to handle logs.
Stockpiles of three truck loads or less were common and
even minor restrictions on production sometimes exhausted

stockpiles and resulted in delays to trucks at the land-

ing.

In the longer term production will vary with the
overall characteristics of the forest and terrain as a
crew moves from compartment to compartment and it must Dbe
accepted that even a small reduction in production rate
could prevent a logging crew 'keeping ahead' and maintain-
ing its stdckpile with conéequential delayé to trucks tied

to that landing .

1.3.1.2 Road Network

Almost all haulage uses some part of the national

highway network and therefore loads are resticted to lim-
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its imposed by the highway authorities. A large network
of roads has so far been constructed or upgraded for the
woodchip operations . Roads within the forest 2zones are
high standard gravelled 'trunk' roads and 'spur' roads to
provide access to each compartment . Within compartments,
roading is restricted to tracks cleared by logging con-
tractors to obtain increased efficiency by 1locating the
landing at other than on the compartment access roads .
Access difficulties in wet weather usually arise from a

failure of the compartment tracks .

1.3.1.3 Trucking operations

A fleet of over 100 trucks was licenced by the Compa-
ny to deliver pulpwood to the mill . An additional twenty

trucks delivered chipped sawmill waste .

Sawlogs produced during the harvesting operations are
delivered to sawmills in the area and constitute about 10%
of the logs harvested . Sawlog haulage was excluded from
this study . Chip haulage was also excluded because the
trucks used cannot be readily interchanged with the pulp-
wood fleet . Interaction between the pulpwood fleet and
the chip haulage trucks is limited and confined to queue-
ing at the Qeighbridge as separate terminal facilities are

used at the mill.

Trucks used to haul the pulpwood are almost exclu-
sively 6 by 4 axle configurétion and predominantly in the

engine power range 200 -250 kW . A mixture of pole jink-
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ers and rigid frame semi-trailers was in use . Both types

usually had two axles .

Round trip times were relatively 1long , typically
between three and four hours . Thus the choice between
two and three trips a day was between about an eight hour
or twelve hour day . As a consequence there was a set of
landings where an additional trip may not be undertaken ,
although part of the working day remained , representing
'under utilization ' . There was also another set of
landings where an additional trip would be undertaken ,
although the resulting working day would exceed that pre-

ferred by the driver .

Overtime was usually paid to the drivers , often on a

regular basis .

1.3.1.4 Terminal facilities

Trucks delivering wood to the mill stopped at the
gatehouse where the 1load was inspected and the delivery
docket endorsed if the load was accepted . The trucks
were then weighed on the inwards weighbridge before
proceeding to the unloading apron located between the

chipper infeed deck and the log storage yard .

The unloaders at the mill had sufficient capacity to
lift off a full truckload of longlength pulpwood in one
grab . Two unloaders were in service at the time of the

study and these were backed up by several smaller front
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end loaders . Normally only one unloader was in wuse at

any one time . A jinker loading facility was provided .

Empty trucks were weighed on a separate outwards
weighbridge and the completed delivery docket accepted at

by the weighbridge operator on the way out of the mill .

A service centre supplying fuel and tyres was located

adjacent to the mill .

1.4 ORGANIZATION OF THE LOG HAULING OPERATIONS AT EDEN

1.4.1 Organization at the time of the field studies

Log delivery was the responsibility of the logging
contractors and the following groupings were based essen-

tially on classification of these contractors .

1.4.1.1 Large multi-gang contractors

This group comprised several contractors each with a
number of logging gangs and/or haulage interests . These
contractors overcame , to a limited extent , the daylength
/ round trip problem associated,with log haulage by swap-
ping trucks around to overcome short term variation in the
rate of supply of logs to landings which results from ,
for example , a logging crew producing at a higher rate .
No ready solution was evident for utilization problems

arising from a long term change in the contractors' total
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haulage requirement under current fleet management

arrangements .

1.4.1.2 Single gang contractors

These contractors operated one gang and owned their
own trucks which were effectively tied to the one gang .
The usual practice of these contractors to reduce the
impact of the problems arisingbfrom short term fluctua-
tions in log production was to stockpile . However , some
also used trucking subcontractors to carry out some of the
log hauling and the burden of adjusting to fluctuations in
log production , particularly in the longer term , may

have been placed upon the subcontractors .

1.4.1.3 Trucking subcontractors

These are mostly owner drivers and about one quarter
of the truck fleet was controlled by them . Typically ,
they formed longer term aséociations with particular log-
ging contractors and their trucks often worked in very
similar ways to trucks owned by the logging contractor .
Adjustment to the hauling operations consequent upon pro-
duction fluctuations seemed to be undertaken by both the
trucks owned by contractors and those owned by subcontrac-
tors . However when logging contractors shifted to a new
area with very different round trip times , subcontractors
often lost employment with one logging contractor and had

to find work with another . This realignment provides the
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principal means of longer term adjustment within the fleet
to <changes 1in the total haulage requirement of the con-

tractors .

There was also a quasi market in 'spot 1loads' with
subcontractors making special trips at the request of a
logging contractor providing é facility for short term
ad justment . Agreements were informal and appeared to
depend on the subcontractors' network of personal con-
tacts, but financial arrangements were facilitated by the
direct payment of the subcontractors at agreed rates by

the Company .

1.5 CONCEPTUAL MODEL FOR THE OPERATION OF A LOGGING

TRUCK FLEET

The log haulage fleet associated with the 1logging
operations at Eden formed the framework for conceptual
description of a simulation model of the structure and
performance of a 1log truck fleet . The model is illus-

trated in Figure 1.2 .

1.6 THE STUDY OUTLINE

The introduction of a centralized despatch system
based on a 'Computer aided despatcher’ requires a pro--
grammed truck allocation procedure which in turn requires
an algorithm . The development and testing of a heuristic

allocation algorithm is described in Chapter 2.
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SCHEMATIC MODEL OF LOG TRANSFORT SYBTEM

FIGURE 1.2
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Trials on an operational log truck fleet to evaluate
the 1likely field performance of proposed heuristic algor-
ithms are unlikely to be permitted where centralized
despatch 1is not already practised because of the disrup-

tion that would be involved .

Development of a simulation model of a 1log truck
fleet would provide for evaluation studies without such
disruption . However , there are particular philosophical
and technical difficulties associated with simulation

models of logging systems .

These issues are discussed in Chapter 3 togethe: with
the development of a truck fleet model . The collection
and development of a suitable set of input data for the
model 1is described in Chapter 4 , together with the

model’s acceptance testing .

An evaluation of the performance of the heuristic
allocation system using the simulation model is presented
in Chapter 5 . The study is reviewed and the conclusions

summarized and discussed in Chapter 6 .
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CHAPTER 2

DEVELOPMENT OF A HEURISTIC TECHNIQUE

FOR DESPATCHING A LOG TRUCK FLEET

2.0 SCHEDULING IN INDUSTRIAL SYSTEMS

Scheduling of work in industrial systems 1is a very
common task_ and a considerable amount of operational
research has been directed toward the solution of the
problems in such areas as machine shopé , freight despatch
and timetabling for aircraft , buses , school classes and

work rosters ( Elion , 1978) .

In general the truck despatch problem consists of
assigning a set of n trips to a usually smaller set of m
tasks . It is similar to thé 'n indépendent job , m par-
allel machine’ problemk which is widely described in the
operations‘research literature as one of a number of 'Job
Shop' problems , for example Garey , Graham and Johnson
(1978) . Such problems are known as ‘combinatorial’ ,
referring to the combinatorial number of arrangements
which may have to be searched to obtain the optimum solu-
tion . Miller-Merbach (1976) identifies three

combinatorial types .
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l. Assignment - the allocation of a set of n ele-

ments to another set of m elements .

2. Sequencing - ordering within a set of n elements.

3. Selection - selecting a set of n from within a

larger set of m elements .

Truck despatching has aspects of 'selection’ in the
choice of a set of trips for each truck , ' assignment '
in the allocation of trips to individual trucks and
'sequencing’' if the assigned ﬁrips are ordered . The
despatching problems of log trucks have all three aspects
and in addition some characteristics not usually associat-

ed with a conventional combinatorial problem .

1. The problem is multi-period ; the comparative
performances of the trucks in a succession of

periods is important .

2. The'operations of the despatcher are adaptive ;
a sequence of despatch schedules are required ,
each depending on the performahce of the system

in previous periods .

3. The operations of the trucks ‘are stochastic
because of the delays , breakdowns and variable

travel times associated with truck operations .
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While most combinatorial problems can be theoretical-
ly cast into a variety of models suitable for mathematical
optimization , in most cases computation time for these
models increases faster than polynomially with problem
size , Miller-Merbach (op cit) . The characteristic that
no computer based solution procedure can be found that
runs in a time period which 1is a polynomially bounded
function of the number of problem elements is the basis
for classification of such procedures as NP complete ,
Lenstra (1977) . Management problems associated with
transportation often fall into the NP class ’
Miller-Merbach ( op cit , p 1l ) . Garey et al ( op cit ,
p6) reported that the ' indepéndent task , m processor
problem ', closely related to the truck despatch problem ,

was NP complete for m > 2 and advocated the use of heuris-

tic procedures .

Heuristic programming procedures often provide the
only feasible methods for solution of such problems .
Heuristics are the intuitive procedures used to formulate
systematic approaches to problem solving . Heuristic pro-
gramming is the implementation of these proéedures and
approaches as a computer programme , Miller-Merbach (op

cit) .

There are several areas of concern in the published
work on heuristics . Miller-Merbach ( op cit ) notes the
lack of any unifying treatment of design methodology .
This follows from the use of intuition to initiate the

search for the solution . Another major area of concern



Page 25

is related to the 'goodness' of the derived solutions
since the solution procedures imply no guarantees with
respect to approach to optimality . There are many
suggestions for making comparisons of solutions as a basis
for the selection of the most acceptable . Garey et al ,
(op cit) describe a method of determining worst case per-
formance for scheduling algorithms which can be used as a
reference for heuristic solution . Golden (1978) presents
a method to estimate the likely optimum solution values
for NP complete problems which can then be used to assess,
by comparison , the performance level achieved with a

heuristic solution .

Panwalkar and Iskander(1977) reviewed over 100 dif-
ferent heuristic rules . The classification system would
describe the problem of scheduling trucks as 'global
dynamic'’ '; global because information about the whole
fleet is required simultaneously and dynamic because ' the
allocation of a job can be changed in the event that it

cannot be completed by the assigned truck.

Several applications of the use of heuristics to
vehicle despatch have been reported . Brown and Graves
(1981) incorporated heuristic methods in a computer aided
real time despatch system for road tankers . 1In that
application , an exact mathematical sdlution was not
feasible by‘_computation , because the available computer

(although of large capacity ) could not provide solutions
sufficiently quickly to be wuseful in so called 'real

time'. A heuristic algorithm was developed to provide
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'prototype’ solutions to the despatcher at a sufficient
rate . The central design objective was to assist rather
than to replace the despatcher for it was recognised that
human decision making was a critical need in the complex
truck despatching environment . Maister (1980 , p98 )
also strongly supports the need for a human despatcher to

control such operations .

Brown and Graves (op cit , p29 ) suggested that to be
effective in the control of the computer aided despatch
system , the despatcher required an understanding of the
computer solution procedure , and a capability pfogrammed
into the system to intervene in the solution building pro-
cess . They cited as a typical example of despatcher
intervention in a multi-truck despatch building process
the capacity to 'fix' and remove from further considera-

tion , specific trips on specific trucks .

The work of Brown and Graves ( op cit , §22 )
illustrates the other role of the computer in aiding the
despatcher by providing an information processing system .
In association with the despatch system for the road tahk—
ers , the despatcher could store ’ retrieve and edit data
on truck availability ahd type , customer requirement and

proposed schedules as they are built up .

However , important»questions about human capacity to
use system status and problem information have been
raised. Smith and Crabtree (1975) investigated aspects of

scheduler decision making 1in the control of a simulated
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job shop . Experiments involving the presence and absence
of system status displays and an advanced computer based
planning capacity were included in the investigation .
They affirmed the limited capacity of a lone human deci-
sion maker to make effective use of either status
information or the»planning tool in controlling the com-

plex sequencing problems .

Thus an important questién in the rapidly developing
field of 'man computer systems’ is how computer processed
information is best presented to facilitate human decision
making . Smith and Crabtree ( op cit , p224 ) showed the
importance of simplicity in the presentation of informa-
tion . Ceder and Stern (1981) selected a combination of
heuristic decision rules and a computer based display sys-
tem which produced schedule schematics to facilitate the
intervention of experienced human schedulers in the pre-
paration of bus timetables in forms familiar to the
despatchers from their previous manual systems .

An application of minicomputers to the development of
a realistic simulation of an industrial process requiring
scheduling and a 'real time' decision support system was
described by Buck , Deisenroth and Alford (1978) . Using
an example in the scheduling and control of the soaking
pit operations in a steel rolling mill , the minicomputer
system provided the information base which allowed the
decision maker to construct.and_store proposed schedules
and a method of plan evaluation by means of a simulation
of the prototype schedule . The decline in hardware costs

associated with minicomputers and their growing capacity
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make them available for a wider range of applications in

'man computer systems' .

Lucas (1981) described some modern applications of
computer graphics . These developments are also important
in the development of 'man computer systems' for they
enable effective presentation of data to the decisionmaker
as the basis for intervention in the computer programming

of operations and control .

In summary , current approaches to the problems of
vehicle despatch , at least for large scale or complex
systems which exceed the capacity of human' schedulers ,
appear to be restricted to the application of heuristics .
Other areas of relevant work include the development of
computer aided decision systems incorporating either deci-
sion algorithms , primarily heuristic , information
display and storage systems , or both . Investigation of
human performance in the use of these systems , suggests
the importance of simplicity in information display and a
capacity for intervention in the operation of decision
algorithms . The reported success of 'man computer sys-
tems’' in assisting scheduling .oberations indicates they
would also be useful in despatching log truck fleets .
The technology and relatively small costs of minicomputers
suggests 'man computer systems' based on this technology

would be feasible for system development .
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2.1 A CONCEPTUAL MODEL FOR THE DESPATCH OF LOG TRUCKS

The model anvisaged was a human despatcher supported

by a minicomputer system .

2.1.1 The Despatcher -

The despatcher would collect the information required
as a basis for the allocation of trucks to the log hauling
tasks . Essentially he would require , inter alia , data
on a daily basis of the wood available at the individual

landings and the truck availability lists.

The fixed objective is to transport wdod available
and the despatcher would seek to imprové the efficiency of
the transpart operakions on the basis of defined criteria.
These criteria would desirably include the interests of

all groups .

It has already been suggested that resistance to the
introduction of a centralized despatch system must be
expected from logging contractors and owner drivers who
would lose their direct control of the landing operations.
Also , the mill operators would have to be convinced of
the possible gains from a centralized despatch system and
feel confident that they could also convince the 1logging
contractors and owner drivers of the gains before they

would implement such a system .
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The concept of equity for each truck was formulated
as a criterion for the allocation of work by the despatch-
er . That each truck receive ( as nearly as practical )
the same amount of work would bé an operational criterion
that may reduce objections by the truck owners to the
introduction of the centralized system . If it couid be
demonstrated by simulation modelling that , under a cen-
tralized despatch system , the wood becoming available ét
the landings was transported to the mill achieving a
strict equity  between ﬁrucks , then it could be argued
that a centralized despatch system could also be capable
of operating under modifications of the criterion which
may have more appeal to the truck owners or contractors .
For example , some trucks could bid to receive more work
than others as a form of overtime , perhaps at ‘'marginal
rates' , or the rates of trénsport from landings could be
varied as specified by the logging contracﬁbr to Dbetter

suit variations in the rate of bush production .

One difficulty with a centralized despatéh system
associated with a contractér based logging system , such
as that in operation at. Eden where 1logging crews and
drivers are free to determiné their working hours , is the
coordination of the truck and loader drivers at the start
of the working day . Another difficulty is that trucks
are usually garaged at thé drivers homes located in vari-
ous of the small communities. throughout the region ,
usually near the particular‘forest zone where the contrac-
tor 1is employed . 1In fhis study these difficuities were

avoided by restricting the operations of the central
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despatch trip allocation to the second and subsequent
trips of the day . This would provide for drivers to
arrange the place of the first load on each day and thus
avoid dead running as far as possible . Similarly , it

allows truck drivers to arrange their own start and first

load time .

Thus for the purpose of model formulation 1in the

first instance

1. The despatch allocation was prepared before the

start of the day's work .

2. The despatcher would collect daily information on
the volumes of wood available at each of the
individual landings before some defined cut off ,
say 4.00 pm a time chosen to allow the
despatcher time to prepare the next day's

despatch allocation .

3. Trucks would be . available for work allocation
unless the despatcher was advised before the cut

off time .

4. Truck drivers would be permitted to arrange their
own first 1load for the next day , including
importantly the use of the loader and notify the

despatcher of the load before cut off time .

5. The daily allocation of trucks by the despatcher
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would have a prime objective of ensuring that at
the end of a defined‘period , say a month , each
truck received , as nearly as practical , the

same amount of work .

2.1.2 The Minicomputer System

The use of a separatewminicomputér dedicated to the
despatching function , réther.than time sharing on a large
computer system was assumed for the project .
Consequently , limits on the available computer processor

power were assumed .

It was envisaged the computef system would be pro-

grammed to :

1. Continuously process data collected such as the
detail of 1loads delivered by each truck and the
loads remaining at the landings and truck round

trip times for specific compartments .

2. Display information'such as the data collected o,
the currently operétional or next days prototype
despatch allocation , in a2 manner which is help-
ful to the deSpatcher and can be readily

interpreted and manipulated .

3. Develop a prototype daily despatch allocation .
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This study is primarily concerned with the develop-
ment and testing of an algorithm to provide a prototype
daily despatch allocation as the major component in a com-
puter aided despatch system . The 'decision support?
rather than 'decision replacement' aspect of the proposed
system 1is emphasised by the modelling of the heuristic
allocation procedure as occuring overnight or the day
before , and thus being available for immediate modifica-
tion , at the start of , and throughout the day , by the
human despatcher .

Analysis , in this study , is restricted to that  of
the performance of the algorithm in producing a once daily
despatch allocation . Analysis of this situation is con-
sidered wuseful in that , while the addition of 'human’
capacity would undoubtedly provide improved performance,
particularly through trip reallocation as a response to
loader or truck. breakdown, these‘results would provide an
indication of likely minimum performance . Additionally ,
the computer generated allocation could reasonably bé
expected. to provide an adeqﬁate backup ( that is the com-
puter allocation could be accepted as the actual despatch
with minimal modification ) , in times of staff turnover

or as a new system was starting up .

Of course if successfulﬂéomputer based despatch allo-
cation procedures can be developed ,‘then there appears no
practical reason Why théirvﬁse could not be extended to a
'real time' or 'on line! trip”reallocation capability sup-
porting the despatcher as bevents unfold throughout an

operational day .
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2.2 DEVELOPMENT AND TESTING OF A HEURISTIC

2.2.1 A Points System

A points allocation system was devised as the basis
for determining priorities 1in the allocation of work to
trucks to ensure some defined balance between the total
work performed. and hence the payments received by each
truck. The basis of the points allocation system has a
major influence on the operation of the despatch alloca-

tion system.

There are many indices ‘that could be chosen zfor
points allocation and. of course factors gould be_gombined
into one index. Equitable opportunity for truck owners to
earn profit, equitable working hours, and a ranking of the
economically 'good' loads with the 'poor' all provide pos-

sible indices .

The accounting framework for the costs associated
with the‘operation of a truck putlined in Chapter 1 ,(p?),
shows that truck utilization is a very‘significant factor
in the profitability of a road haulage operation and sug-
gests that a point score system based on the .actual trip
time of completed loadsxwouldxbe a fair system. Trip time
in its simplest form is the sum. of travel time, time at

the landing and time at the mill.
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There are , of course , some problems associated with
such a choice . The mill owners and the owners of the
faster trucks might be assumed to favour such an index
being based on 'average' or 'standard' trip time for each
landing . An index based on ‘'actual' ¢trip time would
result in slower trucks being awarded more points for the
same trip . The 'terminal operations' component of the
actual trip time presents another problem. The time that
a truck spends at the landing and mill can be considered
as 'standing cost' time which is considerably less than
'travelling cost' and therefore not worthy of as many
points per unit time as for‘travelling. Thus short trips
which have a higher proportion of terminal time could be

advantaged unless the points score were adjusted .

Overall the 'landing operations' are one of the sig-
nificant issues associated with the acéeptancé by truck
drivers and logging contractors of a centralized despatch
system. Loading could remain the responsibility of the
logging contractor,whovmay have no direct financial incen-
tive in ensuring the rapid loading of the trucks . Trucks
loading from landings with slow 1loadout times would be
disadvantaged by the adoption of a 'standard' trip index .
A simple development of,the4éentrallcontrol system Dbased
on reliable radio reporting of landing time operations
could readily allow separaﬁev points allocation on the

basis of landing and travel times.

A points system derived from the +total round ¢trip

time was adopted for this study . The main reasons were
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that data is more readily available for total trip times,
its simplicity was appropriate in the first model and mod-
ifications could be incorporated in subsequent development
of the programme if testing shows them to be more

appropriate.

2.2.2 The First Heuristic Allocation Procedure

Many heuristics use sorting ‘procedufes to prepare
lists and then assign members of one list to another in
predetermined ways. Best to worst assignment is one such
way and is adopted here . 1In éffect the best remaining

trip set is assigned to the remaining truck with the worst

pointscore.

The ongoing procedure adopted for the first heuristic
was firstly to add the total previous pointscore of the
truck at any stage ( that is one point for each minute
worked ) and the projected points to be earned for the
first trip* on the next day. The list of the projected
pointscore at the end of the next days' first load for
each truck was then sorted and stored . A prototype 1list

of trip sets was made from the trips remaining for the day

* The first trip would be arranged by the truck driver to
ensure the synchronization of startup time with the loader
driver . The despatcher would be notified of the landing

chosen to allow its inclusion in the day's despatch allo-

cation .
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by randomly assigning trips to trip sets. 'N' sets were
prepared for the 'n' trucks . The pointscores associated
with each trip in a set were added to give a projected
points yield for each set and the list of trip sets sorted
and stored . The despatch allocation was then built up by
assigning the trip set with the highest point score 'yield
to the truck with the lowest projected points score and so
on, that is the 'N' sets were assigned to the 'n' trucks .
The procedure is essentially best trip set to 'worst off’

truck .

2.2.3 Testing the First Allocation Programme

A deterministic simulation of a twenty truck fleet
working three trips a day over ten ménthly periods each
month of 20 days was developed and programmed to test the
performance of the “heuristics . This model comprised a
trip generator, a points scofe.accounting system and the
heuristic allocation procedure-. The daiiy lists of trips
were drawn randomly from the selected distribution by the
trip generator , andithen assigned to the trucks in sets
of three representing a full day's work . However , the
model was deterministic in that the projected trip time

was then assumed to be the actual trip time .

Two test series were conducted , Series A and Series

B , with trip time distributions drawn respectively from a
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uniform distribution and an empirical distribution
obtained from observed round trip times at Eden . 1In each
series , the model was tested by running the prepared com-
puter programme twice , once with and once without the
single pass heuristic . Without the heuristic , the daily
three trip sets remained those initially assigned at ran-
dom , and the experiment provided a benchmark for
subsequent evaluation of the heuristic's performance .
The same random number seed was used in both runs to gen-

erate identical trip lists.

Random allocation within a three trip day was chosen
as a benchmark , firstly because it provided a procedure
which was readily comprehensible . Secondly , becauée of
the restricted range of trip times available for selec-
tion, and the assurance of three trips per simulated day ,
the procedure might be expected to“perform creditably with
respect to the equity measure proposed . Indeed , subse-
quent comparison with the results obtained for the
benchmark simulation of the actual fleet operations , (
discussed in Chapter 5 ), shows thé random method of tfip

assignment to be superior .

2.2.3.1 Test Series A

For Series A tests the daily trip lists were drawn
from a uniform distribution of trip times , lower limit 50
minutes , higher limit 150 minutes . After drawing the

trip 1list for a day a scaling factor was determined by
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dividing the resulting 1list-average trip time by 100
minutes . All trips in the daily list were then adjusted
by this scaling factor to ensure that the total daily hau-
lage task on each day of each of the ten monthly periods
remained constant at 6000 minutes to assist in direct com-
parison of tests . This 1is similar to a transport
manager's concern with holding the total haulage task for

his fleet constant .

The results of totallmbnthly trip times for individu-
al trucks are presented in Figure 2.1 as comparative
histograms , that is for ten monthly observations per
truck for 20 trucks . The results of Qariation in daily
total times within each month , as measured by the stan-
dard deviation of daily times within each month for ‘each
truck , are presented in Figure 2.2 as comparative histo-
grams . The distribution statistics for these Figures are

in Table 2.1 .

Figure 2.1 shows a marked collapse in the spread of
the distribution resulting from the operation of the
heuristic allocation algorithm . By comparison with ran-
dom allocation of trips it improves very considerably the
equity of the allocation of work to trucks . The standard
deviations associated with these two distributions (Table
2.1) show a reduction of 87% in monthly total time varia-
bility , the principal measure of equity used in this

study .
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Figure 2.1 Frequency - Time Histograms of
Truck Monthly Total Times
Uniform Trip Distribution
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Figure 2.2 Frequency - Time Histograms of
the variation of Daily Total Time
within each Month for each Truck
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Figure 2.2 shows , by a shift of the distribution
generated from heuristic reallocation , that the heuristic
also reduces the average level of variation in daily times
by about 46 % (Table 2.1 ) . An 'a priori' expectation
that daily total time variation might have been increased
by the operation of the heuristic 'over correcting' was

not supported .

TABLE 2.1

DISTRIBUTION STATISTICS FOR TEST SERIES A
COMPARING THE SINGLE PASS HEURISTIC WITH
RANDOM ALLOCATION USING UNIFORM TRIP DISTRIBUTION

RANDOM HEURISTIC
MEAN STANDARD . MEAN STANDARD
DEVIATION DEVIATION
(mins) (mins) (mins) (mins)
AVERAGE ’
MONTHLY 6000 416 6000 57
TRIP TIME
TOTAL
AVERAGE _ :
DAILY 94 15 52 12
TRIP TIME
VARIATION

2.2.3.2 Test Series B

The tests of Series A were repeated as Series B but
with the trip times being drawn from a discrete distribu-
tion * derived from observations of round trip times for

the Eden truck fleet ( Figure 2.3 ) . In this test of

*The collection of data for this distribution is described

in Chapter 4 .
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the heuristic the daily trip lists were not scaled thus
providing for some random variation in the daily total

haulage task .

The results are presented ,}in Figure 2.4 , as com-
paritive histograms of the total monthly trip times , in
Figure 2.5 as comparitive histograms of the average varia-
tion in daily trip times within a month for individual
trucks and in Table 2.2 as the distribution statistics for

the test series .
TABLE 2.2
DISTRIBUTION STATISTICS FOR TEST SERIES B COMPARING

SINGLE PASS HEURISTIC WITH RANDOM ALLOCATION

USING EDEN OBSERVED TRIP DISTRIBUTION

RANDOM HEURISTIC
MEAN STANDARD . MEAN STANDARD
DEVIATION ' DEVIATION

(mins) (mins) {mins) . (mins)
AVERAGE ' ' ' S '
MONTHLY 15710 © 850 15710 193
TRIP TIME
TOTAL
AVERAGE
DAILY 196 31 112 23
TRIP TIME
VARIATION

Figures 2.4 and 2.5 demonstrate that the heuristic is

again successful , firstly in improving equity in alloca-
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tion of work , the standard deviation associated with the
the monthly totals in the heuristic test being reduced by
78% of that recorded for the random allocation , and
secondly in that the variation of daily workloads of indi-
vidual trucks is again reduced , by about 43 % of that of

the random allocation .

In summary both series of tests provided strong evi-
dence that application of the heuristic would be

advantageous .

2.3 THE SECOND HEURISTIC ALLOCATION PROGRAMME

While the tests of the heuristic indicated that the
first programme was successful for the conditions tested ,
two additional 'passes' were added in an attempt to
improve its performance under a wider variety of condi-
tions . They are called Pass 2 and Pass 3 respectively
and follow the application of the heuristic previously

described , hence called Pass 1 .

2.3.1 Pass 2 'Trip swap improvement Pass'

Pass 2 examines the swapping of trips between trucks.
It 1is a typical 'improvement' heuristic similar in nature
to that used by Barry and Robinson (1977). The objective
of the improvement rule remains unchanged as minimizing
the deviation by each truck from the average score after

the designated trip set is completed. Pairwise compari-
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sons are made of the trips allocated to the highest and
lowest scoring trucks , then the next highest to the next
loweét until the list is_exhausted. For each pair, the
longest trip allocated to the highest scoring truck is

swapped if

1. it exceeds the shortest trip allocated to the

lowest scoring truck and if

2. the defined maximum allowable length of the work
day 1is not exceeded by the lower truck which is

now receiving the longer trip .

The 'driver selected first trips' continue to be
excluded from the paired comparisons. The remaining truck

pairs are assessed in turn.

The maximum length of working day was set at twelve
hours and is a necessary limit to the heuristic which
could otherwise attempt to alloééte all the trips to the
'poorest’ truck . While vthe choice of twelve houfs is
somewhat arbitrary , such limits are acceptable in prac-
tice, 1implicitly in terms of what a driver is prepared to

undertake and explicitly in terms of traffic regulations.

2.3.2 Pass 3 'Capacity enforcer - trip reallocation’

The third Pass is concerned directly with enforcing

the rule that the defined maximum length of a working day
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must not be exceeded . Although the procedures in Pass 2
check for daylength , those of Pass 1 do not and resulting
trip schedules can still exceed the maximum . Pass 3 is
comprised of two elements , a 'capacity enforcer' (Pass
3A) and a 'trip reallocator' (Pass 3B) . In Pass 3A the
output schedule from Pass 2 is sorted again and placed in
a 'linked list', a computer data handling technique which
facilitates removing and reinstaliing items when their
points standing changes. The truck with the highest score
is considered first and , if its daily work time exceeds
the allowed maximum , a trip is selected for removal such
that it is the smallest that could be removed to shorten

the day length to a target level . 1In the second part of
this Pass , 3B , the 'trip reailobator' , the removed trip
is 'offered' to the truck with the lowest points standing.
If this truck can accept it, without exceeding its own
maximum day length , the trip is allocated to that truck.
Otherwise the successively higher scoring trucks are con-
sidered in turn, until either the trip is allocated or the
truck 1list 1is exhausted. If the truck list is exhausted

then the trip is 'pushed back’ to the work schedule of the

next day.

When a trip is reallocated the recipient truck is
removed and reinstated in the ofdered list at its new
level ensuring that the 'most deserving' trucks are always
offered the first choice. The procedure works down the

list checking in turn the working day length of each

truck.
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2.3.3 Summary description of Heuristic structure

The final structure adopted was

l. Pass 1 - Best to worst trip set allocator ; 

2. Pass 2 - Individual trip swap improvement
routine; :
3. Pass 3 A,B - Capacity enforcer and subsequent

trip reallocator .

2.3.4 Testing of the Second Heuristic Allocation

Programme

A test programme was written to evaluate the perfor-
mance of the three Pass heuristic allocation algorithm.
Again two series Qf tests , Series C and Series D , were

undertaken . The test program listings are in Appendix A.

1. Series C : Trips drawn from a uniform distribu-

tion

2. Series D : Trips were drawn from a distribution

of round trip times recorded at Eden.

Testing was further expanded to investigate the
effects of changes 'in workload and the effectiveness of
the different components of the heuristic . Five dif-
ferent levels of total work load were considered in each

test and six variations of the allocation procedure were

tested.
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The different heuristic combinations selected to

indicate the contributions of the individual passes were

1. All three Passes active.

2. Pass 3B , trip reallocation following removal of
a trip because the working day length of a truck
exceeds the defined maximum, was disabled .

3. Pass 2 which includes the trip swap improvement
routine and Pass 3B were disabled . Pass 3A is
required to limit daylength .

4. Pass 1 the initial allocation building schedule
and Pass 3B . were disabled and Pass 2 was reen-
abled . .

5. Pass 1 , Pass 2 and Pass 3B were disabled .

6. all three Passes were disabled causing random
trip allocation and no daylength checking .

The experimental design , analysed in three two way
Analysis of Variance tables ,for the_series of tests is
shown in Figure 2.6 . Each experiment was repeated five

times .

Three statistics were collated for each cell of the

experimental design .

1. The mean of total work times of each of the 20

trucks in the model fleet (average monthly total

times) .

2. The standard deviation of the set of 20 individu~

al truck monthly total work times (monthly
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EXFERIMENTAL DESIGN FOR ANALYSIS OF VARIANCE

LOW 87.5 HIGH 112.5

TABLE 1
UNIFORM DISTRIBUTION

TABLE 2

UNIFORM DISTRIBUTION
LOW 75.0 HIGH 125.0

TABLE 3

UNIFORM DISTRIBUTION
LOW 62.5 HIGH 137.3

HEURISTIC COMBINATIONS
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HEURISTIC COMBINATIONS
1 2 3 4 5 6
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variation). This statistic provides the princi-
pal measure of equity as it measures dispersion

of total work time in the monthly period .

3. The mean over the 20 trucks of the standard devi-
ations calculated on the sets of 20 daily work

times for each truck (daily variation).

The Minitab statistical package ( Ryan et al , 1976)

was used for the analysis and it is limited to two way

analysis of variance .

2.3.5 Test Series C

In the test series based on the selection of trips
from a uniform distribution of trip times three ranges of
the distribution were used to test the sensitivity of the
expanded heuristic programme to chénges in the spread of
trips available for allocation, namely ranges of 0.25,
0.50, 0.75 times the distribution mean , that is Uniform

Distribution with Mean 100 minutes and

1. Lower limit 87.5 , Higher Limit 112.5 for the

0.25 range ,

2. Lower limit 75.0, Higher limit 125.0 for the 0.5

range , and

3. Lower limit 62.5 , Higher 1limit 137.5 for the

0.75 range .
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2.3.5.1 Analysis of Truck Monthly Total Times

The results of the analysis of the monthly total work
times is given in Tables 2.3a, 2.3b and 2.3c and presented
diagramatically in Figures 2.7a , 2.7b, 2.7c . There was
no statistical difference at the 95% level between the
grand means for the three analysis tables for the levels
of distribution range or betweeﬁ éhe six allocatién treat-
ments within any of the tables . The effects of
increasing the work load seem to be carried over directly
into the total work time indicating consistent performance

of the allocation heuristic with increasing work load .

2.3.5.2 Analysis of Variation of Truck Monthly Total

Times

The level of variation in monthly total times between
trucks is the principal measure of the system's perfor-
mance given the objective_of attaining equity in the times
worked by each truck. The result of the statistical ana-
lysis of the experimental data for the variation ,
represented by the standard deviation of the set of indi-
vidual truck total monthly times for the whole fleet at
the end of each month4, is given in Tables 2.4a, 2.4b and
2.4c and are shown in Fighres 2.8a, 2.8b and 2.8c. There

was no statistical difference in the variation of monthly
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TABLE 2.3 RESULTS OF ANALYSIS OF MONTHLY TOTAL TIMES FOR ERCH TRUCK IN ERCH MONTH

Table 2.3 a Results for Unifora Distribution and Range 0.23

TABLE OF MERNS ANALYSIS OF VARIANCE
ROW MEAN DE T0 DF ] MS F
1 7449 8002 8627 9039 9730 8582
2 7249 8002 8627 9099 9730 8582 F1 SCHEDULING 2 50443 25211 (1
3 7449 8002 8627 9099 9730 48382 TREATMENTS
4 7449 8002 8626 9095 9728 8580 o
5 749 8051 8797 9156 9681 8836 F2 FLEET 4 47117188 11779297 258 w2
b 7449 8002 8626 9095 9728 8380 - WORKLORD
COL MEAN
7464 8018 8683 9117 9713 8599 Fl #F2 8} 80735 + - 10092
ERROR 60} 3023400} 50390
PODLED STANDARD DEVIATION = 224 {45649} +
TOTAL 4 50271768

ROWS are heuristic combinations + Interaction term less than Error and combined with Error for analysis
COLS are levels of workload

Table 2.3 b Results for Uniform Distribution and Range 0.5

TABLE MEANS ANALYSIS OF VARIANCE
ROW MEAN DUE TO DF ] MS F
1 7625 8104 8524 9336 9583 8624
2 7625 B104 8528 9336 9583 8624 Fi SCHEDULING - 2 580 290 (1
J 7625 8104 8524 9336 9383 8624 TRERTMENTS
4 7625 8104 8524 9336 9383 8624
3 7663 7976 8580 9034 9929 8640 F2 FLEET 4 42400304 10600076 262 #:¥
6 7625 8109 8524 9333 9381 8634 NORKLOAD
COL MERNS
7637 8063 8543 9241 9697 8636 Fi # F2 8 735987 91998 2.68 &+
POOLED STANDARD DEVIATION = 201 ERROR €0 2519844 40331
TOTAL 14 43556712

ROWS are heuristic combinations COLS are levels of workload

Table 2.3 c Results for Uniform Distribution and 0.75 Range

TRBLE MEANS ANALYSIS OF VARIANCE

ROW MEAN DUE TO DF 8§ L] F
1 7455 8082 8666 9126 9800 8626
2 7435 8082 8666 9126 9800 8626 F1 SCHEDULING 2 I5] 37 (1
3 7435 8082 8h66 9126 9800 8626 TREATMENTS
4 7435 8082 8666 9126 9800 8626
3 7472 8036 8679 9273 9657 8623 F2 FLEET 4 48629140 12157285 253 #
6 7454 B0B2 8BBE6 9122 9800 8625 WORKLOAD
COL MEANS

7460 8068 8670 9174 9752 8625 Fi # F2 8 150119 18765

POOLED STANDARD DEVIATION = 228 ERROR 60 3111879 51865

ToTRL 74 91891212

ROMS are heuristic cosbinations COLS are levels of workload
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TABLE 2.4 RESULTS OF ANALYSIS OF VARIATION BETWEEN TOTAL TIMES FOR EACH TRUCK IN ERCH MONTH

Table 2.4 a Results for Monthly Totals for 0.25 Range and Unifora Distribution

TABLE MEANS
ROW MERN

1 43 4 60 75 48
2 3 & 64 66 52 56
3 289 251 265 351 355 302
4 520 369 314 403 371 395
3 500 323 357 429 354 393
6 521 390 381 457 449 439
COL MEAN
321 236 240 297 2712 213

POOLED STANDARD DEVIATION = 75

ANALYSIS OF VARIANCE

ROWS are heuristic coabinations COLS are levels of workload

Table 2.4 b Results for Monthly Totals for 0.5 Range and Uniform Distribution

TABLE MEANS
ROW MEAN
0 N8 W ¥ 7 N
98 6 34 63 65 61
380 227 395 224 233 2%

4
436 417 397 3719 620 410
449 408 414 421 414 421
473 462 409 471 476 458
COL MEANS

308 272 287 269 281 283

OV N & LN =

POOLED STANDARD DEVIATION = 283

DUE TO 0F 5§ S F

F1 SCHEDULING 5 3827672 765534 136.1 #x%
TREATMENTS

F2 FLEET 4 159261 39815 7.1 #22
NORKLOAD

Fi # F2 20 178161 8908 1.58

ERROR 120 675027 9625

TOTAL 149 4840122

ANALYSIS OF VARIANCE

DUE TO DF §S MS F

F1 SCHEDULING 5 4186478 8372% 81.4 #&
TRERTMENTS

F2 FLEET § 21772 6943 {1
WORKLOAD

Fil #F2 20} 144365} + 7128

ERROR 120} 1295880} 10799

TOTAL 149 5654495

ROWS are heuristic cosbinations + Interaction tera less than Error and coabined with Error for analysis

Table 2.4 c Results for Monthly Totals for 0.75 Range and Unifora Distribution

TABLE MEANS
ROW MEAN

3B 53 44 0 52 &
4 64 48 66 69 SO
160 133 141 158 197 160
460 410 401 411 409 418
422 448 43B 435 438 436
428 490 491 48B3 489 476
COL MEANS

257 269 260 267 276 266

NN E AN

POOLED STANDARD DEVIATION = 55

ANALYSIS OF VARIANCE

DUE TO F S8 uS F

FI GCHEDULING 5 4967121 993425 324 #m
TREATMENTS

F2 FLEET 4 6566 1682 (1
HORKLORD

FI & F2 20} + UIB} 1716

ERROR 1203 M 30%

TOTAL 149 5279562

ROWS are heuristic cosbinations + Interaction ters less than Error and combined with Error for analysis

COLS are levels of workload
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total work times between trucks as a result of increasing
the range of the uniform distribution of‘trip times , that
is , between tables . The effect of increasing the work
load is not clear. For the lower range (Table 2.4a) the
treatment effect is statistically significant while it is
not for the other ranges of 0.50 and 0.75 as given in
Tables 2.4b and 2.H4c respectively. Although the treatment
is significant in the 1lower range Analysis of Variance
(Table 2.4a) , there is no clear trend in the effect of
increased workload evident in the row means .
CON

The effect of the differentvhéuﬁistic\combinations is
highly significant statistically and provides one of the
most important results of the test . The variations evi-
dent in treatment six (random selection. of trips) is
reduced by about 86% in treatment one (the full three Pass
heuristic) . The effectiveness of the algorithm is
reduced hy only one per cent in treatment two (dropping
the Pass 3B reallocation procedure following excess work
day trip removal ) . The reduction of 1% is not signifi-
cant statistically. Treatment three , dropping Pass 2 ,
the trip swap improvement routine , is inferibr to treat-
ment one but it is still abbut‘35% better than treatment
six and the difference is Statistically significant . It
can be concluded that Pass 2 makes a significant contribu-
tion . Treatment four (dropping the':Pass 1 allocation
algorithm ) is only about 12% better than treatment six
and the differences are statistically, different in only
one of three tables (2.4c). It shows the critical role

played by Pass 1 , and that it is more important than Pass
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2 . Treatment five (Capacity enforcer only) provided an
8% improvement over random allocation but the differences

were not statistically significant .

2.3.5.3 Analysis of Variation in Daily Total Times

The results of the statistical analysis of the exper-
imental data for variat}on in daily work times , measured
as the standard deviatio;'of-thg set of the daily  work
totals for each truck for each month , is given in Tables
2.5a, 2.5b and 2.5c and shown in Figures 2.9a, 2.9b and
2.9c. Variation in daily worktime could be expected to be
a factor of concern to truck drivers assuming they prefer
a stable work day length . The statistics show signifi-
cant effects of both work load and heuristic combination .
Daily variation seems to grow proportionally with increas-
ing fleet workload , that is , the number of trips per
fleet day . This could be expected since the magnitude of
the individual daily workloads is becoming larger . While
the effect of the different allocation treatments is not
generally clear the heuristic treatments are all signifi-
cantly better than the random case (treatment six) at

reducing the variation . The full algorithm (treatment

one) 1is better than random (treatment six) by about 16% .

2.3.6 Test Series D

In the second test series the trip times were drawn

from a distribution of the same shape as that obtained



TABLE 2.5 RESULTS OF ANALYSIS OF VARIATION IN DRILY TOTALS WITHIN A MONTH FOR ERCH TRUCK

Table 2.5 a Results for a Unifora Distribution and Range 0.25
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TRBLE MEANS ANALYSIS OF VARIANCE
ROW MEAN DUE TO DF 8s MS F
1 74 81 9 103 106 9 Fi SCHEDULING 5 2190 438 8.7 #x
2 % 8 93 101 100 90 TREATMENTS
3 68 62 92 101 9% &
4 74 81 95 98 9B & F2 FLEET [ 22328 9582 150.9 &5
5 712 82 B 99 14 P WORKLOAD
6 72 8 9 1 13 9
COL MEANS Ft ¥ F2 20 1871 94 1.86 #
72 83 9% 103 104 9
ERROR 120 4442 37
PODLED STANDARD DEVIATION = 6.08 TOTAL 149 30832
ROWS are heuristic cosbinations COLS are levels of workload
Table 2.5 b Results for a Unifors Distribution and Range 0.5
TABLE MEANS ANALYSIS OF VARIANCE
ROW MEAN DUE TO DF 85 M5 F
1 70 8 87 97 103 @& F1 SCHEDULING 5] 4683 936 42.6 #x
2 73 8 93 101 105 91 TREATMENTS
J 72 8 9 101 104 9
4 78 83 97 107 19 92 F2 FLEET 4 22853 M3  259.7 sax
9 77 88 97 107 109 9% WORKLOAD
6 81 94 103 120 127 105
COL MERNS F1 %F2 20 a30 41 1.86 #
TS5 85 9 105 109 9
ERROR 120 2702 2
PODLED STANDARD DEVIATION = 4.7
TOTAL 149 31070
ROMS are heuristic combinations COLS are levels of workload
Table 2.5 c Results for a Unifora Distribution and Range 0.75
TABLE MERNS ANALYSIS OF VARIANCE
ROW MEAN DUE TO F 85 ws F
1 68 76 89 8 9 &8 F1 SCHEDULING 5 11430 2285 81.6 =&+
2 67 88 39 9 103 A TREATMENTS
3 68 8 98 99 100 9
4§ 80 9 9% 106 107 97 F2 FLEET 4 251% 6299  225.0 =
5 79 9 108 111 114 101 WORKLOAD
6 77 101 118 123 134 110
COL MEANS Fi # F2 20 2251 112 4,0 ¥
73 89 101 104 109 95 ‘
ERROR 120 3386 28
PODLED STANDARD DEVIATION = 5.3
TOTAL 149 42264

ROWS are heuristic combinations
COLS are levels of workload
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from a field study at Eden (Figure 2.3 , p42 ) . The
trips drawn from this distribution were scaled by 0.75 ,
0.50 and 1.00 to provide three treatments to assess the
effect of trip length on the performance of the algorithm.
The total‘daily trips by the twenty trucks, that 1is the
fleet work load, were again varied between 42 and 54 trips
per day and the same set of allocation treatments applied.
The Analysis of Variance Design adopted was the same as

that used in Series C . Statistics presented are Average

Monthly Time and Variation in Monthly Time , calculated as

for the earlier test .

2.3.6.1 Capacity Overflow

In the case of the 1.0 scaled trips the combination
of actual trip length and daily work loads in excess of 48
trips was found to be beyond the capacity of the truck
fleet and a 'capacity overflow' was defined for this study
as a build up of a backlog greater than the haulage task

set for one day.

2.3.6.2 Analysis of Monthly Total Times

The results of the statistical analysis of the indi-
vidual truck total monthly trip times associated with the
levels of scaled trip lengths ,that is factors of 0.75 and
0.50 , are given in Tables 2.6a and 2.6b and Figures 2.10a
and 2.10b . There was no statistical difference between

the two tables at the 95% confidence lével.
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TABLE 2.6 RESULTS OF ANALYSIS OF MONTHLY TOTALS FOR EACH TRUCK IN EACH MONTH

Table 2.6 a Results for EDEN Distribution and 0.5 Scaled Trip Tises

TABLE OF MEANS ANALYSIS OF VARIANCE
1 2 3 4 3  MEAN DUE TO DF 8s MS F
1 5461 5768 OSE75 6336 7708 6205 Fi SCHEDULING S 28232 3648 31
2 5461 5768 6175 6534 7088 6205 TREATMENTS
3 5461 5768 6175 6334 7088 6205
4 9398 5823 6235 6392 7042 6229 F2 FLEET 4 30063224 12515806  407.2 ##+
3 5461 5768 62357 6392 7186 6228 : WORKLOAD
6 95461 5768 6235 €392 7186 6228
COL MEANS Fi # F2 2013+ 145783 } 7283 }
9450 S5TTT 6247 6390 7082 6229 ERROR 140 } 4303350 } 34634 )
POOLED STANDARD DEVIATION =186 TOTAL 149 94394808

ROWS are heuristic combinations + Interaction term less than Error and combined with Error for analysis
COLS are levels of workload

Table 2.6 b Results for EDEN Distribution and 0.75 Scaled Trip Times

O O & CAl N =

TRBLE MEANS ANALYSIS OF VARIANCE
ROM : MEAN DUE TO DF 88 S F
8228 8780 9306 10144 103784 9387
8228 8780 9306 10144 10374 9387
8228 8780 9306 10144 10374 9387 F1 GCHEDULING 5 180220 36044 (1
8268 8691 9412 10061 10885 9423 TRERTMENTS
8228 8780 9306 10144 10374 9387
8294 8780 9306 10051 10422 9373 F2 FLEET 4 93275984 23318996 495.1 #&¢
COL MEANS WORKLORD
8228 8763 9323 10030 10422 9363
Fi # F2 202 800888} 40044} +
POOLED STANDARD DEVIATION 220 ERROR 120} 9793226} 48277}
TOTAL 149 94394808

ROWS are heuristic combinations + Interaction tera less than Error and combined with Error for analysis
COLS are levels of workload

Table 2.6 ¢ Results for EDEN Distribution and 1.0 Scaled Trip Times

TRBLE MEANS
| (MINS)

LEVEL OF HEURISTIC COMBINATIONS ‘

WORKLOAD 1 2 3 4 5 6

42 TRIPS 10820 10833 10834 10806 10743 10868

45 TRIPS 11563 115682 11586 11632 11183 11637

48 TRIPS 12313 12279 12378 12236 11430 12302 #*OVERFLOW

91 TRIPS 12555 12609 12669 12437 1159 13193 #»OVERFLOW

34 TRIPS 12643 12747 12437 12521 11602 14088 *#xOVERFLOW -
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FIGURE 2.10 AVERAGE MONTHLY TOTAL TIMES
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The results for the 1.0 scaled trip lengths , Table
2.6c , provided some important insights into the behaviour

of the heuristic allocation procedure as daily capacity

was approached .

The first concerns the likely levels of fleet capaci-
ty . The theoretical maximum daily capacity for trip
times under the model's aésumptibns is 14;400 minutes,
that 1is 20 trUcks_for 12 hours. Indications of practical
daily capacity without the heﬁristic are given by treat-
ment five , the Pass 3B only treatment which is random
trip initial allocation with no trip reallocation , and
simply enforces the maximum daylength . Practical capaci-
ty could be expected to be much less because the trucks
need to complete a whole number of trips ( the daylength /
round trip problem outlined earlier ) ,and appearsl to be
about 80% of the theoretical maximum at the 45 trips per
day loading , just below the onset of capacity overflow .
Treatment one , the full three ?ass heuristic system ,
allowed about 4% more work timé without overflow . Thus ,
under conditions of a defined maximum allowable daylength

and , for fleets working at maximum throughput, the full

three pass heuristic trip reallocation procedures appear

to increase capacity by about 4 % .

Secondly , the heuristic procedures appear to
increase throughput as the trip demand rises into capacity
overflow . Fleet throughput ( minutes worked per day)
approached 90% of the theoretical maximum capacity under

the condition of overcapacity , although , of course not
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all 1loads available were being shifted . The main reason
is that as the backlog builds up into capacity overflow
the range of trip lengths available to the heuristic
algorithm of Pass 3 has a wider range of trip times avail-
able to select from to 'fill the holes' in the allocation.
This appears to be an important characteristic of the
algorithm under conditions of transient excess demand , in
that it works more efficiently under stress and therefore
backlogs are cleared more quickly . This behavioural
characteristic is a form‘of daﬁping_and is widely recog-
nised as contributing to stability in many systems . Of
course , sustained excess demand results in continuous

capacity overflow and some trips not being hauled .

2.3.6.3 Analysis of Variation of Monthly Total Times

The variation of the monthly totals of ¢trip times
between trucks is given in Tables 2.7a and 2.7b and Fig-
ures 2.1la and 2.1l1lb . Performance in minimizing this
variation represents the primary ﬁeasure of fleet équity .
There was a 30% increase in grand mean variation between
the two tables corresponding to scaling of trip length‘by
factors of 0.50 and 0.75 , but this'appears to be a result
of the consequent 50% increase in the magnitude of indivi-

dual trip times and monthly totals .

The effect of the allocation treatments is highly

significant and readily seen in Figure 2.11b .



TABLE 2.7 RESULTS OF ANALYSIS OF VARIATION BETWEEN MONTHLY
TOTALS FOR EACH TRUCK FOR ERACH MONTH

Table 2.7 a Results for EDEN Distribution and 0.5 Scaled Trip Tises

Page 63

TABLE MERNS ANALYSIS OF VARIANCE
ROW MEAN DUE TO DF 55 s F
1 79 8% 82 91 8 84 F1 SCHEDULINS ] £817999 1363600 386.,9 #x#
2 60 77 80 80 77 75 TREATHENTS
I3 M 61 &8 W 91 8
4 532 432 562 4§52 9507 513 F2 FLEET 4 9217 13804 3:.92 *#
S5 498 463 451 508 608 505 WORKLOAD
6 513 464 460 303 955 499
COL MEANS F1 £ F2 20 117439 9872 1.66 #
291 263 287 04 322 293
ERROR 120 422875 3524
PODLED STANDARD DEVIATION = 59 . .
TOTAL 149 7413529
ROWS are heuristic combinations COLS are levels of workload
Table 2,7 b Results for EDEN Distribution and 0.75 Scaled Trip Times
TABLE OF MEANS ANALYSIS OF VARIANCE
ROW MEAN DUE TO DF 85 S F
1 11 105 112 115 108 110 '
2 9% 113 112 101 116 106 F1 SCHEDULING 5 11240699 2248140  351.2 #¥&
3 107 118 90 121 129 113 TRERTMENTS
4 620 627 530 519 417 542
5 6480 589 666 G552 959 608 F2 FLEET [ 8233 2073 (1
6 745 T30 749 789 832 770 WORKLOAD
COL MERNS
385 380 376 366 387 375 Fi # F2 20 224518 11226 175+
PODLED STANDARD DEVIATION = 80 ERROR 120 768254 8402
TOTAL 149 12241764

ROWS are heuristic comsbinations COLS are levels of workload
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Treatments one , two, and three which all include
Pass 1 are about 80% better than the random, unrestricted
daylength combination represented by treatment six .
Treatments four and five are not statistically different
from the random allocation (treatment six) for the set of
shorter trip 1lengths (0.5 scaled) but perform about 20%
better for the longer (0.75 scaled) trip lengths . The
increasing effectiveness of treatment four , which is
based on Pass 2 and the daylength enforcing Pass 3A , as

the workload rises , is seen in Figure 2.11b .

The effect of treatments associated with the number
of trips per day (fleet workload) , showed contradictory
trends between the trip lengths corresponding to the two
scaling factors of 0.50 and 0.75 , and appears to be a
result of the changing behaviour of treatment four noted
above . Table 2.7a (scaling factor 0.5) shows that the
workload treatment effects are'statistically different and
increased with the trip length . Table 2.7b (scaling fac-
tor 0.75) shows that variétion decreased with increased
daily workload although the treatment effects are not sta-
tistically significant . The interaction term is
significant in both tables , and is most obvious in Figure
2.11b where the effect of the maximum daylength constraint
in treatments four and five is contrasted with the steady
climb in treatment six (no heuristic , no daylength limit)
and again the improved performance of treatment four is

noted .
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Analysis of the data for the unscaled trip length ,
although not analysed statistically because of the incom-
plete table due to capacity overflow , showed the five
active treatments ( one to five) perform about 50 % better
than the random treatment six , until the onset of capaci-
ty overflow . However there is an improvement in the
relative performance of treatment two and three over
treatment one , which can be attributed to their increas-
ing role in conditions of backlog , confirming the result

of the earlier test series .

2.4 REVIEW AND SUMMARY

Truck despatch problems appear to belong to a very
difficult class of problems ( identified as NP complete )
for which generally practical mathmatical programming
solution procedures have not been devised . In addition ’
a variety of human and technical interactions experiencéd
in the management. of truck fleets have led workers to the
conclusion that human control of despatching is essential.
However , systemé for computer aided decision making were
identified as having potential in the acknowleged complex-
ity of real time despatch . Programmed procedures would
be required for such systems to provide for despatch
evaluation and to create baseline or backup despatch allo-
cations . The implemenfation ' evaluation and
demonstration of an appropriate programmed procedure was
adopted as the major goal of this study . Techniques of
heuristic programming were identified as the most

appropriate for the project .
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Development of the heuristic proceeded in two stages.
The first stage algorithm was based on a ' best to worst '
approach and subsequent testing suggested excellent per-
formance by reducing the variation in simulated monthly
totals of worktime by about 80 % in comparison to those
from workdays with three randomly - assigned trips .
Minimizing this variation was accepted as the principal
objective in the development of the procedufes , in accor-

dance with a goal of work allocation equity .

The second stage additions were intended to improve ,

or at least maintain performance under a wider range of

conditions , that is 'increase robustness' . They con-
sisted .of an 'improvement ' heuristic followed by a
'capacity enforcer ' and an associated 'reallocation'’

heuristic .

Testing of the fully developed heuristics under two
types of trip distribution and varying 'allocation inten-.
sity' , that is , total trip work load divided by number
of trucks , showed major reductions in the variations of
monthly total pointscore between' trucks could still be
achieved even under a wide range of work load conditions .
The initially developed Pass 1 heuristic was shown to make
the greatest contribution to system performance . If the
system were to be developed to provide real time support
during the day , being used by the despgtchervas required,
as external events forced changes to the initial despatch,
the trip swap improvement roﬁtines of Pass 2 could serve

as a model . Some important behavioural characteristics
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of the heuristic were identified , including an ability to
improve throughput under conditions of capacity overflow ,
aiding system stability . At the onset of capacity over-
flow the full three pass heuristic appeared to allow about
4% greater throughput than was the case with random allo-

cation and an enforced daylength .

The next step involved the testing of the heuristic
in the 'stochastic' environment more closely representing
the log truék fleet environment’. The development of a
discrete event simulation model to provide this testing
environment is described in Chapters 3 and 4 . The objec-
tive of the testing would be to obtain further information
on the performance of the algorithm , in particular ﬁhe
effects of variation in fleet workload . This work is

described in Chapter 5 .
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CHAPTER 3

A SIMULATION MODEL FOR LOG TRUCK FLEETS

3.0 INTRODUCTION

In conjunction with the growth in 'systems' thinking
there has been widespread recognition of the complexity of
the interactions in many modern industrial production sys-
tems . In contrast to mahy other numerically oriented
techniques , simulation modelling can often cope with this
complexity , and is now used commonly as an operational
‘research technique . Major factors in the evolution of

simulation modelling have been :

1. access to powerful computer processing facili-

ties,

2. the development of computer languages which :

facilitate efficient implementation , and

3. a theoretical foundation for the application of

the modelling approach .
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Zeigler (1976) suggests a framework of five basic

elements

for a systematic approach to simulation

modelling:

the real system : the source of the observa-

tions,

the experimental frame : the 1limited set of
circumstances under -which the real system is
observed and within which any interpretation can

be presumed valid ,

the base model : the modeller's view of how the
system functions . The model attempts to account
for the input-output behaviour of the observed
real world system . Shannon (1981) terms ;his
the conceptual model . Zeigler (op cit) states
that the base médel can never be fully known or

quantified ,

the lumped model : the simpler abstraction of
the base model which is capable of implementa-

tion,

the computer model :the logistics of the
implementation of the lumped model as a computer
program . ‘Shannon( op cit ) adds a sixth stage

to Zeigler's framework , that of

experimentation or use of the model .
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The modelling approach adopted in this study was
based on Zeigler's framework and is taken up in Section
3.2 . However , some general considerations in the
development of 'Discrete Event Simulation Models' are dis-

cussed first .

3.1 DISCRETE EVENT SIMULATION MODELLING

3.1.1 Model complexity

Reduction of the experimenter's conceptual or 'base
model' to a 'lumped model' capable of implementation is
recognised as a creative process of design rather than
solely 1logical deduction and is usually subject to two
opposing pressures . It is often desirable‘to keep at a
high 1level the complexity of the model description the
better to capture the 'richness' of the structure of the
observed system . However , this is usually tempered by a
limited capacity to obtain adequate da;a' as input to a
more refined level , by increased difficulties of verifi-
cation of an improved model or doubts that the
experimenter can control or comprehend the more detailed

information produced . There is usually a compromise .

3.1.2 Computer implementation

Zeigler(op cit) , inAcommon with most authors from

the operations research community , is careful to distin-
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guish between the model definition process ; that is ,
formulation of the lumped model , and the computer pro-
gramming stage . He stresses the relative importance of

the definition of the model .

Recent contributions from the computer
science/software engineering fields stress the contribu-
tion of improved and sophisticated computer languages to
the narrowing or even removing of Zeigler's distinction .
Watts(1978) argues that sﬁitébie modernvlaﬁguages provide
an improved medium for the modeller to design and imple-
ment a model , most notably through the provision of
language constructs such as ‘'entity' » 'event' and
'process' which parallel the cognitive processes of model

design .

Osborne(1977) identifies three attributes of a

language suitable for simulation modelling .

1. An automatic method of event sequencing ,'that is
an orderly method of passing control from one

program segment to the next .

2. A convenient method for generating and referenc-

ing entity data structures.

3. Facilities for collecting references to entity

structures into sets .
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Kreutzer(1983) provides a description of the develop-
ment of these language constructs and a taxonomy of the
resultant simulation languages as illustrated in Figure
3.1 . He notes that "raising the semantic level of a
language provides an increase in simplicity , conceptual
congruence , ease of learning , reduced error rates and
speeds model development" (Kreutzer , op cit , p74) .
However he also notes that Such improved facility usually
"has to be paid for by a decrease in flexibility ; gener-
ality of concepts ’ ahd | pfocessing and storage

efficiencies" (Kreutzer , op cit , p74) .

FIGURE 3.1

TAXONOMY OF SOFTWARE LEVELS

Level 1 Modelling with general [ FORTRAN , PL/1 ,
purpose programming PASCAL ... |
languages

Level 2 Modelling with [ GASP , SIMPAS ,
procedure oriented SIMPL/1 ,
simulation software SIMSCRIPT , ECSL,

SIMULA ...]

Level 3 Modelling with ' [ GPSS , INS ,
descriptive scenarios - DEMOS , ... ]
Level 4 Modelling with model [DRAFT,CAPS..] and

generators and .
declarative systems

( a field for - [Warehouse planning:
specialized - SIMWAP ]
software packages) [Computer system

simulation : SCERT,
SAM , CASE ,... ]

Source : Kreutzer , op cit , p 74 .
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The level two languages of Kreutzer(op cit) , for
example SIMSCRIPT and SIMULA , combine the specialist
simulation attributes which aid in model implementation

with the power and flexibility of a general purpose

language .

Indeed, as Stanton (1977) notes , large scale simula-
tion modelling is among the more demanding of computer
programming applications . This has provided continuing
stimulus to computer scientists to develop better language
constructs and programming methodologies and resulted in
improved 1language features particularly those identified
by Osborne (op cit) , which a;é also of major importance
to many other programming épplications . Stroustrup
(1983) provides an example ~of the continuing 1language
development with his 1inclusion of constructs of the

'"CLASS' type in modern languages .

3.1.3 A Programming Language for the Model

Programming requirements for this thesis included the
efficient implementation of a large scale simulation model
as well as the heuristic scheduling algorithm described in
Chapter 2 . The requirement of the simulation model
favoured the éhoice of a language from Kreutzers 'highef
semantic 1levels ( Figure 3.1 ) . The heuristic algbrithm
favoured the choice of a lower level general programming
language . The choice fof this study was SIMULA 67 , one
of the higher level languages appropriate to a large scale

simulation model and familiar to the author .
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3.1.4 SIMULA 67

SIMULA 67 well illustrates the continuing innovations
of high level languages . Primarily an ALGOL derived high
level language it has the powerful addition of the 'class'
concept , Dahl and Nygaard , (1966) . The language is
thus readily capable of extension and necessary list han-
dling and simulation features are provided as system class
language 'extensions' . User defined classes such as
Class Truck or Class Chipﬁill which were developed for

this study are accessible as language extensions .

SIMULA has become widely used as a base language to
further develop specialist simulation environments , for
example DEMOS ,( Birtwistle , 1981) and DISCO , ( Hels-
gaun, 1980) . In this study it aided the implementation
of the complex truck allocation routines , described in
Chapter 2 , through the provision of effective list pro-
cessing and set handling ~constructs . An important
attribute of the block structure of SIMULA is the‘capacitf
to implement 'top down programming’ techniques with the
development of the program proceeding as the development
of a series of layers , each with increasing detail , but
with each program module separated from others except
where linkage is explicitly implemented . This feature
was an important contributionbto the efficient development
of correct programs . It also allowed simultaneous des-
criptions of both the 'lumped model' and the 'computer
model' using the program 'procedure ‘skeleton' combined

with a descriptive choice of procedure and class names .
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3.1.5 Verification and validation of simulation models

Verification and validation are acknowledged as major
issues in the use of simulation methods for problem solv-
ing ( Zeigler , op cit) . Verification is the process of
checking the correctness of translation of a designer's
formal model into a functioning computer model . It seeks
to answer the question ' does the program function in the
way the programmer intended ? o Validation is the
broader task of .éheékihg ﬁhe behaviour of the model and
answering the question 'does the model generated behaviour
describe the modeller's view of the real systems ( his
base model ) adequately for the purpose of its intended
usage ' ? . Validation has also been described as a pro-

cess of generating confidence in the model ( Sargent,

1979) .

Zeigler (op cit ) noted.several states of validation.
A model is said to be ’'structurally’ valid if it embodies
the same physical components and interactions as the tar-
get system . A stronger level of validity is that the
model is ' replicative' , that is the model is capable of
reproducing the 'behavioural' data used in its develop-
ment. Finally , models may be ‘'predictively’' wvalid if
they prove capable of adequately predicting system beha-
viour for sets of input data beyond those wused in 1its

development.

Sargent ( op cit ) noted that confidence in model

performance depends on each of the phases of definition ,
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implementation , verification and validation . He sug-
gested that the extent of effort expended in each‘of these
phases depends on the relative importance ( and worth) of
improved confidence in the model and the costs associated

with the testing required .

Shannon (1981) detailed a wide range of tests and
testing viewpoints which may be used in validation . He
also emphasised the role of sound software engineering
techniques in contributing tb validation as well as pro-

gram implementation .

3.1.6 Pseudo Random Number Generation

Stochastic simulation technidues are based on the use
of random numbers and their efficient generation is a
basic requirement of the computer system or programming
language used . Leeming (1981) , in a review of a number
of simulation languages , noted that the generator used in

a SIMULA compiler failed a randomness test .

The generator used in the UNIVAC SIMULA compiler is a
multiplicative congruential one , SimulaA Programmers
Reference (1982) . The randomness of this generator was
tested using a runs test , claimed to be one of the most
discriminatory randomness tests (Maisel and Gnugnoli,
1972, pl4a2 ). They reported that the for two tailed
'runs' test in a sample of 100 , the occurrence of more
than 61 , or fewer than 40 runs supported the rejection of

a null hypothesis that the generator was random at the 95%
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significance 1level . A run is the occurrence of two con-
secutive numbers either both greater than or both below

the median .

One hundred sg;s of one hundred numbers were generat-
ed by the Univac Simula compiler and numbers of 'runs’'
were counted . There were Onlyjthree occurrences in the
one hundred tests when the numbers of runs were either
greater than 61 or less than 40 providing no evidence sup-
porting the hypothesié théf the number sets were not
random . The pseudo random number generator used in the

UNIVAC SIMULA compiler was thus judged to be satisfactory.

3.2 FORMULATION OF THE SIMULATION MODEL

The description of the devélopment of the simulation
model for a 1log truck fleet is presented in terms of

Zeigler's five basic elements , namely

1. the real system -

2. the experimental frame

3. the base.model

4. the lumped model

5. the computer program .

The truck fleet as it was operating at Eden during

the period December 1979 to July 1980 was used as a refer-

ence for the conceptual description of a model . The
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model description is not generalised to encompass all log
truck fleets , for example , in the defined model all
trucks deliver to the one mill . While the description is
most appropriate to the orientation of this study , exami-
nation of centralized despatch of log trucks serving one
mill , it is nevertheless also appropriate to other 1log
truck fleets . As conceived , the model could be readily
applied to the centralized despatch of 1log truck fleets
serving several mills if there 1is rapid communication
between the separate millé or trucks and the despatcher ,

for example , by radio network .

3.2.1 The Real System

The real system is a truck fleet and its associated
loading and unloading facilities . The log truck fleet at

Eden was used as a reference for this study .

3.2.2 The Experimental Frame

’The specific actiyitigs under. study are those of each
truck in the fleet , their responses to assignments‘of
particular sets of trips and tq locading and wunloading
operations . Thus , aspects of queueing at both the
forest landing and the mill are within thé experimental

frame .

The experimental work envisaged was to test the

effect on truck operation of variation in travel time ,
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landing and unloading operations and trip assignment , and
to aggregate the individual truck operations to ascertain

likely system performance .

3.2.3 The Base Model

Log truck fleets can be viewed as socio - technical
economic systems . It is <clear that , for example ,
social interactions of the drivers , the attitudes of the
individual drivers in regard to starting and finishing
times , the technical perfofmance of trucks and the
economic needs of the drivers , the owners , the logging
contractors and the company purchasing the wood can ‘all
influence a trip decision and the overall performance of
the fleet .

At Eden , the trucks were generally‘tied to particu-
lar logging crews and drivers could assess in advance the
requifement for transport during the current day and usu-
ally the next . This allqwed them to plan start times ,
extend turnaround time at the}landings or extend the wgrk-
ing day length depending on ' inter alia , the log volumes
ready for hauling from the landing . Extended turnaround
times at the landings were often observed during the stu-

dies , particularly at mealbreak time .

Thus control of the fleet rested with many decision
makers in the real system . Two critical areas of deci-
sion making affecting the allocation of trips , emerged

during the field studies of the reference fleet .
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1. The driver's choice of daily starting time .

2. The decisions by the logging crews in respect of
wood deliveries to the 1landings , the loading
times of each truck at the landing and the number
of loads to be hauled for the day.

3.2.4 The Lumped Model

The final design adopted is 1illustrated in Figure
3.2. The travel and 1load sequences are implemented as
separate elements . Loading is included as a separate
element to enable the model to be used in experiments to
study the likely effects of different loading statégies .
Mill operations are modelled as a one server queue with
fixed delays rather than as a four stage process of

sequential servers .

3.2.5 Landing Operations

Landing operations'are mbaéiled as a constant
total time for preparation of the truck , queueing time
for the loader , if any , loading times which are drawn
from a discrete distribution supplied by the model user ,

and a constant time to chain up .

3.2.6 Travel Time

Driving times are drawn randomly from a generalized
distribution based on the median values of round trip

times . The median value was chosen as a more reliable
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FIGURE 3.2

SCHEMATIC REPRESENTATION OF MODEL STRUCTURE
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measure of trip time in small samples with extreme values.
Total travel time is divided on an arbitrary ratio of one

to two into travel out empty and travel in full .

3.2.7 Mill Terminal Times

The terminal process incorporated into the design
model 1is a fixed delay for the inwards procedures , an

unloader queue , a stochastic time for unloading and

another fixed delay after unloading .

3.2.8 Refueling

Refueling is set to occur at a specified probability,
tested after trucks left the terminal . The duration of
the refueling activity , when it occurred , is drawn from

a specified distribution .

3.2.9 Breakdown delays

Breakdowns on the road , although often overcome by
the driver to enable delivery of the load on the day , may
require a subsequent visit to the garage , for example ,
for tyre repair or replacement or checking of mechanical
repairs carried out on the road . Modelling of breakdowns
by a delay at the end of the trip was therefore adopted .
There is a complete lack of data on frequency of occur-
rence and duratidn of breakdowns of log trucks for the
reference fleet . This deficiency presented difficulty in
the development of the design model . Given that some

breakdowns are of quite long duration and that all break-
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downs affect the despatching operations in a disruptive
way , it was decided to incorporate breakdowns in the
model rather than omit provision for them , but in doing
so it was recognised that the procedures would be arbi-

trary .

Breakdown delays were set to occur at a specified
probability , tested once each trip , immediately after
unloading and any vrefueling . If a breakdown event
occurs, the duration is selected from a specified distri-
bution . When simulated repair time exceeds the time
remaining in the simulated day any trips due for alloca-
tion to the truck are 'pushed back' for reallocation on

the next day . A working day of 10 hours was adopted for

the garage .

3.2.10 Trip Assignment

Trip assignment was modelled as a central despatcher
working to a supplied despatch allbcation pf a full day's
work with an assignment time delay of 0.01 minutes ,
effectively instantaneous . The system is modelled assum-
ing the production of the full day's computer generated
despatch allocation prior to the the start of the work
day, to support the concept of decision aiding rather than
decision replacement for the despatcher . The design
allows the allocation table to be provided by either a
'direct assignment' module working with a prior fixed trip
assignment recorded on computer disc file , of the heuris-

tic allocation‘system4to'be'added later .
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There are two significant problems of control in trip

assignment :

choosing and enforcing the end of the working
day.

modelling the 'startup’' time of each truck on
each day .

Two working rules were formulated for control of

these two aspects .

1.

A trip was not started if its expected duration
would cause the driver to exceed a defined maxi-
mum working day length . Expected duration was
calculated from the median round trip times with

a fixed allowance for unloading .

Trip assignment began at 5.00 a.m. 'daily .
Trucks were started immediately if the projected
time of return to the mill fell after mill open-
ing time . Otherwise a start time was
calculated by first drawing a target return time
for the truck , drawn from a'uniform distribution
of the time between 7.00 a.m. and 7.45 a.m. A
target start time was then calculated by sub-
tracting the expected round trip time from the

return time .
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Target working day length is set at a specified maxi-
mum . Where an additional scheduled trip would cause the
work day length to be exceeded the trip is 'pushed back’

for reassignment on the next day .

Daily startup using the above rules differs 1in a
number of ways from the real systems . The model assumes
all trips start from the mill whereas in practice trucks
are wusually garaged at the homes of drivers or owners .
Trucks may even be loaded on the previous evening and

remain so overnight .

3.3 IMPLEMENTATION OF THE LUMPED MODEL

A basic objective in the design of the lumped model
was to provide a general purpose simulation model as a
base for experimentation . The model was programmed in
three 'layers' using the prefix class capabilities of
SIMULA 67 and comprises classes 'Basic’ , 'Dataset' and

'Chipmill' .

The first , or outer layer , class 'Basic' Appendix B
, contains the file opening and handling , data storage

and the statistical procedures .

The second layer , class 'Dataset’ r Appendix C .,
implements the procedures associated with maintaining and
updating the daily despatch allocation tables . A rela-
tively simple module transfers trip assignments for the

day from lists on a computer file to the daily despatch
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allocation table . This module 1is discussed below as
'direct allocation' , and was replaced with a much larger
program element 'class Schedule' which implemepted more
complex heuristic algorithms for centralized despatching

experiments .

The main layer , 'class Chipmill' , Appendix D ,
implements the fleet simulation model . Figure 3.2
presents the structure of this class . The model caters
for up to 200 trucks , 50 'dumps'* with associated

loaders, one unloader and one despatcher .

3.3.1 The Model Output

The primary model output is a set of tables describ-
ing on a daily basis the worktime , the total elapsed
time, the breakdown time and the distance travelled
together with an activity map which shows the fleet status
at fixed time intervals . Some examples are provided in
Appendix E. Secondary output , available optionally with
each run , comprises a completé event dump which records
each element transition for each truck and a trip summary
which details the start time , time elements and compart-

ment assignment for each trip , ( also in Appendix E ) .

* The term 'Dump’ is used in the Eden area to . describe a

forest landing .
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3.4 REVIEW

The adoption of a sound framework for model
development and the use of modern computer science based
approaches to program implementation were both identified

as important to project success.

The objective was to produce a flexible and structur-
ally simple model which would encourage confidence in its
use . Almost all numerical quéntities used to define the
operation of the model , that is. , the time distributions
and constants and the various probabilities governing
event . selection , are readily changed or replaced to suit

specific real world data .

In this study data for the operation , verification
and validation of the model were derived from that col-

lected in field studies of the Eden log truck fleet .

The collection and assessment of these data and the
selection and use in the model of formulations based on
these or other sources are discussed in Chapter 4 . The
implementation of a lumped model requires that the model
be verified and validated to ensure reliable -output .
Verification and validation are of course intertwined with

the construction phase as well as final testing ,and are

similarly discussed in Chapter 4 .
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CHAPTER 4

APPLICATION OF THE SIMULATION MODEL

4.0 INTRODUCTION
Data required as input to the model includes

1. terminal times at the mill
2. refuel and tyre change time
3. breakdown frequehcy and duration
4, travel times to and from landings

5. terminal times at the landing .

The field studies of the log truck fleet at Eden (
described in Chapter 1) were the primary source of data .
The field data collection and analysis and adaption to the

simulation model are described in this Chapter .
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4.1 DATA INPUTS

4,1.1 Terminal Times

4.1.1.1 The Field Studies

Data were collected at the weighbridge site over
seven days in December 1979 . Wood was accepted at the
mill between 7.00am and about 10.30pm although few pulp-
wood 1loads were delivered after 8.00pm . The data were

collected on

3-12-79 Monday 11:00 - 17:00
4-12-79 Tuesday 07:00 - 18:00
5-12-79 Wednesday 07:00 - 16:00
6-12-79 Thursday 07:00 - 18:00
7-12-79 Friday 07:00 - 14:00
10-12-79 Monday , 11:00 - 17:00
11-12-79 Tuesday 07:00 - 18:00

The time of arrival at the mill was recorded together with
the time of arrival and departure of trucks from each of
the inward and outward weighbridges . The recorded times
enabled calculation of queuing time , the weighbridge han-

dling times and the mill unloading time from and back to

the weighbridge .

Studies were conducted from the gatehouse on Wednes-
day 12th and Thursday 13th when use of the refuel/ tyre
repair facility was recorded while still monitoring truck

transit times from gate in to gate out .

The pattern of arrival times for the trucks at the
mill is shown in Figure 4.1. A lull immediately following
early arrivals is clearly evident . The drivers intimated
that many of the early arrivals had been loaded the previ-

ous evening .
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Results from the study of the weighbridge are given
in Table 4.1 , as the mean times in minutes and the stan-
dard deviations , for waiting times at the gate and the
weighbridge handling times for both weigh in and weigh
out. Some effects of system disturbance are evident in
these data . The 1longer weigh in times on Monday the
third arose as a result of loader breakdown , with drivers
seeking an explanation from the weighbridge operator for
the abnormally long queue that faced them off the weigh-
bridge. A breakdown in the outward weighbridge on Tuesday
the 11-12-79 required both weigh in and weigh out to be
conducted on the one bridge ;. Trucks were held in the
gatehouse queue to allow free access to the bridge by both
traffic streams , resulting in longer gatehouse times and

increased outbound queuing .

TABLE 4.1
WAITING TIME AT GATE AND WEIGHBRIDGE HANDLING TIMES

DAY WAITING TIME WEIGH IN WEIGH OUT NUMBER
AT GATE OF
(mins)(s.d.) (mins)(s.d.) (mins)(s.d.) LOADS
3-12-79 2.05 (.47) 1.33 (.36) 1.16 (.25) 56
4-12-79 2.31 (.52) 0.74 (.21) 0.92 (.30) 124
5-12-79 2.47 (.80) 0.81 (.19) 1.34 (.28) 119
6-12-79 1.98 (.42) 0.82 (.18) 1.12 (.20) 134
7-12-79 1.85 (.53) 0.82 (.22) 1.30 (.31) 126
10-12-79 1.73 (.42) 0.84 (.19) 1.24 (.26) 48,
11-12-79 3.11 (.72) 0.97 (.24) 2.11 (.46) 13
STUDY

AVERAGE 2.29 0.87 1.34
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Unloading times were obtained from a three hour time
study . A longer period or periods would have been desir-
able but the loader operators were reluctant to accept
more than a short study . ' The observer recorded the
departure of a truck from the weighbridge , the time of
moving onto and off the apron and the operations of the
unloader . Loads were unchained by the driver before the
truck was called onto the apron , usually while in the
unloader queue . During chipping , the unloader main-
tained 1log feed to the chipper deck as well as unloading
the trucks and as many loads as possible were unloaded
directly on to the chipper deck . Other loads were placed
in the stockpile area . Trﬁéks. were signalled by the
loader operator to move off the apron as soon as the load
was lifted clear . The next truck was signalled to move
on to the apron when the previous load had been either

stacked or dumped and the loader repositioned for unload-

ing .

The study results given in Table 4.2 cover the
unloading of 48 trucks . The average active cycle time
for the unloader was 3.2 minutes , that is a truck could
move on to the apron for unloading every 3.2 minutes ;‘
Eighteen loads were stockpiled and the remaining 30 were
chipped directly . The average unloading time (weigh'in
to weigh out) per truck was much longer (18 minutes) due
to gqueueing . The average queueing time was about 10
minutes , that is a queue length of about 3 trucks .
Unloading to stockpile was faster than unloading to the

chipper infeed . The unloading rate during the study was
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equivalent to a rate of about 17 trucks per hour . It is
apparent , both from the daily arrival pattern ( Figure
4,1) and from observations made during the seven days of
the weighbridge study that the unloading system

, as it

then operated , was close to or at its maximum capacity .

TABLE 4.2

RESULTS OF LOADER TIME STUDY

ELEMENT - TIME NUMBER OF
(nins)(s.d.) OBSERVATIONS

QUEUING TO UNLOAD 10.38 (6.2) 42
TRUCK ON TO APRON 1 0.36 (.20) 48
UNLOAD TRUCK 0.70 (.34) 48
TRAVEL TO STACK 0.62 (.34) 18
STACK LOAD 0.19 (.06) 18
TRAVEL TO CHIPPER 0.58 (.13) 30
WAIT TO DUMP LOAD 2.26 (1.6) 9
DUMP LOAD 0.60 (.26) 30
TRAVEL TO TRUCK  0.39 (.15) 48
INTEREFERENCE AND DELAY 2.69 (1.56) 5
LOADER IDLE 4.27 (3.59) 10

AVERAGE ACTIVE CYCLE 3.42 (1.58) 48

Any disruption was quickly reflected in an increase
in queue 1length . It was also apparent that the manage-
ment of the combined ¢truck unloading-chipper feeding

operation is a complex problem , affected by the rate of
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chipping required , the current location of the stockpile
relative to the apron , the skill of the loader operator
and the success of the particular operating strategies

employed .

That the unloading time (queue and wunload) varies
over time (day to day) is evident from the data on total
time in the mill presented in Table 4.3 . The data are
from the seven days of the weighbridge study ,'the'two
days of the gatehouse study and the two sets of tachograph
data . The first , Set A , was collected from one truck
over several months prior to this study . The second ,
Set B , was collected from five trucks during the July
study . The unloader breakdown of 3/12/79 is also evident
in the 'mill time' figures . Likely causes of the large
variation are changes in the chipping load and the skill

level of various operators .

Taken together the weighbridge data (Table 4.1) and.
data for unloading operatibns (Table 4.2) provide the
basis for assessment of a multi-stage queueing process
involving four sequential servers . The combined active
service time is eight minutes . Unloading is the slowest
process and determines the steady state processing time of
the system at about 17 trucks per hour (3.2 minutes per
truck) . For example , in the case of two trucks arriving
at the gate together , thé second truck would usually have
some queueing at the ' loader and the first truck would
depart outward from the weighbridge before the return of

the second truck .



TABLE 4,3
AVERAGE TOTAL TIME AT MILL
STUDY TIME NUMBER OF
(mins) OBSERVATIONS
MILL TIME
STUDY
1 47.7 56
2 15.3 124
3 22.9 119
4 14.6 134
5 20.9 126
6 18.0 48
7 28.1 131
8 21.1 132
9 25.9 121
10 16.8 97
AVERAGE OF
MILL TIME :28 1087
STUDY
TACHOGRAPH }
SET (A) 27 116
TACHOGRAPH
SET (B) . 27 161
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4.1.1.2 Adaption of the Field Studies to the Simulation

Model

Examination of the terminal operations showed a set
of four sequential serving processes , inspection at the
gate , weighing in , wunloading and weighing out .
Examination of the mean and variation data for these
processes shows they were 'dominated’ by unlecading , that
is , the relatively small variation of processing timés
for each of the servers means that stochastic variation in
the two quicker precéding proceéses would often be
absorbed in unloader queuing . These two processes , that
is inspection and weighing in , were modelled as an équi—
valent fixed delay , based on their observed mean value of
three minutes . Similarly', the short weighout time was
modelled as a fixed delay of one minute . The low abso-
lute magnitude of the times for these processes means that
they havé little effect on the comparatively long round
trips . The terminal model is then two fixed iength
delays , a gueue for unloader ., a stochastic unloading

time , followed by a fixed length delay .

Thus the queueing behaviour of the terminal model
depends on the truck arrival pattern , and the distribu-
tion of unloading times . The relatively short time study
indicated an unloading time of 3.2 minutes per truck .
Insufficient information was collected for a detailed ana-
lysis of the distribution of unloading times and a normal
distribution with mean of three minutes and a standard

deviation of one minute was selected for application in
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the model . Integer values were used for the main time
index to reduce computer processor demand and storage
requirement . A simple formulation may better serve the

objective of gaining user confidence in the overall model.

4,1.2 Refuel and Tyre Repair

4.1.2.1 Field studies

Data on the frequency and period of use of the refuel
and tyre facility located one hundred metres from the gate
house were obtained on two days of the field study . It
was noe possible for the observer to distinguish clearly
between the two activities of refuel and tyre replacement
as both were conducted on the same apron . For this
study, both are regarded as a similar stoppage for
replecemeht or replenishment of consumables . The visits
recorded totalled 183 while in the same period 349 loads
were delivered to the mill , that is , trucks stopped at
the facility about once every two trips . The average
delay was 11.5 minutes . It was apparent that the delay
at the facility also included time associated with the
drivers' talking . Such ‘'social' delays are discussed

below in connection with landing times .
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4.1.2.2 Application of the field studies to the Simula-

tion Model

Little data were available to support the development
of a refuel model based on either distance travelled or
engine hours in relation to fuel consumption and tank
capacity . While it 1is accepted that such development
would improve the realism of this aspect of the model , it
was not feasible in this study and its contribution to the

overall objectives slight .

Again , for simplicity , a normal distribution was
prescribed with a mean of 10 minutes and a standard devia-
tion of three minutes . A more detailed study and
analysis would provide a better understanding and model of
the refuel process . However, its numerical impact on the

model would be relatively small .
4.,1.3 Bush Loading

4.1.3.1 Field studies

Data on the loading timé of trucks at the landings
were obtained from two separate field studies and from
tachograph charts . Loading time at landings was divided

into three elements

1. prepare to load , secure load
2. loading time

3. nonproductive and idle time .
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The data for the 58 obser?ed;loadings is summarized
in Table 4.4 . Marked variations in the loading times are
evident on the thirteen landings studied . A range of
both machine size Vand‘ oﬁerator " skill and the size and
organization of the landing appeared to contribute to this
variation . However , observations also suggested that
the major proportion of the variation in the turnaround
time was from unproductive and idle time . Common causes
included lack of wood ready to be hauled and the driver

sharing a meal break with the logging crew .

TABLE 4.4

RESULTS OF LOADER STUDIES

LANDING PREPARE TO LOAD LOAD DELAY TOTAL  NUMBER

NUMBER AND SECURE OF
(mins) (mins) (mins) (mins) LOADS
1 8.5 21.7 8.0 36.8 6
2 7.2 33.7 7.3 48,2 6
3 7.3 24.7 18.7 51.9 3
4 5.3 27.0 3.6 36.3 3
5 6.2 14.4 7.8 32.8 5
6 7.3 14.8 15.8 37.8 4
7 8.5 22,0 84.1 114.5 2
8 7.0 12.0 6.6 25.6 3
9 7.2 20.4 4.1 31.8 7
10 9.0 21.0 10.0 40.0 3
11 3.6 28.2 23.6 - 54.5 5
12 4,6 19.0 0.6 24,2 5
13 5.2 19.7 9.7 29.7 6

6.6 21.7 11.2 . 39.5 58
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Distributions of turnaround times from the three data
sources are presented in Figure 4.2 . Data from tacho-
graph Set A were drawn predominantly from one landing and
the turn around times are much longer than those from both
Tachograph Set B and the main landing study . There are
insufficient observations for more detailed statistical

analysis .

4.1.3.2 Application of the Field Studies to the Simul-

ation Model

Table 4.4 and Figure 4.2 show considerable variablity‘
in turnaround times at the landing . The Eden loading
operations would , in fact , require significant research
for the reliable prediction of landing times . 1Indeed ,
prediction may only be possible in a general way due to
the influence of human and social factors on landing
delays in a relatively 'ﬁnstressed’ transport system .
Research into landings or trucks under 'production stress’

would provide more insight into technical capacity .

The landing operations were modelled in terms of the
productive elements observed , 1i.e. prepare to load ,
load after queueing if necessary ,and secure the load .
Again the numerical representation selected relied on
rounded numbers as an added indication to model users and
clients that the accuracy of the input data and the
assumptions about data distribution are suspect .

However, the planned use of the simulation model is for a
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series of comparative runs with different allocation pro-
cedures , but using the same data for terminal times ,
refuel , landing times and travel times and it was assumed

that 'synthesised data' were adequate for'comparisons .
4.1.4 Travel Time

4.1.4.1 Field Studies of Travel Time

Data from tachographs provided the only direct infor-
mation on travel time . The tachographs recorded engine
revolutions , road speed and distance and vibration on a
circular clock driven chart . A knowledge of the road
network and truck operations allows the travel charac-
teristics of trucks over'some.specific route segments to
be obtained . Four segments repeatedly used were identi-
fied . The three majof road classes in the netwofk were
represented ; main bitumen highway , gravelled secondary
road and earth compartment access track . The data givén
in Table 4.5 indicates the different speeds attained bn
these different road classes . An important feature of

the data is the low variation in the travel times .

Data for round trip time to each compartment were
collected over the month of July 1980 . All truck entry
and exit times for the month were recorded on the truck
delivery docket by the weighbridge staff . These data
combine travel time, landing time and any delay or idle"

time occuring during the trip . About 4000 loads were
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delivered during the month . The data were punched on to
computer cards and programs written to process the result-
ing data files . About 80 compartments were visited by
log trucks in the month , 69 provided more than ten loads
and 23 more than 50 . The travel time for the first trip
of each day for each truck was not available from this
recording method as the daily start time was unknown but

about 1600 roundtrips were identified .
TABLE 4.5

RESULTS OF TACHOGRAPH STUDY

SURFACE DIRECTION  MEAN. STANDARD  NUMBER
TIME DEVIATION OF LOADS

Bitumen Unloaded 24,7 1.31 63
Bitumen Loaded 31.8 1.59 83
Bitumen Unloaded 12.9 - 0.79 233
Bitumen Loaded 16.6 0.68 299
Gravel Loaded 19.3 1.92 89
Earth Unloaded 6.2 1.50 89
Earth Loaded 7.8 1.27 88

4.1.4.2 Application of the field studies to the Simula-
tion Model

Data fof the‘ rodidtfi§  times were grouped into
separate files ; one for eééh compartment visited . Basic
statistical information wésﬁcaléﬁlated fof all compart-
ments with more than three trips , including the number of

trips , the mean and median , the 25th and 75th percentile
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values and a 'mid mean'’ statistic calculated as the arith-
metic mean of all observations between the 25th and 75th
percentile . This latter statistic was calculated to pro-
vide a better measure of the centre of the distributions
in the presence of extreme tail values and as an alterna-
tive to the median . Later analysis showed the
distributions to be skewed énd the median was accepted as

the more appropriate measure .  Appendix F presents a sum-—

mary of these data .

The data for each of the compartments' was highly
variable and in the light of the loading studies and the
low variation of travel times along selected sections of
the road ( as found from thé tachograph charts) it was
concluded that the major source of variation was in the

landing turnaround time .,

The impact of this variation in trip time could be
significant in a study which has equity between trucks as
a criteria for evaluation of system performance .
Preliminary analysis of the compartment data revealed that
few had sufficient recorded round trip times to obtain a
satisfactory distribution of these times . A method of
projecting distributions for the remaining compartments
was needed . The method developed required fitting indi-
vidual distributions of a common type to the trip time
data for each compartment with adequate observations and
deriving regressions to fit the parameters of the common
distribution to the observed mediah.‘round trip time .

Median estimates for round trip time were available from
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the field study for all compartments and the regressions
could thus be used to project individual distributions of

trip times for each of the 80 compartments .

The MLP statistical package ,Ryan et al (1979) , Wwas
used to fit a Variety of continuous distributions ,
including the normal , lognormal and the three parameter
lognormal to the trip times for individual compartments
with sufficient observations . The goodness of £fit was
measured using the chi squared statistic provided by the
package . However , there are difficulties associated
with the derivation of this statistic where class interval
populations are low , MAISEL and GNUGNOLI(1972 , p85) and
class intervals were chosen to ensure a minimum of five
observations per cell . The three parameter loéndrmél
produced the lowest relative chi squared values for almost
all data sets and was selected as the model for the esti-
mation of a single common distribution to provide round
trip time estimates for the simulation model . The table

of results is presented in Appendix F .

Parameters of the distribution were obtained by
separately regressing thé‘origin shifts., means and vari-
‘ances obtained from the MLP package , on the median trip
times for the thirty six data sets . Regfessions were
fitted using the GLIM package ,Royal Statistical Society
(1977) . The results are presented in Table 4.6 . The
'a' parameter , the origin shift , provides the location
of the wholée distribution along the X axis , the 'm'

parameter provides the central measure of the displaced
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dididid. distribution and the 's' parameter measures its disper-
sisisission, ( 'm' and 's' being logarithms of the mean and the

viviviv.variance parameter of a 'normal’ distribution ) .

TABLE 4.6

RESULTS OF REGRESSION ANALYSIS FOR TRIP
TIME PARAMETERS

a = 3.22 + .7452 * MEDIAN R*2 0.77
(17.17) (0.069)

m = 2,92 + .0034 * MEDIAN R*2 0.17
(0.319) (0.0012)

s = .7179 + .00045 * MEDIAN R¥2 0.05
(.1364) 0.00055)

Note : Figures in brackets are Standard Errors

It was hypothesised from the field observations that

ttttthe majority of the variation in round trip times was due

+

ttttto delays on the landing . If this were so then the actu-
aaacal size and shape of the trip time distributions as
mmr pmeasured by 'm' and 's' should be independent of actual

tttttravel time since they would be dependent on landing

ccc coperations . However , the 'a' paraméter should be
£ € £ ¢« strongly dependent on the level of trip time since it is a

—
—
—

! location parameter , representing the minimum trip time

iii:intercept .

The hypothesis‘ is essentially‘ supported by the

111 : regressions shown in Table 4.6 . In the 'a' regression

—_
——
—_

" the median provides a good fit while in the 'm' and 's'
111  regressions both levels of fit associated with the regres-
¢+ : sions are low although the 'm' equation is statistically

s+ ¢+ significant . The 'm' and 's' Slope coefficients are
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numerically small and the standard errors associated with
the median parameter estimates are high indicating an
insignificant contribution to fit and to the estimator by

that parameter .

There are several important limitations to the appli-
cation of predictions based on a derived generalized
distribution . Most importantly , the analyses were con-
ducted without regard to truck engine power'or driver
habit . Thus , while the particular objective of the
model's development may be met , i.e. a consistent gen-
eration of continuous distributions of .trip times for
comparative evaluation in the use of the simulationbmodel}
a demand for accurate travel prediction may not . For
example , the real world selection of a compérativeiy
powerful truck to visit a compartment whose median trip
time had been based on trip times generated by a slower
truck will cause erroneous prediction . Secondly ', it
seems likely that variations in 1landing times are the
major contributors to the estimation of the 's' or vari-
ance parameter . It was observed during the study that
some landings appeared to be more efficient than others .
Comparing Landings 5,8,9,12 ‘and 13 with 3,7,and 11 in
Table 4.4 shows that the true variation of 1landing times
may be different from the 'average' level estimated by
regression . Again , while the generated estimates may be
satisfactory for an experimental program which uses the
model in a comparative way the particular distribution

generated for an individual landing may be inaccurate .’
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Nonetheless , to obtain a specific round trip time
distribution for a compartment , its recorded median time
was used in conjunction with the regression equations in
Table 4.6 to provide the three parameters of the displaced
intercept lognormal distribution . Specific times were

then recorded by random drawing .

4.1.5 Breakdown Frequency and Duration

4.1.5.1 Field Studies

The ﬁollection of data on ﬁhe frequency of occurrence
and duration of breakdowns was not feasible in connection
with this‘study . Suitable records of breakdowns over a
long period were not kept by the truck owners and break-
downs during the short study period were not recorded .
Some component of truck breakdown time is already present
in the round trip time , since all breakdowns that are
overcome on the road with the load still delivered on the
same day would be unreported , and appear as an unduly

long roundtrip time .

4.1.5.2 _Simulation of the frequency and durations of

breakdowns

Breakdowns have a very wide range of duration .
Discussions with the drivers during the study suggésted

that as many as five days a year may be lost in repair ,
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service or modification to truck or trailer . A breakdown
probability of 0.03 was selected , and for duration , a
normal distribution mean 200 minutes and standard devia-
tion 200 minutes . At an average delivery level of two
trips a day , the number.of'days lost would average about

four to five .
4.2 VERIFICATION AND VALIDATION OF THE SIMULATION MODEL

4.2.1 Verification of the Simulation Model

Verification of the simulation model was intertwined
with the model construction. phase . Final checks were a
detailed examination of‘the model output , including the
various forms of output files and run logs (detailed in
Chapter 3 , Section 3.1 ) . 1In particular , the data pro-
duced by the secondary 6utput system of the model , which
had been included in de§elopment to aid debugging and
verification , was wused . It produced detailed data on
the occurrence of each simulated load assignment'and time
elements for each completed load . Examples are provided
in Appendix E . As a formal verification the assignmeht
of all trips for two simulated days were checked in detail
against the daily demand input , simulated breakdowns
checked for garage entry and exit , and the consistency of
behaviour of the reported loader , unloader ‘and  travel

times was examined .
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A variety of status and warning messages and data
were included in the VDU activity monitoring display ,
which is produced while the simulation is in operation .
A number of abnormal conditions were detected from this
display during program development when a very detailed 10
minute reporting procedure was used . The principal model
output is a user defined report on truck fleet status at
fixed intervals throughout the simulated day . Examples
are provided in Appendix F . Both a warning and a system
status display of this type could readily be déveloped to

assist a despatcher .

It was concluded that the functioning computer model

correctly translated the 'lumped model' .

4.2.2 Validation of the Model

Validation is acknowledged to be difficult for many
stochastic models. Zeigler(op cit) makes the point that a
model should only be validated against its experimental

frame and the objectives set during its construction .

4.2.2.1 A Validation Experiment

There were several difficulties in validating the
model . No data were available which were independent of
those used to derive the travel distributions used in the
model. Another problemv'Wasl that complete data on the

actual performance for the month ‘were not available
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because actual daily startup times were unknown. An esti-
mate of startup time for each truck for each day was
synthesised by deducting the observed median trip time for
the compartmént of the fifst load from the recorded time
of the first arrival on that day ( obtained as described

previously from the time of arrival with the first load) .

A validation’experiment,was conducted to gain some
insight into the model's level of performance by running
the model on the July study data. Thus the model atfempt-
ed to replicate the performance of the reference fleet for

the study month .

The data produced by the model on individual truck
monthly total trip times were compared with estimatés
obtained by adding the median value for the first trip to
the rest of day performance recorded in the July study.
The two resulting distributions are presented in Figuré'
4.3 ., Since trucks in the reference fleet worked wide1y
differing numbers of days and trips , the monthly total
trip times were divided by the numbers of trips delivered

to derive an average trip time .

Results from this comparison are presented in"Figure
4.4 in the form of an error distribution of the difference
between the average time per trip for each truck predicted

by the model and that derived from the July observations .

The simulation mode1 coﬁsistently underestimated the

total work time , on a per trip basis by about 17 minutes.
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Investigation of the modelled mill terminal performance
revealed an average mill time of 12 minutes compared to an
average unload time. from all observed data of 28 minutes .
Figure 4.5 presents the frequency distribution for mill
times for the validation run and the field study data .
The wunderestimation could be rectified by more acchrate
modelling of the terminal times . However , since the
terminal times model does not detract from the usefulness
of the simulation model in a comparative role associated
with the experimentation , it remained unchanged . The
loader study was necessarily short and the observed aver-
age unloader time of 18 minutes obtained in December 1979,
was possibly not representative of the operations in July,

1980 , the period of the validation experiment .

The underlying philosophy of model design was for a
simple open structure allowing the structural validity to
be readily determined . The validation run provided
assurance that the model was structurally valid . 1In
other experimental applications , the parameters determin-
ing each éf. the principal processes ( load , unload,

travel etc) could be readily modified as required .

It was concluded that the simulation model adequately
described the system modelled and that comparative perfor-
mance of the simulation model wunder éxpérimental input

would produce valid results .
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4.3 SUMMARY AND REVIEW

The major objective of this section of the work was
to develop a flexible simulation model of truck fleet
operations as a major tool for experimentation . A large
SIMULA program implementing such a model was successfully
developed and verified . A number of limited studies were
undertaken to obtain reference data on truck éperations to
aid implementation of a more realistic model . While a
number of difficulties were experienced in attempting to
obtain definitive data as base ihput for the model , the
programmed simulation quellappears well suited to use in
comparative experiments and was flexible » 1in that the
mathematical relationships in the input data can be readi-

ly modified .
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CHAPTER 5

APPLICATION OF THE HEURISTIC ALLOCATION PROCEDURES

TO THE SIMULATION MODEL OF A TRUCK FLEET

5.0 INTRODUCTION

To evaluate the likely effects of the introduction
of a centralized despatch system to a truck fleet , the
heuristic allocation procedures were tested with the
simulation model . Testing within the framework of the
model allows evaluation of the heuristic procedures in
two important respects ,vfirstly in its capacity to cope
with the stochastic variation introduced in the simulat-
ed performance of the fleet and secondly with respect to
variation in the pattern of daily demand throughout the

test period .

5.1 DATA REQUIREMENTS

The simulation model enables generation on a sto-
chastic basis of round trip times for particular
landings . The heuristic allocation algorithm was test-

ed on the basis that wood was already available at the
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landing . In practice this would correspond to trips
being considered for assignment only if the availability
of wood were notified on the previous day . wWith wood
assumed to be available , the additional information
required to test jointly the allocation algorithm and
fleet simulation model are the landings from which the
wood is to be hauled, the number of loads to be

delivered daily and the‘trucks available.

The use of 'real' data in the testing of the allo-
cation procedures on the simulation model assists
acceptance of the proposal for a centralized despatch
system and the additional inputs needed were defived
from the complete delivery schedule recorded in the July
study period and used in the model validation (Figure

4.1 ,p90 ) .

A data set for a smaller full time khaulage "fleet
was synthesised by extracting from the July data all
trucks which missed delivery on more than three‘days in
the month and all trucks with monthly work totals less
than 40% of the average. The workload for several of
the trucks removed on this basis could bé linked togeth-
er to provide data for additional ‘phantom' trucks
because the patterns of work days were not overlapping.
The resultant data éet ( combining ‘observed and syn-
thesised 20 day trip sets ) covered a full time fleet of

80 trucks .
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There were several reasons for extracting trucks
from the 106 recorded and then combining some of those
extracted to give a fleet number based on full time
operation. A basic assumption in the development of the
scheduling system was that trucks were available for
full time work and the fundamental purposé of the
heuristic is to allocate the work evenly . Thus compar-
ison with a fleet including part time trucks and
exhibiting a wide range of monthly average truck total
trip times would be unfair and provide little insight
into the operations of bthé vheufistic . There 1is ,
however , no. apparent feason precluding ‘subsequent
development ‘of more complicated “'equity' procedures
capable of accepting a range of target utilizaﬁion lev-
els rather than the 'equality' level accepted here .
The objective here is to demonstrate ciearly whether or
not centralized despatching could be advantageous and

simplicity is helpful in this respect .

A further difficulty in using the observed data
arose due to a major mechanical failure in the chip mill
in mid July which closed the plant for a number of days.
There had been some warning of a closure and the opera-
tions of the truck fleet were abnormal before and aftér
the closure. Data for thé day prior to and the two days
following the closureIWérebtherefofe not included in the
synthesised data set . The daily number of deliveries
adopted is shown in Figure 5.1 . Total deliveries Qere

2984 loads over a period of 20 days.
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Figure 5.1 Daily Total Deliveries for the 80 Truck
Synthesised Data Set over 20 Days

5.2 TESTING OF THE HEURISTIC ALLOCATION ALGORITHM

The testing of the allocation / truck fleet simula-
tion system using the 20 day synthesised compartment and
load .requirement schedules was conducted in three

phases.

1. A benchmark simulation without heuristic trip

reassignment .

2. Simulation using the heuristic allocation
algorithm for reallocation of trips between

trucks with a variety of fleet sizes .
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3. A more detailed study of the capacity of the

fleet under a steady load pattern.

5.2.1 Evaluation of the performance of the fleet wunder

'observed’ allocation - a benchmark

The simulation model (described in Chapter 4 ), was
run using the exact pattern of load deliveries recorded
in the synthesised data set to assign work to trucks
without any trip reallocation . With regard to trip
assignment , the modelled sequence was :-

. Before the start.of each simulated ‘day a
'trip requirement' list was produced for
each truck . The list was compiled as ,
firstly , any unstarted trips from previ-
ous days and secondly , the sequence of
new trips for the current day recorded in
the synthesised data set for that truck .
The resulting 'trip requirement' list was
then simply adopted as the 'despatch
allocation table’' for the day . The
effect of this procedure was to ensure
that the simulated individual trucks com-
pleted the specific list of trips
recorded in the systhesised data set .
No reallocation of tfips between trucks
was undertaken .

. Trips were then assigned to trucks by the

'despatcher module' 1in accordance with
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the despatch allocation table at the
beginning of each truck's trip cycle
(Figure 3.2 , p 80 ) , that is , at the
beginning of the day and as each simulat-
ed truck returned from the weighbridge .
._A trip was not assigned to a truck when the
remaining work time for the day was
insufficient in relationvto the expected
trip time calculated as the sum of the
median round trip time and an allowance

for mill time .

This benchmark simuiationvrun represented the like-
ly performance of a full time fleet of 80 trucks if the
work allocation between trucks was as observed in the
July study month . The pértiéular results obtained are,
of course still the product of the stochastic variations

introduced by the simulation model .

The distribution of total trip times for each truck
in the 80 truck benchmark run is shown in the front row
of Figure 5.2. The standard deviation of the tétai
monthly trip times for individual truéks ( the principal
measure of 'equity' ) is reduced by 70% over that of the
106 truck fleet simulated for the validation run
(Chapter 4 ) . The reasén for the improvement is the

elimination of the part time trucks .
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5.2.2 Evaluation of the heuristic allocation model

The major programming work required for these
evaluations involved the‘embedding of the heuristic trip
reallocation program code as described in Chapter 2
within that of the fleet simulation program . The SIMU-
LA code for the modifiedv_Class Dataset 1is given in
Appendix G . Since the program'code was copied diréctly
from the earlier program , verification consisted only
of checking the corréCtness of the links to the data
areas used for input and output by the module . The
modelled sequence used in trip assignment . then becomes:-

. The 'trip requirement list' is prepared in
the same way as.before . however the pre-
pared list is now passed to the heuristic
reassignment program module where the
algorithms described in Chapter 2 are
applied .

. The resulting ‘'daily despatch allocation
table' is made available to the despatch-

er module for trip assignment to trucks

as. before .

The other modules of the simulation  program
remained the same . The samé round trip , breakdown and
unloading times were used as in the benchmark‘to ensure
a valid comparison and evaluation of the simulated

effects of heuristic allocation .

The programmed allocation procedures can now be
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more clearly seen as the critical innovation in the
development of a computer aiding system . Its role in
an operational system was simulated as the preparation
of a prototype despatch table , fitting in between the
assembly of the daily 'trip requirement' list and final
modification and acceptance of the 'despatch allocation

table' by a despatcher .

The simulation runs sought to answer two major
questions :

How effective was the heuristic ?

What would be the effect on system

performance and equity of a reduc-

tion in the total fleet numbers ?

70 &0 0 200 110 120 130 140
Ninutes per Nonth (¥100)

Figure 5.2 Frequency (%) - Time Histograms of
Truck Average Monthly Total Time
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5.2.3 Fleet size simulations

The performance of fleet sizes of 80, 70, 65, 60
and 55 trucks were simulated with the same synthesised
daily trip requirement pattern used for the truck ben-
chmark . The statistics of the results of these runs’
are given in Table 5.1 and the distributions of monthly
total times are shown in Figure 5.2 .

TABLE 5.1

STATISTICS OF DIRECT AND HEURISTIC

ALLOCATION ON SIMULATED FLEETS

TRUCK MEAN STANDARD RANGE
NUMBERS MONTHLY DEVIATION (10-90 percentile)
TOTAL
TRIP TIME ABSOLUTE RELATIVE
(mins) (mins) {mins) TO MEAN %
g * *
80 Direct™ 10426 1703 4025 40
80 Heuristic 10340 856 1982 19
70 Heuristic 11818 467 1337 11
65 Heuristic 12622 387 1124 9
60 Heuristic 13286 477 1496 11
»
55 Heuristic 13683 423 1356 10

* %
Benchmark simulation run , direct allocation

5.2.3.1 Truck Total Trip Times for One Month

The level of variation in the truck total trip

times for the month , as measured by the standard devia-
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tion - the principal measure of work equity used in this
study - was reduced between 50% and 80% by the heuristic
allocation algorithm compared with that for the ben-
chmark . Although not‘quite as great as the reduction
achieved 1in the deterministic tests comparing the
heuristic with random alloéation , described in Chapter
2 , the reduction is still very large . Another measure
of the spread of the distribution is provided by the
range statistic , calculated here as the 10 to 90 per-
centile range . At the 65 truck level , 20 $ of the
trucks were within 4.5 ¢ of the mean , compared to a
spread of 20 % above and below the mean for the ben-
chmark fleet of 80 trucks , a substantial improvement in

the equitable distribution of work between trucks .

5.2.3.2 Backlog

The dynamic response of the transport system to
variation in daily demand is an important aspect of sys-
tem performance . Adoption of the synthesised data set,
based as closely as practicable on the recorded sequence
for July 1980 , provides an opportunity to obtain
insight into system behaviour under heuristic trip real-
location with dynamic daily demand variation . The
simulation of a variety ofvfleet sizes provides informa-

tion on the effects of increasing overall workload .

- New daily demand over the 20 days can readily be

divided into two periods ( Figure 5.1 ) . A low ,
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variable level of demand characterised the first ten
days, ( about 135 trips per day ) , and a higher , more
constant demand the second period ( 164 trips per day ).

In Figure 5.3 * each pair of walls represents a
simulated fleet size with the histogram of the front
wall representing the deliveries achieved and the rear
wall of each pair the total trips to be allocated each
day , that is the backlog to the start of the day and
the new daily demand . Statistical data associated with

these histograms is presented in Table 5.2 .
"TABLE 5.2

AVERAGE DELIVERY AND BACKLOG PERFORMANCE

OF DIFFERING FLEET SIZES

NUMBER '~ TOTAL  AVERAGE AVERAGE
OF TRUCKS DELIVERY DELIVERY  BACKLOG
IN FLEET (trips) (*) (trips)

80 Direct** 2984 1.88 ‘ 1
80 Heuristic 2984 1.88 1
70 2982 2.12 5
65 - 2968  2.28 10
60 2902 2.33 34
55 2779 2.51 60

* - trips per truck per day
** Benchmark simulation run , direct allocation

A fleet size of 55 trucks 1is «clearly unable to

maintain deliveries . The backlog grew to 260 trips or
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over 110 truck days in the second ten day period . The
60 truck simulation generated a backlog of 78 trips or
34 truck days in the same period while that for the 65
truck fleet was only 15 trips or 7 truck days . The 70
truck fleet simulation was essentially free of backlog .
These results indicate that a fleet of about 65 trucks
is required to maintain delivery with this pattern of
demand without significant backlog while as few as 60
trucks could cope if the first period of lower demand
were to reoccur again immediatly allowing the backlog to
be cleared . The effect of the heurisfic algorithm in

smoothing out wood delivery is evident .

The large backlog built up by the 55 truck fleet ,
mostly in the last 10 day period , is about two days of
production whereas there was only a half a day of pro-
duction accumulated by the 60 truck fleet. Knowledge of
longer term variations in. total haulage demand and maxi-
mum practical levels of stockpiles on the landing become
important to the transport manager in determining mini-
mum feasible fleet size . Acceptance of high backlog
levels would allow relativeiy long periods for demand to

be 'averaged out' and a smaller fleet .

* 100 trip units have been subtracted from all histo-
grams in Figure 5.3 , exaggerating the vertical scale ,
the to better illustrate the variations in demand and

backlog and facilitate comparison of treatments on one

sheet .
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Three statistical measures are proposed to describe

performance in a more general way .

'Allocation Pressure' which provides a measure
of the workload facing the allocation system
and is independent of fleet size . It is cal-
culated .as either the average number of trips
available for allocation per truck per day , or
more generally , as the expected average work-
ing time required to complete all available
trips as a proportion of the theoretically
available time ( maximum working day) . The
two calculations aré readily linked in the this
case since the maximum working day . (720
minutes) and the average trip. length - (275
minutes) are bo£h known . The number Qf trips
available for allocation.per truckAper day is

used below .

'Throughput' calculated as average delivery per
truck per day , or more generally , and in the
sense used in Chapter 2 , as average achieved
work time per truck per day as a proportion of
work time available.—/a»measure of performance

independent of fleet size .

'Daily Backlog' generated , which is the
difference between the allocation pressure fac-
ing the trucks at the start of the day and the

daily  throughput . It can similarly be
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expressed as trips per truck per day or a pro-

portion of daily work time .

Calculations of point values of both allocation
pressure and throughput for the daily data (Figure 5.3)
show wide variation between a minimum allocation pres-
sure of 1.35 trips ( on day 7 for the 80 truck fleet )
and a maximum of 7.65 trips ( on day 20 for the 55 truck
fleet ) . Throughput ranges from 1,33 trips (51% capa-
city) to around 2.6 trips. ( about 100 % capacity ) for

the periods of heavy backlog .

These three statistical measures are seen as pro-
viding useful meésures of fleet performance which could
aid its management . Allocation pressure is the major
factor subject to operational control through management

of fleet numbers and transport requirement .
5.2.4 Experiments on Allocation Pressure

5.2.4.1 Selection of data

Three distributions of the daily total trip times
by individual tfucks were compiled by pooling from the
range of simulation data , output generated by the six
fleet size experiments‘. Allocation pressures of 1.6,
2.5, and 3.6 trips per day per truck were selected .

The daily total trip times of each truck in the fleet
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for each of three days during which the fleet experi-
enced the particular allocation pressure , were
extracted from the simulation output and combined into a
representative distribution of daily total trip times .
Thus nine days of data resulted in the three distribu-
tions of Figure 5.4 with statistical summary in Table
5.3 . The particular allocation pressures were selected
on the <basis 'that: about.: 2.5 trips per day per trueck
appeared to be the maximum steady state capacity (dis-
cussed below) of the simulated system , and convenient
numbers of observations at 1.6 and 3.6 trips per day per

truck were available providing reference points respec-

tively about 36 % below and 44 % above this capacity .

I
!

I

|
I sl
Sl <[l

- o]
<

ML
x|l

=l

I

[

S

~[
@ ”
1

Iy

lll
I

NMinutes per Doy

Figure 5.4 Frequency (%) Time Distributions of
Daily Total Trip Time per Truck for
Three levels of "Allocation Pressure"
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TABLE 5.3
PERFORMANCE AT THREE LEVELS OF ALLOCATION PRESSURE

ALLOCATION AVERAGE THROUGHPUT BACKLOG EXCEEDED

PRESSURE TOTAL % % MAXDAYLENGTH
(trips WORKDAY capacity capacity (% of total
per day) (mins) delivery )

1.6 450(175)* 63 0 8
2.5 658(103) 91 0.1 23
3.6 720(110) 100 40 50

*Standard deviations in parenthesis

The standard deviations of the distributions of
daily total trip time per truck as percentages of the
appropriate distribution means were 39%, 16% and 15%
respectively . The effect of the heuristic in reducing
variation in daily totals is apparent. Minimal backlogs
were produced by 1.6 and 2.5 trip allocation pressures
and throughput rose to 91% of theqretical capacity .
100% throughput was only obtained at the expense of very
high levels of backlog . Eorvthis trip distribution and
maximum daylength , sustaihed operation at allocation
pressures. in excess'oﬁlz.s trips would likely produce
steadily increasing backlogs indicating that the likely
maximum level of throughput which can, be sustained is
about 91% . Further investigation of steady state beha-

viour is described below .

Another performance characteristic of concern is
the number of trucks exceeding the desired maximum day-

length . Even at the 2.5 trip level 23% of the trucks'
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workdays exceeded 12 hours . Exceeding the expected
work daylength occurs because the simulated despatcher
is programmed to check the 'expected' trip time against
time remaining ('MAXDAYLENGTH' set at 12 _hours minus
elapsed time) . Expécted'trip time was calculated as
the recorded median round trip time for the compartment
about to be allocated to the particular truck . The
actual round trip time is determined by randomly select-
ing a trip time from the general distribution and adding

breakdown and other elements of the trip model .

The data for the 3.6 allocation pressure provide an
indication of the cofrect‘funCtioning of this component
of the model since , under the conditions of consider-
able excess demand ; the model was able to use 100 % of
capacity and the numbers of trips exceeding the median
round trip time was equal to the anticipated 50 $ . The
probabilities of exceeding the 12 hour limit calculated
from the six fleet size experiments, that is , the 80
truck benchmark run and the 80,70, 65, 60 and 55 heu-
ristically allocated runs , are given in Table 5.4 .

These simulations incorporate the dynamic variatioh
in allocation pressure generated by the variable new
daily demand and the previous days' backlog . The pro-
bability rises moré steeply ‘as the number of trips
delivered per truck per day (thrcughput) increases .
These proportions could be reduced by a modification of
the heuristic setting a lower target maximum day 1length
such as used in Pass 3 to ensure that only shorter daily

work schedules were prepared .
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TABLE 5.4

PROBABILITY OF EXCEEDING TARGET MAXIMUM WORKDAY

NUMBER OF AVERAGE NUMBER OF PROBABILITY

TRUCKS 1IN DELIVERY TRIPS %
FLEET . (*) >MAXDAY
80 Direct* 1.88 184 11
80 1.88 167 10
70 2.12 184 13
65 2.28 283 ' 21
60 2.33 382 31

55 -~ 2.51 422 38

* Trips per truck per day

** Béenchmark simulation run , direct allocation

5.2.5 Experiments on steady state capacity

Evidence obtained in the deterministic test
(Chapter 2 ) suggested that with higher backlogs the
heuristic algorithms worked more effectively to improve
throughput. This aspect was further investigated by
running a series of simulations with successively
increased constant levels of daily'total trip demand for
the fleet . Trips at the rate of 120, 125, 130 , 135
and 140 trips per day were simulated in each trial for a
fleet of 55 trucks . The'overall séquence of trips syn-
thesised from the study data was used but with the day

of assignment ignored by simply taking the days alloca-
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tion as the next recorded 120, 125 etc trips from the
list . The results describing throughput and backlogs

are given in Table 5.5 and presented in Figure 5.5 .

The simulation of 140 trips per day could not be
completed because the backlog. level continued to climb
and ultimately exceeded the programmed capacity of the

simulation model .

TABLE 5.5

STEADY STATE PERFORMANCE

FLEET AVERAGE THROUGHPUT AVERAGE

SIZE DELIVERY BACKLOG
( % (trips for (%
(trucks) (trips) capacity) fleet) capacity)
120 2.17 83 6 - 4
125 2.26 86 8 6
130 2.35 90 15 10
135 2.41 92 43 30

Some backlog was evident , even at the 120 ¢trip
level and steady state capacity was exceeded at 140
trips . The level of backlog éppeared to build up and
stabilize at a higher level for each succeeding test up

to 140 trips . The earlier observation of increasing
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throughput at higher levels of backlog was confirmed .
The maximum sustainable steady state level appeared to
be between 135 and 140 trips per day for the simulated
fleet .. This level 1is about 2.5 trips per day , the
apparent maximum sustained allocation pressure accepted
in Section 5.3.4 , and about 93% theoretical maximum
capacity . A knowledge of these levels for an opera-

tional fleet would be of great importance .

5.3 SUMMARY AND REVIEW

The linking of the heuristic allocation procedures,
into the framework provided by the simulation model was
readily achieved . A synthesised data set reptesenting
the 'full time ' component of the Eden truck fleet was
derived and a simulation of the synthesised fleets
without heuristic reallocation was run as a benchmark .
Two series of test were then run to investigate the per-
formance of the heuristic . A series of simulations of
successively smaller fleet sizes demonstrated the
response of the algorithm to ’allocation pressure f_.
The importanqe for fleet size selection of a good
knowledge of the 1long term patterns of demand and the

acceptable levels of backlog was shown .

The likely optimal ranges  for 'allocation
pressure ' were illustrated by investigating distribu-
tions of daily total work times and those of steady

state throughput . This provided a guide to the likely
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numbers of trucks exceeding the desired workday and the
likely 1levels of backlog . The experiments provide
methods for obtaining information on 'allocation pres-
sure' , 'throughput' and 'backlog' 1levels which in turn
provides a basis for assessment of appropriate fleet

sizes .

Successful application of the combined allocation /
truck fleet simulation model offers a 'testbed' for the
experimental investigation of the effects on fleet per-

formance of

1. particular allocation policies defined by

programmed algorithms and

2. levels and variation of the inputs to the model
representing the particular performance of any

particular fleet .
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CHAPTER 6

REVIEW AND CONCLUSION

6.0 INTRODUCTION

The major objective éfvtﬁébstudy was ﬁo develop a
computer based trip assignment system and evaluate its
introduction in a CentfaliZed'despatch system to replacé
organization of the haulage task by individual logging
contractors using either their own trucks or owner
drivers working as subcontractors. The development work
was orientated toward possible application of central-

ized trip allocation for the log trucks serving the Eden

chip mill .

6.1 INTRODUCTION OF CENTRALIZED DESPATCH

The principal constraint in the development of the
proposed system was the.need to maintain owne:ship énd a
large component of operational management of the tfucks
in the hands of contractors . Contractor controlled
logging is almost wuniversal in Australia since it

reduces capital investment by the wood buyer and pro-
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vides direct economic incentive to the immediate

managers of the operational units , as contractors .

The principal difference between cenﬁralized
despatch and current practice is the trapsfer of control
of trip allocation now exerciséd by independent logging
contractors , to the despaﬁcher . Such_a transfer would
likely result in importént changes 1in obligations and
business risk as well as the hoped for improvement in

operational efficiency .

Acceptance of such a change would depend on achiev-
ment of gains by the iogging contractors and owner
drivers and by the wood buyer to offset the costs asso-
ciated with a centralized scheduling system . These
gains could come from highef and more assured levels of
truck utilization , a more predictable and uniform work-
ing day and a transport systém capable of responding

more flexibly to changed transport requirements .

Equitable distribution of the transport work was
proposed as the most important criterion in such a com-

plex system of many independent economic entities .

6.2 THE HEURISTIC TRIP ALLOCATION SYSTEM

A computer aided decision system , based on a
heuristic allocation algorithm was accepted as the cru-

cial technical innovation required for any proposed
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system of centralized despatch . Development of such an

algorithm has been achieved .

The allocation heuristic , based on 'best available
trip allocation to worst off truck' and an associated
points system was developed and tested for a simulated
fleet of 20 trucks . The héuristic corrects the total
time distribution for the fleet with each succeeding
days allocation , the correction being towards equaliz-

ing the worktime of all trucks .

Results , for both a uniform distribution of trip
times and one based on times observed at Eden , indicat-
ed considerable improvement in the equity of work
allocation over monthly periods could be achieved by the
application of the one pass heuristic as compared to

random allocation ( Test Series A and B , Chapter 2) .

The algorithm was extended by two additional passes
based on reported approaches in the literature ( Pass 2)
and the need for maximum daylength constraint enforce-
ment = ( Pass 3) . Subsequent detailed testing , (Series
C and D , Chapter 2) , confirmed the capacity of the
algorithm to reduce variation substantially , and pro-
vided indications of ‘ important_ " behavioural
characteristics such as improved throughput under condi-
tions of 'overcapacity’' and .changes in the relative
importance of the three passes under different condi-

tions of load .
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6.3 THE TRUCK FLEET SIMULATION MODEL

A truck fleet simulation model was required for
testing the allocation procedures . Detailed simulation
of such a complex socio-technical system as that encoun-
tered in the truck fleet , capable of accurately
predicting human response , was accepted as difficult ,
if not impossible . Consequently , a design goal of a
generalized and open model restricted primafily to
technical system components , with explicit linkages
between components , énd which stressed the importance
of wuser supplied control data , was accepted . The
resulting model comprising about 1600 lines of SIMULAG&7
code has considerable flexibility for alternative appli-

cation and expansion .

Performance data for the Eden truck fleet , used as
a reference during model construction , provided the
basic input for the model . Some arbitrary assumptions
were required in areas where inpuf data were inadequate.
However , their impact was reduced because of the use of
the model in a comparati?e way . A verification and
validation check revealed consistent performance of the
model , although there was some underestimation in the
mill unloading times . The importance of this was again
reduced since comparative testing was proposed . The

model was accepted as a suitable 'testbed’.
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6.4 TESTING OF THE HEURISTIC DESPATCH ALLOCATION SYSTEM

IN A SIMULATED FLEET ENVIRONMENT

Considerable improvements in the inter-truck varia-
tions in monthly working times for the simulated fleet
were obtained with the heuristic despatch allocation
system . The performahce of the system improved as

greater load was placed on it . At the simulated 65
truck fleet level , 90% of the trucks fell within 5% of
average monthly totals. Importantly , results similar
to these were obtained across the range of fleet sizes

from 55 to 70 trucks .

Allocation pressure , throughput and backlog were
proposed as measures of sYstem operation and perfor-
mance. A maximum capacity of between 2.4 and 2.5 trips
per day per truck was derived for the simulated fleet
under conditions of steady demand . A maximum capacity
of about 2.3 trips per day was indicated under more var-
iable demand conditions . These represent. throughputs
of about 94% and 88% respectively of the’théoretical

capacity based on a 12 hour day .

Increased *allocation pressure'  resulted in
improved throughput and lower variations between trucks
in daily trip times -, even at demand levels exceeding
capacity . The improved throughput characteristic is
important in promoting system stability under conditions

of variable haulage demand . Benefits gained from low
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variation in monthly, and to a lesser extent daily trip
times, could be obtained in three ways.

1. By an 80 truck fleet working substantially the
same average hours but with considerably more
equality between the total times worked by each
truck and a reduced probability of abnormally
long hours on any day .

2. By a minimum sized fleet working at the level
of sustained maximum throughput involving much
longer hours but providing higher utilization .
The maximum level could be chosen as the maxi-
mum probability of exceeding a 12 hour working
day acceptable to the truck drivers .

3. A compromise between the two objectives , trad-
ing off the more stable daylength for the
drivers offered by option one , with the
greater utilization and longer day following
fleet size reduction .

6.5 IMPROVED DATA FOR THE EDEN FLEET

Further testing and modification of both the
heuristic algorithm and the simulation model to

'customise' it for application at Eden is possible .

The performance of the allocation system depends‘on
the level of maximum daylength , allocation pressure and
trip distribution . The choice of acceptable levels of
maximum daylength are the ‘prerogative, of the truck
drivers and owners . waevér , further testing of the

allocation systems response to changed maximum day-
lengths most likely to be acceptable at Eden appears

desirable .

Log truck fleets commonly experience fluctuations
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in the daily transport demand . Before definitive reco-
mendations could be made about the allocation systems
suitability , experimentation on a wide range of
representative monthly demand patterns for the Eden
fleet would be desirable . A knowledge of the opera-

tional consequences of different backlog levels would

also be required .

The simulation model developed for the testing of
the allocation system provides a flexible framework
simulating most truck fleet operations . Better opera-
tional data on truck speed , causes and duration of
delays , and the times of terminal operations would
improve its predictive validity . For example , field
observations suggested considerable gains in system
efficiency were possible if truck waiting time on land-
ings could be reduced by the cent:ally controlled
despatch of trucks to landings with wood available .
The simulation model would provide a mechanism for sub-
sequent evaluation of the efficiency consequences of
such changes assuming réliable time study data on the

causes , duration and frequency of landing delays .

A validated model for a particular fleet could also
provide an experimental basis for the consideration of
other questions such as performance gains attributable

to higher truck power or increased loads .



Page 144

6.6 DEVELOPMENT OF THE HEURISTIC ALGORITHM

The basic heuristic developed for the preparation
of a prototype despatch table for a log truck fleet was
implemented in a relatively simple form in order to sim-
plify the evaluation of its operation. Modifications to
improve the heuristic were considered at the time of its
formulation and‘others became apparent during the exper-

iments.

Three major developments seem feasible and all are
based on attempting to maintain the optimal level of

'allocation pressure' .

With respect to the proportion of trucks exceeding
the desired working day , daily readjustment of target
daylength in the heuristic would achieve significant
improvements .in its performance at lower levels of
'allocation pressure' . Further experimentation would
be required to determine the 'best’ level for target

daylength under different levels of demand .

The possibility of trucks having rostered days off
became apparent during the development work of the
study. A ’'real’ truck fleet would be planned to normal-

ly operate below maximum capacity to allow for some
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buffer in the event of, for example, mishaps, break-

downs, and peak demands. Trucks could be deliberately

removed from the system to increase the 'allocation

pressure' on the algorithm toward maximum capacity .
The limit £o truck removal‘wouid be set by the estimated
90% maximum limit on throughput . The possibility of
drivers , after notifying the despatcher , either to
take days off at their discretion or use a day's credit
to cover a day lost due to breakdown could be incorpo-

rated into the Pass 1 algorithm .

Thirdly , the allocation builder could also be
modified to accommodate 'after hours' work. The points
score system used to maintain equity between trucks
could be modified to provide for allocation in accor-
dance with desired levels of WOrkispecified by the truck
owner . Individual points score targets could be preset
in Pass 1 of the heuristic and the additional work
resulting either from a 'spill' from a truck opting»for
a lower than average térget; or from 'excess demand’

could be reallocated to trucks seeking more work.

These features could readily improve the accepta-
bility of centralized despatch systems from the pbint:of
view of the truck owners and drivers . It is probable
that many other such ﬁodificafons are possible with lim-
itations on their application depending only onh a
capacity to express the desired performance change as a

modification to the points allocation procedure .
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6.7 CONTROL OF A CENTRALIZED DESPATCH SYSTEM

Control of a centralized despatch system for log
trucks is likely to be exercised by a mill as the single
wood buyer. However, another possibility would ‘be a
co-operative ownership of the system by the truck owners
by arrangements similar to those used by taxi coopera-
tives . Another is the joint ownership of the facility

by the truck owners and the mill .

There are considerable,advantages , however , to
the mill's 1ogging management. controlling »the truck
fleet since it increases their range of options to han-
dle both short term and. long.term variations in the
demand for wood. Such options could include the addi-
tion of one or two loaders under direct control of the
despatcher and the purchase of a proportion of the 1logs
from stockpiles at landings adjacent to major forest
roads. The management of logs at stockpiles which could
be both near to and far. from the mill would enhance the
opportunities for‘trip_aliocation and assist in operat-
ing the fleet at maximum capacity‘. The evaluation of
location and use of such stockpiles is another potential
future development in the use of the allocator and simu-

lation model .

Centralized control and its associated detailed
record system would proﬁide the opportunity for. a major
revision of financial arrangements. 1In particular , the
separation of payments for standing and travelling costs

of the trucks could greatly enhance the level of finan-
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cial equity for truck owners . Effectively , this would
transfer much of the risk associated with reduced avai-
lability of wood or reduced demand for wood by the mill
to the wood buyer since the fleet would receive standing
time payments for periods when wood is not hauled. The
mill would , of course , receive wood at considerably
reduced transport cost in times of peak utilization .
Such transfers in risk could be recognised in negotiat-

ing transport rates .

6.8 FUTURE RESEARCH

The area of computer aided planning and control of
large scale forestry operations should receive greater
attention to take advantage of recently available 1less

costly computer egquipment .

Research is needed into human perfqrmance in the
use. of computer aiding systems the better to identify
strategies for improving the level of assistance ren-
dered by the  computer and to evaluate which areas of
operational control can.bestbbenefit from such develop-

ment .

The existing heuristic allocator could readily be
developed to provide revision of the despatch allocation
throughout the operating day . The simulation program
could be extended , correspondingly » incorporating the

extended heuristic to provide a simulated operational
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environment for a human despatcher including real time
decision support . Such systems could be used for both
training and research . Much could be learned from
these simulations , particularly about the 1levels of
impact of a variety of 'user oriented' enhancements and

the reponse of the system to them .

An improved flow of operational performance infor-
mation can be anticipated following introduction of such
computer aided decision systems , yielding new possibil-
ities for improved plannihg and operational control .
In particular , techniques of adaptive performance and
transport requirement vprediétioh could be developed
based on the much richer data flow that would become
available . These could provide for imbroved estimation
of trip times to a particular landing based on a distri-

bution of recent trip times

6.9 ACHIEVEMENTS

A goal of work equity was defined as one likely to
be economically acceptable to all groups comprising

large scale log transport syStems .

A trip allocation method based -on. heuristic pro-

gramming methods was developed and tested . Such an




Page 149

algorithm could form the key component in an implementa-

tion of a computer aided despatch system .

A truck fleet cbmputer simulation. model
sufficiently flexibile to feadily incorporate alterna-
tive methods of +trip allocation was programmed to

evaluate the heuristic algorithm .

The heuristic algorithm demonstrated considerable

capacity to achieve equitable work distribution .

Testing also provided indications of likely impor-
tant system 1limitations , performance measures and

determinants .

Together , these developments provide a feasible
method - for central despatch control , techniques and
tools for evaluation of such developments and results
achieved . These = components would provide a baseline
for the more specific work required for investigation or

implementation of a specific transport control system .
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APPENDIX A

HEURISTIC ALLOCATION AND TEST PROGRAMS

CLASS SETUP

function =@ generates the daily ¢trip
requirement 1list from the input file and
sets the trips in a ‘tasklist’

CLASS SCHEDULE

CLASS PASS 1

function ¢ performs the first heuristic
allocation based on an ordering of trip-
sets

CLASS PASS 2

function ¢ performs the second and third
heuristic passes , the second is the
‘tripswapper’ , the third is the day-
length checker and trip reallocater .

TRIP. 4

function ¢ main program for evaluation
of ‘uniform® trip distribution

CLASS SETUPRPEB

function ¢ modification of ‘setup’ aﬁbve
to handle EDEN trip distribution

TRIP. S

function ¢ main program to handle EDEN
trip distribution trials.
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APPENDIX A

27/82 13:30:55 (19)
setup(compytripsyusul ulstrload,dia,returns,alphal;
integer array comp,trips,returns;
integer uy,ul,u2,din;
real alpha;
real trioad;
begin

rocedure readin;
9 ?nte er ptronumingd
R ¢
rtf(?nfi‘e)'t; '
t:~ new infile(™tripmaster™);
t.cpen(blanks(20));

inspect t do
begin
inimage;
numinz=inint; .
for ptr:=] step 1 until aumin do

begin
inimage;
complptryl)sst.image.subl(6,5).getintralpha;
co-p(ptr.Z):=§.1nage.sub(1%.6).getint:

sysout.outinti(1,1);

end: .

j:=4;

inimage;

while not endfile do

begin .
ar{id:=inine;
1n|na?e;
f:=4+%;

ro:edure gettrips;
egin . .
integer i,top,lowycpt,trk,todaystrips,base;
towz=dim + 1; .
tor § 3= 1 step 1 until len do
tist(id:= 0;
i1 stochastic then
begin .
todaystrips:i=normal (trload,b,ul);
while todaystrips < (ow oOr todaystrigs > Llen do
todaystrips := normal(trtoad,d,ull;

if DIAGSETUP then
begin - -
outtext(“rodaystrips “);outint(todaystrips,5);

q outimage;
end;

$= 1 step 1 until di
tisi (i) 2e%Risedtar,uy;
:® 1 step 1 until di
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st(i):=0;
= low step 1 until todaystrips do

relist(base) := histd(ar,u);
ase:=x base + 1;

drae b
Vo ote

turns(i) <> 0 and base < 130 do

relist(base) := returns(i);
base:= base + 1;
iz=t + 1;

end;
if base > dim ¢ 3 then
begin
outsext(" trip overrun ");
out nt(gase-todaystr\ps.LS;outtex:(" terrvenent)
base:=dim * K
end;
outint(base,&);

top := base-gim-1;
base :* 1;
tow 3= dim » 2
for i ;= dim step 1 until low do
begin .
List(i) := prelist(base);
base:= base * 1;
end; :
for i = 1 step 1 until top do
be3jin .
trk = randint(low,len,ul);
white Llist(trk) <> 0 do
. trk = randint(low,len,u2);
List(trk) == prelist(basri;
base:=base ¢+ 1;
end;
end
else
tor i:= 1 step 1 until len do
begygin

List(i) 1= histdlar,u);
ena;
END of gettrips; ,

procedure maketasklists(trnum);
integer trnum;

begin
integer i,j;
Orb‘:?i step 1 until trnum do
esin
for j:=1 step 1 until 7 do trips(i,j):=0;
for J:= 1 step 1 until & do
!rios(1.{):=lisg( i+ (j=-1)20);
tripsli, 8lz=i;

end;
END of make;

rocedure printer;
egin
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integer §,j;
1 tor 315849 3{29 1 until dim do
begin : .
for j 3= 1 step 1 until 8 do
qu!{nt(trips(i.J),B);
cutimage;
1 end;

END of prinfer;

Procedure newday(num);

. integer nunm;
1 begin cted
1 gettrips;
1 maketask{iststnum);
1 alggcate; .
f diagsetup then printer;
1 end;

Procedure allocate;
begin
fnteger 1,j;
for 't1 step 1 until dia do

be in
s or j 3= 1 step 1 ?"
¢ r!ps(i iy © o then
tri sCigS)e=trips(i,5) ¢ ¢ (trips{isj)e1);
tripetieddizeriestid) ¢ compliriestiid B

nd;
nd: tr1ps(1,7)'8 tripsli,6)+ trips(i,5) =2;
END of allocote,

integer len;
integer array *rst(1 sdimed) yprelist(1:dimed);
real array ar(i:86);
real b;
boolean DIAGSETUP,STOCHASTIC;
1C3= true;
im o 4;
d710;
“alphay; outfix(alpha.3.7) outimage;

BN 4 OO B OV S UIR) = 0 0 00NN P UIN =40 O NN R W O 00NN S WN 00

b b o b b b e b bk -
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end of setup;

+«NOTE 123 LINE 5&: UNTIL-EXPRESSION MAY CAUSE REPEZATED EXECUTION OF REDUNDANT CODE
ND SIMULA 3RBA. 164 LINES, NO ERRORS.

MULAGM PaSC .
ULA IRBA ; 1F§ 15!35582 13:31:23 (44)
class schedule(trtps.history,conps.nunt sreturns);
integer array comps,trips,history,returns;
integer nuatr; -

BN cd e

BEGIN

SIMSET class pass?;
begin

HEAD class tasklists; ;
LINK class taskcell(ar)‘ real array ar;

BEGIN
N real arra¥ tr1ps(1 73;:
step untit 7 do i
Es(i)-t ar ; . ’
END of taskce
Procecure pushtasks;
- BEGIN

integer k,d,l
real array ar(l :7);

gorik := 1 step 1 until numtr do
egin
s if (abs(toda‘s(k,k)-ttnu)'?) ttmu > abs(todays(k,5S)-tkmu)
kmu t :=1 else d:=2;
moretasks{(d):= true;

for L = 1 step 1 until 7 do
ar(l):= toda;s kyl)
new taskcelllar .into(tasker(d))'
end;
END of pusﬁtasks:

Procedure printclass;

begin
ref(tasklttts) t;
ref(taskce c;
inze er ig9dek;
§ step 1 until 2 do
begin
t:~ tasker(i);
€ = tefirst; A
gor‘J := 1 step 1 until t.cardinatl do
egin
for k := 1 step 1 until_5 do
outfinlcetrips(k),2,7);
out image;
ci=c.sUC; '
end; .
end;
END;
Procedure getmeans;
BEGIN

integer i;
real arra total(1.~).
for i := st ep 1 untll 4 do

[ Y. N- N NN IVIVIC IV IV IV IV IV IV IV Y O o 2 BB P UL UL WA NIRONI NI PURI PN NS ad ad b wh b b od ab ob o5
\hbuN-‘oOm\lomhw-‘OOmﬂoU‘hUNHQOWNOUl‘UN-ﬁOON\IOMh!ﬂN-‘onﬂO\ﬂl‘b‘N-‘co(ﬁ‘lo

in
total(1):= total (1) + todays(i,&);
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total(2):= total €(2) 4 todays(i,5);
R IR I H T L AP St A
total(d) :=total(é) « past(i,2);

end;
ttmus=total(l)/numtr;
tkmus=totat(2)/numtr;
ptmuzetotal(3)/numtr;
pkmuz=total{&)/numer;
§f DIAGP1 then
be gioutte-t(" otals“)’
for ‘ E until & do
outf{x(tota €1),2,10);
out in

o Sutfixltbaus2.7);0uttent( uas tkau*);outimage;
en

END of getmeans; R
Progedure getdirection{point1); integer pointi;

it(pastipoint1,2) - pkau) > (past(i,1) - ptau)
t
esirection s 1

. directicn = 2,
it not moretasks{direction)
then
begin
: it direction = 1 th
direction := 2 else direction := 1;

end;
end of getd%r: )
Procedure deatouttrips;
begin

integer
r!f(taskl:s!s) t;
ref(taskcell) c;

t:-tasker(direction);
c:-t.fitst;

for k := 1 step 1 until 7 do
tasks{k) == cotrips(k);
if tecardinal = 0 then moretasks(direction) := false;
END of dealout;

procedure printer;
begin
integer i; .
for 1 2= § step 1 until numtr do

begin f j 1 til_7 d

or 3= ste un o
ou:in:(:oda?s(r.;), 73;

for j ¢ 1 1.until & do
outtnt(past(i.;).&),

for := 1 step 1 until do

) utint(history(i,j)6);

cuti-age,

! Enn-'nd: ’
integer fejsttmustkmu,ptmuypkmuyt,kydirection,pointi,point2,tr;
integer array todays({.nu-tr.1:’).past(1:nu-tr.1:4).

tasks(1:7)yfirst(1:tnumtr,1:4);
boolean array -oretasksl :2);
boolean 0¥A6P1
ref(tasklists) "array tasker(1:2);
tasker(1) :- new tasklists;
tasker(2) :- new tasklists;
for i 2= 1 step 1 until numtr do
B rst (1,105 tripsCiy1)
rs H rips(a H
11rst(\. )--coupg(trgos(i.1).1);
first(i,3):=comps(trips(i,1),2);
first(ijadi= firstCi 2)e2 + §irSt(i, 3,
past(i.*):t history(1,1) + f\rstti,é);
past{i,2):= history(i,2) + first(i,3);
past(i,3):= history(i,3) + first(i,s);
past{i,4);:=i;
for j i= 2 step 1 until & do
begin R i
tra=trips(ivid;
if tre > and tr <= 82 then begin
:odays(g.i-1)2= tr;
todays(i,b):=todays(i,&) + comps(trips(i,j),1);
todays(i,5):=todays(i,5) ¢+ comps(trips(i,]),2);

nd
else if tr <> 0 then
begin

g outtext(”rogue comp®); outintltr,3); outinmage;
end;

ndaysfi 6):= todays(i,é) + 2 + (odays(1.$)‘
END of 1nstal loop-

sort(todays.nunzr,b 8);
sort(pastynumtr,4% i
getmeans;
pushtasks; .
it DIAGP1 _ then printer;
for 1 := 1 step 1 until nustr dc
begin
pointi:= numtre 1
point2:=past{poin
etd1rectton(poin

ointl,j) + tasks(j « 3);

sorﬁ(trlps,numtr.a 73;
END of passt;
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head class alltr
head class my
gin% class tr
egin
¢ integer id,time,dist,score;
end of trips;

-
Van
N

Vw
wse

Link class trday(i); integer {;
begin
rocedure maketrips;

egin
refl(trip) t;
integer jq k;
or i := ] step 1 until & do
it trips(i,j) <> 0 then
begin

t:= new trip:
te.idi=trips (1
t.ttne:tconps¥
tedisti=comps
tescOresstoetim
todaytime:=tod
teinto(aytr);

)
r
r

¢

o 19 7o rten

{os
i3
ytim

: end;
end of maketrips;

integer cptymyscore,mytymyk,timeleftstodaytime,myident; .
ref(nytr!ps’ mytr;
mytr:= new mytrips;
maketrips;
myts3trips(i,5);
mykz=trips(i,6);
myscore:=trips(1,7);
ny{dent:=trass(i.a); .
timeleft =720 - todaytime;
if diagprint_ then begin . .
outtext("timeleft was”);outint(timeleft,5) ;outtext("for®);
utint{myident,5);outimage;end;

°o
END of trday;

Procedure instaltrips;
begin
integer i;
for g := § step 1 until numtr do
begin .
tdy:= new trgay(i);
tdy.intolal?);

if DIAGPRINT then
begin

outtext(“trday.myscore”); outint(tdy.myscore,5);

outimage;
end;

end;
END of ins{al:

;rogedure instaltr(td,tr); ref(trday) td;refl(trip) tr;
egin

emyt:xztdemyt+tro.time;
emyk:=td.myk +tre.dist;
emyscore:=td.nyscore + tretime ¢ 2 + tr.dist;
odaytime:=td.todaytime ¢ trotime; . .
:f diagpfin‘ then b!;in !Qﬂ.o.t.ttttn-.-.-it'co-at'ttﬁo;
outtext(" trip”)coutint(tr,id,4) outtext(®in");
d outtext(” truct“s;out‘nt(td.-y\dent,k);outinage;

end; .
END; .

c:ogedure removetr{td,tr); ref(trdiy) td;ref(trip) tr;
gin

tdemyts=tdemyt=tretime;
tdemyk:=tdemyk =tr.dist; .
tdemyscore:=tdemyscore ~ tretime *» 2 = tr.dist;
tde.todaytime:=td.todaytime ~ tr.time;
if diagprint then begin !¢tessscnscantanssnnne
outgelt(“ trip”);outint(tr.id,4);outtext(“out™);
ocuttext(™ truck®f;outint (td.myident ,4);outimage;

end;

END;

Procedure sorttimes;

begin f(trday) t b
re rda em ase;
Pisescaileinstte ’
while base =/= NONE do

begin

temp - t:~ base:
while temp =/= al1.last do
begin
temp:=tempesul; .
it temp.todaytime < t.todaytime then t:= temp;

end;
if t =/= base then t.precede(base)
.. else base :- base.suc;
if diagprint then begin . . .
g outtext(”in sort");outint(te.myident,5);outimage;
end;

end;

END of sorttimes;
procedure allurite;
begin

ref(trday) td;
ref(trig tr,;
td:- all.tirst;

white td =/= al1.last do
begin

outtext(" trday ident in all was™);outint(td.myident,3);

tri-tdemytr.first;
while tr =/= none do
begin 3
outint(tr.id,4);
tre=tresuc;

end;
Quttext(“todaytime"”) ;outint(td.taodaytime,5);
outimage;
td:~ td.suc;
end;
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306 END of alwrite;

Procedure getsmallestltrk,t
name trkytrp
begin

integer smallest;

ref(trip) temp;

teug:-trt.nytr.first;

smallest:=tempetime;

trpz-tenmp;

WHILE temp =/= trke.mytr.iast DO
begin

rp);refl(trday) trk;ref(trip) terp;
.

temp :-tempe.suc,
ig.teap.ti-e < smallest and temp.id <> 0

then
begin
: trp:—temp;
smallest:=trp.time;
end; R

end; :
it glkgprint then .
egin
s outtext{“”small was™);outint(trpeid,3) ;outintl{trp.tine,3);
0ut§ext("lor“);out(nt(trk.nyident.l);outinage;
outimage;

end;
END of smaltest;

PROCEDURE getbiggest(trk.trp);re!(trdiy) trk;ref(tripltrp;
b . name trk,trp;
egin

integer biggest;

ref(trip) gnp;'
tempi-trk.mytr.tirst;
trpi=temp; .
biggest:=trp.time;

:gILE temp =/= trk.mytrolast

begin
tempi-tempa.SuC;
if temp.time > biggest

then
begin
trp:-temp; o
biggesti=trp.time;
end;
end;
if plagprint then .
begin

outtext(”bigcest was™) ;outint(trp.idei3) outint(trp.time,X)
outtext("for™) ;outint{trk.myident,4);outimage;
outimage;
end;
END of biggest;

PROCEDURE tryswaps;
tegin

o0 oooom\uv\uumu\mm\nbhhrl~bbc~l~hwuuuuwuuwnwrvmmvm.a.a-...-.a-n.a...-no

u\duuwuuuuuwuuuuuuuwuuuuuuuuuuuwuuuuuumwuwwuwwuuwumuuu
:omrum-ogmwouaumeoomﬂomruuaoomﬂombwaoomvombwauomﬂou BULIN = OO

procedure swapit(tl,t2,tpl,tp2);re
retltri
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begin
¢ ref(trip) temp;

tp2.follou(tpl)
instaltr 1.tp§5,
renovetr(t2,1p2);
tpledintoCt2emytrs;
instaltr(t2,tpl);
renovetg 1etp1);

t
t
t
t
t
end of swapit;

[¢
(
(
(
(
t

‘"5? e if t1,t2

rererlay i 1tss;

:= all,.first;
s=alti.last;

§ := 1 step 1 untit S do
begi
getsnallcst(t1.t });

??‘gii?,pr At then

re
t1
t2
for

ioutint(tpl.time
mage;

.
-

nd;
tp1.t€ne < ine ;hen
swapit(ti,t .tp 'tp2);
-tlesuc;

-t2.pred;

L
Ned -
" (1]

Procedure Killovertime;
begin

grocedure putback(tr); refltrip) tr;

it diagprint thgn begin !esrassnacsenvisnsnansnnn;
outtext(“LOST one in k:l\overt1ne“)'
o outint(tr.icy4);outtext(”" time™);outint(tr.time,5);0utimag
end;
rptri=rpter + 1;
end; returns(rptr)‘*tr.id,
nd:

ref(trdax) base'tdi,tdz,
ref(trip) trytemp;
fnteger overtime;

base:~- all.last;
while base.today time > 720 and base =/= all.first do
base:-basel.pred;

tdl :- altl.tast;
begin
end;

overtime := td1.todaytiue- 720;
uhile overtime 0

1{ diagprint then bgg‘n fesssassansassetssonnsnen:
outtext(“overtime™); out\nt(overtine.S) out!nt(tdf.-yident.L)'
outimage;
'ndo l".‘."'.I..l""."."' '
tras= tdl.mytr.firsto.suc;
temp = tresuc;
while %emp =/% none do

it g;ertine-tenp.ti-e < 0 and tempetime < trotime
en

tr:=temp;
teap:i-temp.suc;
end,
‘treout;
renovetr(td1.tr)

td2:-all.first;
while tdl.toaaytxne > td2.todaytime and td2 =/= all.last d¢
td2:~td2e.suc;

if td2 =/= tul then tdl.precede(td2);
if diagpfint then bej;in '"'0""...'."..‘.".'.'

outtext(*td1"); out!nt(td1.myident 3);outtelt("pred“)-
out$nt(td2.my\uen:.3) couttext(“tal. todayt‘me‘)' .
outint(tdl.todaytime,3) ;outtext("td 2.tocaytime®);
outint(td2.todaytime,5) joutimage;

end ; .."tt'.'t."!Q..t".'t'l'tt'.;

:?25?3‘1 «firse;
i

agpr\n! then

egi

ogttext(“tuz todaytime™);outint(ta2.todaytime,5) ;outimage;
end;
if tr.time + tdl.todaytime > 720
then putback(tr)
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else
begin
nstaltr(td2,tr);
tdl:-td2.suc;
while td2,todaytime > tdl.tocaytime
and tdl =/= all.last do
tdi:-tdl.suc .
td2.precede(tdid;
if diagprint then gegin Tasnestsennetosntdnaneand;
outtext(“ta2”);outint(td2.myident,3);outtext(¥pred”);
out nt(td1.nyident.3)'outtext("tdi.!ouaytvng”)i
outint(!d%.todartine.S):outtelt(”td1.todaytile );
ou‘int(td stodaytine,5);outimage;
end ; 'esesvarevwenscsdnenrnnevnnwen;

) end;
td1:-al1,last; .
overtime:=ztdl.todaytime~-720;

end;
END of proc overtime;

rocedure printer;
egin
integer i.3; .
for 3 := {'Step 1 until 20 do
. begin

for § = 1 step 1 until 8 do
outint{trips(i,j),7);
_outimage;

end;

end;

rocedure getmeanscore;

egin
integer igtotal;
for := i step 1 until nuut;-do

total := total ¢+ trips(i,?7);

meanscores=total / numtr;

end;

Procedure rewrite;
begin
) integer ident,i;
ref(trip) t;
P al1.firse;
while tdy =/= none do
begin
inspect tdy do
begin

ident:=m¥ident;
t:~mytro.first;
for := 1 step 1 until & do trips(ident,i):=

i:=1;
while t =/= none do
begin
rips(ident,i) := t.id;
t~tqSUC;
« f;

=myscore;
=nyident;

end;
END of proc reurite;_

integer §,meanscore,rptr;
boglean oIAGPRINT;
reflatitrucks) ali;

it
inst
getneunscqre;
f diagprint then .
sin
,outtext(™ MEANSCORE™); outint(meanscore,5) outimage;

ps;
gp;int then begin rewrite;printer;end;
Bes:

es
gpr%ng then ll1l“‘it€,' !tttttt'ttcao.na-a..-o-.qg;
ertime; ’
print'then 2llurite; '*ovnsernsnsserdrtnssasreen;
e:

END of passZZ

procedure sort{input,len,widykey);
integer array.\neut;
intejer len,uwid,key;

begin A . : R
grocedure'test(i.tnc); integer {,inc;
egin

integer Ll,temg;
real last,thisone;
l:=i=-inc;

it Lt >= ' then

-
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end;
end;
end of test;

integer iyjokylymax,inc,

real array Batet1:2307122),tempC1:200,1:8);
max:=len;

221 ‘

for 1:=1 step 1 until max do
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Page 1643
P 1 until ten do APPENDIX A
;
1

¢ then

lad IR L= ]

ystrips:=normal(trload,b
e todaystrips < low or t
todaystrips := normal(tri

if DIAGSETUP then
begin

outtext ("todaystrips ") ;outint(todaystrips,5);
outimage;

wul); A
odaystrags > ien do
oadyb,ut);

;
until todaystrips do

= randint(lowashighyut);
[

rns(i) <> 0 and base < 100 do
returns(i);

dim * 3 then

ttext (" trip overrun ");
ut1nt(pase-todaystrips.Cs;outtext(" trsrenenelt).

base:=dim « 3 ;

003
c v

top :=

tep 1 until low do

«
P

e
s
2
s
)

i

:= prelist(base);
base + 1;

step 1 until top do

g ]
"
-
@
3
Q.
-
2
-
~
=
o

v
-
P
o
2
-
[
~nN
~
“~

o
randint(low,lenyu2);
:= prelist(base;;

e *+ 1;

"ee x

O~ TN
oy o~
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nwen kol
e mIMee

o rérte—

end;
end
else . .
for i:= 1 step 1 until len do

begin

: List(i) := randint(lowa,high,usd);
end;
END of gettrips;'

procedure maketasklists(trnum);
integer trnum,;

begin ..
integer i,j;
orb1:?1 step 1 until trnum do
egin
9'%0r j:=1 step 1 until 7 do trips(i,j):=0;
for j:= 1 step 1 until do
tr1ps(1.i):=t1sg( i+(3=11+20);
tripsli,3):=1i;

end;
END of make;

rocedure printer;
egin i
integer H
roi ;g 1 s{gb 1 until dim do
begin

for j := 1 step 1 until 8 do
outint(trips(i,j),8);
outimage;
end;

END of printer;

Procedure newday{num);
integer num;

begin .
Jettrips; ’
maketask{ists Cnum);
allocate; X
if diagsetup then printer;
end;
Procedure allocate;
begin .
integer 1i,j; .
or 1 :=1 step 1 until dim do
begin . R
for j := 1 step 1 until & do
if trips(i,j) <> 0 then
P ips(i,5)tatrips(ing) + (trips(iyj)e1)
trips ' 2tripsiy, comp rIips ' v H
p trips(i8)z=trips(i,4) + comp(trips(i.})'z)f
en
trips(i,7):= trips(i,6)4+ trips(

iy5) *2;

end; .
END of allocate;
integer len; -
intege{ grray List(1:dimes) ,prelist(l:dimed);

rea ;

booleaﬁ DIAGSETUP,STOCKASTIC;

STOCHASTI]

TIC:= true;
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APPENDIX E

CLASS BRASIC function: wmaintains data storage

, file access and statistical col-
lection

Class runtimelists function: provides
array of 1linked 1lists for trips
pushed back , includes 1list inser-—
tion and removal .

Procedure setcptmasterfile
functions: reads in data for all
known compartments

Procedure opentripstat

Procedure openlogfile

Procedure opentripfile

Procedure cleartripfile

Procedure opendaylog

Procedure opentaskinput
function: opens and initializes all
required input , data storage and
output files .

Procedure gettime

Procedure wrdat

Procedure wrday

Procedure writehistory

Procedure cleardayvars
function: maintain and manipulate
the main data storage area for truck
statistics

FProcedure getdump
function: gets next trip assignment
from the despatch allocation table
for despatcher

Procedure gettripdetails
function: gets time and distance
details from the compartment master
file for a specified compartment
Procedure Frocedure checktrucklist
Procedure outpage
Procedure tripwriter
Procedure logheader
Procedure getrunsequence
functions: wutilitys for display and
startup
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"SIMULATION CLASS BASIC; ~ AP:;‘“ 168
BEGIN NDIX B
CLASS runtimelists;
BEGIN .
Procedure updatebrk(idt ,dntime,nowtime,grge);
integer idt,dntime,nowtime;boolean grge;

begin
g brkdnilst(l,pointerb):=idt;
brkdnlst(2ypointerb):=dntime;
brkdnist(3,pointerb) :=nowtime;
it grge then brkdnlst(&.pginter?):tt
else brkdnist{4&,pointerb):=0;
pointerbi=pointerb +1;
if. oi?ter > 50 then
egin -
b outtext(“runtime error in brkdownlist™);
cutimage; .
end; . f
end; .

_Procedure updatenotime(idt,rest);
. integer idt,rest;
begin :
notmlst(l,pointern):s=idt;
notmlst(2,pointern):=rest;
pointern:=pointern+i;
- if pointern > 50 then
begin .
outtext(¥runtime error in notimelist™);
. outimage;
end;
end;

Procedure outlists;
Begin
. insgect log. do
: egin

. i
outimage;eject(1);setpos(50);outtext(“BREAKDOWNS FOR DAY™);
outimage;outimage; .
forbi :=1 step until pointerb-1 do

egin . .
¢ setpos{10);outint(brkdalst(1,1),3);
_outint(brkdnlst(2,i),5);outinttbrkdnlst(3,i),5);
4 autint(brkdnlst(4,i),3);outimage;
end; .
outimaée;setgos(SD);outtext(”TRIPS PUSHED BACK");
outimage;outimage; _ . .
forbi:§1 step 1 until pointern-1 do

egin °
s setpos(10);outint(notmlst(1,9),3);
4 outint(notmlst(2,1),5);cutimage;
end;

cutimage;
end of inspect;

END of proc; .

jnteger array brkdnlst(1:4,1:50) ;
integer arra; notmlst(1:2.1:108);'
integer pointerb,pointern,i;:
poxnterb:=1-pointern:=‘;
end class runti-e(?sts;
PROCEQ%RE pushreturn(cpt);
nteger cpt; .
- BEGIN s pes . )
L. outtext("pushreturn™);outint(retptr b );
return{retptr):= cpt;
retptr:=retptr + 1;

END OF pushreturn; o

rocedure cleanupreturn;
egin ‘
integer i; . .

for 1 := step' 1 untit 200 do return(i):=0;
end retptr:=1; .

nd;
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. where necessary

P AR RN I NE AR RO AR S A NR IR EIRR IR AR TARSI RSN nsesosonnrnnenr v APERENDEX B

PROCEDURE set_cpt_masterfile;
: BEGIN

text filename;
n}eger csfva[
infile) logref'

csfval°'csf(“aasg: logmast
filename:~ co master*
logret:- new tnfile( ilenam
outtext(‘ ————=3C0
outtext(® *): out
cptregstra=-new directfil ¢
cotregstr.open(blanks( )]
togret.open(blanks(20));
while not logrefo.endfile do
BEGIN

ge

t

ti

R OPENED b
outimage;

[T
em

logref.inima
cptregstro.ou
cptregstr.ou

3 0‘\-

end'
logref.clos
END ‘af set_cpt nasterfile..

PROCEDURE opentripstat;
begin
text filidyopntxt,freetxt;
integer csfval'
fitid:-copy("tripzzz b
opntxt:—copy(*aasg,up
1reetxt°-cop ("afree
- filid.sub(?
opntxt.sub(§
freetxt.sub(
outlnt(csf(f
csfvalz=
tripstat:- neu
tripstat.open(bl
tripstateouttext(

$
r
f s
d Lid);

at.outimage;

0 FOR_TRIP STATISTICS *);
valy12);0utimage; .

)
1
*
e
(
i
a

AD B D

outtext("=====>F
outtext(filid);o
end of opcntripstat,

O o Nr-v—la'-

- et e

E open_ logfite{

integer csfval,f
log:= new printf
loge.open(blanks(
IOg.linesperpage
log-out:nag .
print:= atse,
outtext (™ =====>STD FILE OPENED FOR RUN MESSAGFS "1:
- . —_ .Y .
outtext(” . ");outint(Bgival,12);outimage;
END of tripstat; : . .

PROCEDURE opentripfile; . N
BEGI ’ .-

integer csfval;

csfval:= csf("aasg.a

tripfile:- new directf

trlpfrle-ofen(blanks(1
END of opentripfi

PROCEDURE cleartripfile;
BEGIN
integer 1.),
text Llin;
lln:-blanks(130)'
1nsgect trrpfrle do

lo:ate(1)'
for 1:=1 step 1 until 200 do
begin
step 1 it 1
).putlnt 11);
putint (11);

30 do lin.sub(1.1).put1nt(0);
points to next loc;
! points to start loc;

=LV

).

);
end

end of inspect,

outtent( ----- >TRIPFILE INITILIZED *);

outima
END of cleartrip 1[:

Pnogggg E opendaylog;
text filid,opntxt, freetxt,
integer cs%val. .
filidz-copy(“day logz ");
freetxt:—cop (“ufree b I
opntxti—copy(“dasg,up ™),
tilid.sub(7,5):=runseq;
opntxte.sub(9,12):=tilid;
fregtxt.sub().12):=f1l1d;
outint(csf(freetxt),10); .
csfvalz=csflopntxt); .
daylog:= new directfile(fitid);
daylog.openi{blanks(725)); :
outte:t("-—f-->F1LE OPENED FOR _DAY TOTALS =====- b
outtext(filid);outint(csfval,12);outimage;
inspect daylog do
begin .
outtext (hdg);outimage;
for i :=1 step 1 unt i( 638 do
begin
for j := 1 step 1 until 20 do
outint(0,5);outimage;
end; -
end;
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END of daylog,

Page 170
PROgEglllﬁE open_taskinput, APPENDIX B
outimage;outtext ("™ FILE for task input ?2");
outimage;
inimage; : .
taskinput:-new infile(sasin.image.strip);
END taskinput.open(blanks(40));
,

comment (222 RS2 22X 2R 22 R 222222 X3 2222222322222 2223222222 X2 2
* PRIMATIVES used to nanigulate the “"truckdat acray"™
- which holds the operational statistics
* : ~ used directly from main prog
i'ﬁ'*'?iﬁ't’t"it"i'*t*i*'ii'iti't’i"iﬁ.i.'ttﬂtti'tﬁﬁ.!tﬁit.;
procedure gettime(trkytottime); )
. name tottime;

integer trkytottime;

begin :

integer tempid;
tempids=trk; .
tottime:=truckdat(tempid,3);
end; ) ) )
rogedure wrdat (id,phase,val); integer id,phase,val;
egin .

integer tempid,datloc;

tempid:=id;
truckdat(tempid, 1) :=phase;
if phase <= 'tﬁen C,
truckdat(tempidy4)s=truckdat(tempid,4)+vatl;
if ghase = 2 or phase = 5 then

egin

g : truckdat(tempid,2):=truckdat(tempid,2) + val;

p . truckdat(tempid,7):=truckdat(tempid,7)+val;

end;

if pha§e < 8 then truckdat(tempid.3):=truckdat(tempid.?)#vat:
if phase = 9 then truckdat(tempid,5):=truckdat(tempid,>)+val;
if phase = 10 then truckdat(tempid.b):=truckdat(tempad.é)’vat:
datloc:=phase*2+6;
truckdat(tempid,datlioc) :=truckdat(tempid,datloc)+val;
truckdat (tempidydatloc*+1):=truckdat(tempidydatioc+1)+1;

end of wrdat;
PROCEDURE wrday(id); integer ig;
BEGIN yiiad 9 :

integer n,val,tempid,i,p
A .. lastnum,ariv
tempidi=id;
drivetime:=truckdat(t
paidtime:=truckdat(te
totaltimez=truckdat(te
reptime:=truckdat(tempi
kmss=truckdat(tempid,5)

a
e
e
m

insgecg daylog do
egin

locate(tempid+3);
inimage;

lqstnum:=image.sub(daynumﬁs.S).ggtiqt:
imagee.sub(uaynum*5,5 .guting(paldttmg); .
image.sublaaynum*5+45,5) .putint(paidtime+ tastnum);

locate(tempid+3);
outimage,;
locateltempid+130);



intmage;
lastnum:=image.sub
image.sub(daynum+5S
image.sub(vaynums5
locate(tempid +130
outimage;
locate{tempid+257)
inimage;
ltastnum:=image.sub
image.sub(daynum+*$
image.sub(daynum=5
locate(tempid +257
outima?e:
ocate({tempid+384)
nimage;
image.sub(daynum+5

locate(tempid +384);

~s o~

-
L4

int: Page 171
ine WPPENDIX B

time ¢+ lastnum);

int;
;

+ tastnum);

!S).putint(totoltime);

outimage;
gocate?tinpid¢511);
}n;-:ggéb(da.numts S) tint(drivetime)
m . . n ve :
locstelrempid 3513)1° °P¢ mels
outimage;
end;
£Ea0; )
PRCZOURE writehistory;
85 integer 1,j;
for 1 := 1 steg.1 unt il glan ntrk do :
history(i,1)s=history(i,1) + " truckdat(i,3);
history(j,2):=history(i1,2) + truckdat(i,6);
_ history(§s3):=history(is1)*2 + history(},25;

‘integer i,pointer,loc;

pointer:z=1d; .
truckdattpointer,2):=0;
truckdat(po nter'%):ﬂo;
truckdat(pointer,5):=0;
truckdat(p )2=0;

PRoCEDPIURE getdbup(cpt.di&,pointer);integer'cpt.did.pointer;

[ TFATY

name did,pointer;

er gapsrecord,thiscpt
n gbo&e.betg&.fcungn

filelength;
inished;

i

O et bt~ A

text(”get

1 then begln
ump®)
ptregstr do

ve:=false;belou:
nd:=false; )
ate(1); - T

e: , .
ani h:=image.sub(1
%

IOT4IO0 OO0 n

o
u
c
ina
tet
isc
fie
BE

P
scpt <
sc
(record)
e;
t:
scC

pt=cpt

Tt bsipmahiattl VO
BATD O 23
O ekt (e ]

=e
hi
hi
te
ag
cp
hi
n

-t AT Qb

th;
‘and not finished

ntier(gép{Z)*
cp
pt > cpt then record:=record -

-
.

'

:outint(cptyk);puti-age; end;

=false;finished:=false;

.5).qetini+1; 'add one for count;

do

then record:=record + gap
gap

A YL T}

=image.sub(1,5).getint;

then

finished:=true;
found:=true;

end
!

“finished DO

end; :
if cpt >thiscp
begin

record:=re
below:= TRU

.. end; .
if record <=filelength

begin

gap is now 1 or cpt is

t

found;

0o T Cco

then

logate(record);

inimage;
end
else

thiscpt:=image.sub(1,5).getint;

finished:=true;

it thiscpt
begin

= cpt then

finished:=true;

found:=true;

end;
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if above and below then
finished:=true; Page 172
END of search loop gap=1; APPENDIX B

if found then
begin
did:=cptregstr.image.sub(6,5).getint;
pointer:=record;

en
else .
begin
pointer:=0; :
d did:=99; tdefault cpt of truck;
na; . :

. e
end of inspect;
END of getdump;

rocedure writetrips;

egin
¢ i?teg:r.i.col.tog;
cleartriparray; ! zerg array;
[istptreoiictptr=1:' T 1eft éne too high by setuplist;
outtext (" actual List Len th*);outint{{istptr,4);outimage;
gf gistptr > plan_ntrk = then
egin
€9 outtext(“overflow in List *); outimage;
Listptr:=plan_ntrk * &;
end;
top:¥listptr;
col:=1;

white }op'> plan_ntrk do
begin :

fo'b: i* 1 .step 1 until ptan_ntrk do
n

g trips(iycol):=lPstcpt(listptr);

tistptr 2= Llistptr - 1;

end;
top := listptr;
col := col + 1;

end; . )
while Listptr > 0 do
besin nding(1,pL kyuS)
:= randin wplan_ntrkyusS);
while trips(i,col) 2> 0 do
B randint(1,plan_ntrk,us5);
N trrgs(i.col) := lisf:pt(!ist?tr); 3
if diagl then begin cuttext(write”) ;outint(listcpt(listptr),4);
. - outintllistptr,se);outint(i,2);outimage ;end;
el&stptr := tistptr - 1;
nd; :
for 1 _:= 1 step 1 until plan_ntrk do
trips(i,8):=i;
END of write trip; -

co.nent'*tﬁ*ﬁ't;'tt,t'tﬁi'ititiﬁttt"ttﬁitt""ttt'ttﬁﬁtt'i
* gettripdetails works for the despatcher
i using the ppintef to get dump, traveltime etc

———
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PROCEDURE GETTRIPDETAILS (pointerydumpsouttime,mediant,dist);
- name dumpj,outtime,mediant,sdist;

integer pointer,dumpjsouttime,mediant,dist;
BEGIN ] .

integer temppoint;
temppoint:=pointer; .

if temppoint = then temppoint:= 2C;
insgec; cptregstr do :

egin :
locate(temppoint);

.- inimage; - - .
dump:=image.sub(6,5).getint;
mediant :=image.sub(11,5).getint;
.dist:=1nage.sub(1§.5).get\ﬂt:

- outtimes=(mediant-25)/3;
end of inspect;
END of gettripdetails;
PROCEDURE gettime_dist(cpt,ttime,dist);
name ttime,dist;
. integer ttime,dist,cpt;
begin | .
integer point,dumpyoutt;
getdump (cpt,dump,point); . )
d gettripdetails (point,dump,outtsttime,dist);
end;
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PROCEDURE check_trucklist; ! makes sure that;

BEGIN - ‘ i some trucks are used; Page 173
integer i; APPENDIX B
if ntruck <= 0 then

begin

outtext("no trucks requested CHECK TASKLIST!!!%);
.outimage;

end
END of check_trucklist;

r array intarr;
X

PROCEDURE outpagelintarrytitle,max);intege
BEGIN text title;integer max;
inteaer count,pointer,i,};
INSPECT Llog do
BEGIN
eject (1)
_-;etpos(sﬁ);outtext(title);outima;e;
eject(5)
count:=i;
while count<=max do
begin

for j:=1 step 1 until 40 do
begi

n
for i :=0 step 1 until 9 do
begin S
pointer:=count + (I+40); . A
1f pointer <= max then outint(intarr(pointer),1(
end of one line; .
outimage;
count:=count + 1;
end; -
eject(1);
count:s=count + 400;

end;
end of inspect;
END of outpage;

PROCEDURE tripwriter;

begin . R .
jnteger i,j;
for 1 3= I7Step 1 until plan_ntrk do
begin :

for j := 1 step 1 until 8 do
outint (trips(i,;}),8);
. outimage;
end;
END of tripuwriter;
PROCEDURE CLEARTRIPARRAY;

begin ..
integer i,3;
or 1 := i step 1 until - plan_ntrk do
for j . :="1 step 1 until 4 do
) trips(i,j):=0;
outtext(" trips cleared”);outimage;
ND of cleartriparray;
ROCEDURE SET_HDG; o . L
BEGIN . .
integer i;
~text d;
hdg :=blanks(90);
d:=copy(date);
hdg.se‘pos(1); - -
for 1 =2=1 step 1 until 20 do
hdg.putchar(“+7);
hdgesub(21,20):= cog{(” SIMULATION RUN ON * );
B hdgesub(45,2):=de.subl1,2);
hdgesub(48,2):=desub(3,2);
hdgesub(5142)2=desub(5,2);
hdg «sub (5546):= copy(”_AT *");
hdgesub(6292):= desub(7,2);
hdgesub(6642):= dosub(9,2):
hdgesub(7052):= desub(11,25;
END of set_hdg;
PROCEDURE get_runseq;
‘begin
text txt; -
txt:=blanks(100); .
outimagesouttext(™ ") .
outtext(" What run sequence number for this run 2==");
cutimage;
inimage;
. runseq:— copy(sysin.image.sub(1,5));
outtext(image.sub(1,5));
outtext ("™ RUN SEQUENCE ﬁUMBER FOR THIS RUN 1S ==");
q outtext(runseq);outtext(image,sub(1,5));outimage;
end;
PROCEDURE logheader;
Begin;
insgecg log do
. egin
9 eject(1);outtext(hdg);setpos(110);outtext (“DAY NUM");
d outint (daynum,4);outimage;outimage;
end; .
END;
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AFPENDIX C

CLASS DATASET ("Direct allocation version'")

functiont sets up daily despatch
allocation from an input of the
backlog and the new days demand

Procedure getdump

function: gets data on dump loca-
tion from masterfile

Procedure instaltrip

function: puts a trip into the
despatch allocation table

Procedure updatedumplist

Procedure updatetrucklist
function: updates status 1lists of
trucks and dumps active

Procedure wake

function: assigns a daily startup
time to each truck on each day

Procedure startday
function: supervises the collection
of trip requirement from backlog and
new demand and instalation in the
daily allocation table

Procedure checkoutput _
function: provides a daily display
of active units

Procedure getassignment

Procedure gettripdetails
function: get information for
despatcher from despatch allocation
and compartment master file .
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5 external class basic;
basic class dataset;
BEGIN Page 176

APPENDIX C

CO--QH‘"""'.'t"..i...'.".0'.'.‘."."""'.'."'."".'
getdurp works with eaternal master file “CPTREGSTR"™
. to get cpt details

LA R R A L A L e A R A R A A A A A RS R AR AR AR R R L

PROCEDURE getdump(ept,did,pointer);integer cot,dia,potn!er,
BEGIN name d{d.pointer~

integer gapyrecord,thiscpt,filelength;
boolgan gbove.belou.found, ished? ‘
INSPECT cptregstr do
BEGIN
above--1nl:e:b¢lou:=ialse finished:=false;
found:=false;
locate(1);
inimage; .
filelengt '-i-aqe.SUb(1.S).getint01- tadd one for count;
thisept:=0;
a p:=tileleng
HILE Y;p >1 and not finished do
ap:sentier( apl2);
Q( this gcpt then record:=zrecord + gap;
if this pt > ept then record:=record - gap;
locate(record)
inimage;
thiscpt:iximage.,sub(1,5).getint;
if thiscpt=cpt then
begin
finished:=true;
found:=true;
c end
END t gap is now 1 or cpt is found;

WHILE NOT finished 0O
BEGIN
if cpt <th{s:pt then
.begin

record°=record -1;
lbove TRUE;

end;
if cpt >thisept ‘then
. begin

record:*record +1;
belows= TRUE;

end;
record <=filelength then

b OO~ OIS LN s 0 00~ O N B LN = CIO 00~ O 5 LN =2 O O (0N A SN o DO N VW B LR =4O OO n

O OMAAUMAUNAUIAURA R 5 IS IS 0 0 0 0 5 W A LT L G U NS NN NN PUAINT NI N b b b b b od b o3 4

T
. e
«

n
locate(record);

TRUCKFLEET SIMULATOR —-*-DATASTRUCTURE SUBSYSTEM

inimage;
thiSchti=image.subl1,5).getint;

end
else
' fin 1shed: true;
it thi ept = cpt then
begi .
fin!shed'*true, '

found’ttrue,

if above and below then
finished:=true;
END of search loop gap=1,

it bfognd then
€9 dld'scptregstr.tnage.5ub(6 5)egetint;
pointer.Sreco d;

en
else
begin
pgin!er:=0:
q did:=99; !default cpt of truck;
na;

end of inspect;
END of getdump;

MO CICNOR0B O DM I~ NNNNNNNO OO OO0
OO ~JONMAE LN =20 OB NN SN 2 OO DN OMA S N
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XTSRS 22 R SRR RS

instaltrip work with fnternal scratch fite “tripfile®
to build up one days work assignment for

c

”

-

b the despatcher

: store provides the actual fi
*
-
*

updatedumplist marks each ac
master array “dumplis
FY L2222 2322222222222 2R X222 2R R Radld

Le interface
:ave dunp in the

tesedRRRERNRARSRSIRETN

PROCEDURE instaltrip(trnum,cpt); ‘integer trnum,cpt;
begin

PROCEDURE tlogfilel;
begin

log.outtext(™truck numb
togeoutint(trnum,4);
log-out‘ent(“no such co
Loge.out nt(cpt.S);
logs.outtext (™
end;

PROCEOURE store({truckid,cptid,dumppoi
BEGIN integer truckidycptid,dum

integer cptsasg,freeloc,cpt;
text triine;

cptszcptidy |
insgecg triptile do
. egin

E LT Tt

r
r
r
r

L dadodad

ne.su
locate(tr
outtext(tr
outimage;

L]

.

“w

c
~COTOOR MW

begin

sysout.outint(truck

. end;
end of inspect;
END of store;

ET SIMULATOR =---DATASTRUCTURE SUBSYSTEM

PROCEDURE update_dumplisttdumpid); na
n
9% dumpid <= 100 then

begin .
- dumprequired(dumpid
dumplist (dumpid)s=d
end
else
begin

outtext(” funny dump at
outtext (" of taskinput

end;
- END of update_dumplist;
PROCEDURE update_trucklist;
BEGIN
if troua<= 200 then
begin
truck_re?uired(trnum)
wakelist(trnum) :=uake
« ntruck:=ntruck +
else -
begin
outtext (* funny
outtext(” of ta

truck a
skinput
end;
END of update_trucklist;
INTEGER PROCEDURE wake;
BEGIN

END;

integer dump,cumppointer,uwakeu;
real wakemu,wakesigma;
uakenu:=110'uakes1?na:=10;
uaheué=16}01010 ; d ;
etdump(cptydump,dumppoint
gf dump ne 39 then
begin
store(trnu

update_tru

gin
logfile3;
sysoute.outtext{”no s
sysout.outtext(vess
sysout.outint{cpt,5?
end;
END of instaltrip;

inspect notdone do putbac
.sysouteouttext(” ove;fg?u
’ H

er");
mpartment™);

seswesrs®):log,0outimage;

nter);
ppointer;

d);
Tppointer);
s

(truckidycpt);
in tripfile for truck™i
s

i ysout.outimage;

me dumpid;integer dunpid;

):=true;
unplist (dumpid)+1;

*);outint(line,5);

"); outimage;

t=true;

i;

t ");outint(line,5);
“); outimage;

wake:s=sentier{nornal (vakemu,vakesigra,wakeu));

er);

m.gpt.dumpgointer);
update _dumplist{dump);
cklist;

'

uch compartment”);
taewa’) -

;sysout:outinage;
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comment eweesee startday may become redundant;
PROCEDURE STARTDAY;
BEGIN

con.ent.- IR EAS NSRRI 222X RZZ R R R AR R RARZ AR AR XA R 2D
setuptasklist fJirst reacds leftovers from notdone

t then the main dazs work from externalfile

* “tasklist™. eduler will have to fit

-

in here somewhere.
".!..'!."'...'."""".."..'.""'..".'..'.""..'..:

PR OCEOURE SET_UP_TASKLIST;
BEGIN _ \

INTEGER trucknu-.thisday.cpt.count.i'dly.
BOOLEAN tomorrow;

oint:t§51,
ruck:
lsne‘tﬁ ‘
daynuu.ldaynu- ¢ 1.
i1 print then logﬁeader,

forha :1 step 1 until 200 do

OO DN 2O OO B WA 400 DONO
'

Ve Lt Ll LI NN RONI NI PRI N b ad b b o b b ol ob =41 )

1]
itk eal -
FEA gu s WILL BE WITHDRAWN = PLEASE CRANGE IT .0
e
inspect notdone do pop_yesterday(i,cpt);
if ept > 0 then
begin 1nstaltr1p(i.cpt) count:=count+1;
outtext (*truck™);outint(i,3); outtext("cpt")‘
outint(cpt,5); outi-aqe; end;

end
d; UNTIL ¢pt = 0
end; -
outtext( Trips from yesterday === *);outint{count,5);

outimage;
insgect tns‘(nput do

3

so:orrou z= false; !'note thisday comes from dumay read;
nimage;

if nog endfile then thisday 2= imagee.sub(1,2).getint;
nsout.outint(thisday.S) sysout-outlnage,

% OT endfite and NOT tomorrow do

day zimages.sub(1,2).getin
day = ima e.sub 1,2).getint'
ﬁ{ day ne thisday then tomorrow := true

begin
cpt:rimage.sub(21,5) qetint:
trucknumszima e.sub(‘ );gi
trip

A AR RIS RN NI NI AR AL AN AN N RIAIAINI Z ¢ AN AN AR AR NN AN N RN N AN RN AN A

WS DO BN VNS UIN SO O NPNSWN = OO000N & A WA=

[ Y- IV IV IV IV VATV IC T Y Y X Y N g V[V VIV ]

§f cpt <> O then insta ucinun.cot),

"RUCKFLEET SIMULATOR ===~DATASTRUCTURE SUBSYSTEM

END of inspect,
END of setup ; .

NNINNNN N NN
NNNOOCOOOO
N =00~
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PRO gRE checkoutput;

INSPECT LOG DO Page 179
setpos(50) outtext (*TRuck L1sT ARBRNDIX C

outimage;
for I:= Step 1 until 125 do
f truck_required(idthen outchar(“T1°) else outchar(“N*
outimage’
for 4:=1 step 1 until 13 do outtext(™ . 1");
outimage
. for i°=1b step 10 until 120 do outint(i,10);
out‘-age outimage;
setpostSD) ;outtext(® dUMPS REQUIRED™),;ocutimage;outimag
for 1:=1 step 1 until 100 do
it du: required(i) then outchar(”T”) else outchar(“°N7);
outima
tfor i'g1 step 1 until 10 do outtext(" H 1*y;

outi-a
1 236 step 10 .until 100 do outint(i,100;
outisage outimage;

setpos (50)
outtext(® bunP STATS *);
out -ags out‘-age-
outtext
for i:=1 step 1 until 1
if dumpre uirsd(i) then
outint
out{-ageﬁ
outtext (" pump
for i:=1 step
it dumprequired(i
outint (duaplis
outimage;

CED
BEG

0 O~NINNNN T
00 ~JOMNA P WIN w2 OO WO

-
€ -
X1

END of inspect;
END of checkoutput.

N = OO NS LN D00 NP WA 200

- b BCICOONOOOOOVO

TRUCKFLEET SIMULATOR ==—DATASTRUCTURE SUBSYSTEM
14 i te r i,poi Line;
§1S n ge up'p "{is{ nes
316 he:k trucklist
g}g if print then cﬁe:koutput,
319 END OF STARTODAY;
320

.
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FUCKFLEET SIMULATOR ===-DATASTRUCTURE SUBSYSTEY

‘omnen‘t.‘l-'t".Qi..'...‘t'..".'0."‘t"l‘.‘.'.'l'."'..

getassignment works for despatcher to fintercgate
the master file of the days work held in

- “tripfile”, built up by instaltrip

ttat".c'a.-".c'.nt'ot-ﬁtn."00"..ocnttnt'tﬁcﬂtttt.toﬁt;

PROCEDURE GETASSXGNKENT(truckio.tptocptptr);
name :pt'tpte
integer truc \d.:pt.cptptr,

infeger loc ident,
1dent'=tru:‘
insgect tripfi[e do

locate(idcnt)'
inimage;
loc'tlnage.sub( 6,3)
cpt°= nagaosub( oce
then

BEGIN

begi
utint(1);

in|g¢.5u0(19v1)09

! 1lag whole record as finished
NOT
up 2

IS IS SIS B UUR JUH UG L R N PURI RIPO R )

that end of day is picked
s 2er0 Cctp nusmber;

els
begin
imsagessub(6,3).pu
cptptr:=image.sub int
image.sub(d, )opu! sub(B,8).getinte);
done counter;
i-age.sub(koc‘1).p H
ne as done;
end;

locate(ident)
outtext(innges ! store updated record;
out\-age.
nd of inspect
END of gelissignnent,

gommgntccao"-.'-'ct-tonttcog-..t.gon'tonc'tccritcco-oo-'tt
gettripdetails works for the despatcher

' using the pointer to get dump, traveltime etc
"'.'1'0‘""..."'".'..'.'."0.'t."'ﬁ".""I"".OQ.."

PROCEDURE GETTRIPDETAILS(pointer,dump,outtime ,mediant.dist);
name dump,outtime,mediant,dist
BEGIN integer pointer,dump,outtime,mediant,dis

integer temppoint;
temppointizpointer; . ;
1nsgecg cptregstr do o : .

:
t;

lo:ate(te-ppo{nt)'

WUUWMMUWWHWVWWUUV'UIUVIWU‘NUMNNV‘MMUMUIMV‘\»MWWU"HMHL‘WIJWUWHNW
-noomﬂomhuu-&comﬁomhw-ﬂoomvouvbun-nnom%m P U o DN00 O VN B UIN b (DD 00 O WA B Lain)

0000~~~ NN NSO O OO0 OO O OO O UMAVAUVIAIAWNUI S IS S N

donpilia b6,5) . geti
umpsEimage.su etint;
medlant'=gnage.suﬂ(;i?5§.ge{int;
dist:=image.Sun(16, ).get:nt;

- outtime:=(mediant-25)/3;

RUCKFLEET SIMULATOR ====DATASTRUCTURE SUBSYSTEM

g nd of inspect; .
ggé END of gettr\pdetg1l 5 . ..
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<

TRUCKFLEET SIMULATOR ====DATASTRUCTURE SUBSYSTEM

8¢ ref(head) repairshop;
B7 repairshop:~ new head;
388 set_cpt_masterfile;
389 end of dataSet;

AHARNING 120 LINE 235: NON-SINULA CONSTRUCTION = THE PROGRAM IS N O T PORTABLE
_ END SIMULA 3RBA. 389 LINES, NO ERRORS,

rZ 12[27/82 13 29 16 (49
options =

ol
1: ILLEGAL COMPILER DIRECTIVE OR MISPLACED X -~ SKIPPED

mn'ﬂ-“
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AFFENDIX D

CLASS CHIPMILL

functiont provides the main body of the simulation model

Class truck

function: provides the template model of the truck with a
data structure and controls the sequence of activities for
objects of this type

Class dump

function: provides a landing model with a loader and a
‘wait loader’ qgueue

Class unloader

function: provides the mill terminal model with an unloader
queuwe and unloader

Class despatcher
functiont: provides the despatcher model

, working from a
suppliedvdespatch allocation table

Class reporter

function: provides the runtime VDU display of system activ-
ity at user supplied fixed intervals

setup

function: provides the daily startup routine by calls to
class dataset to setup the despatch allocation table , then
starts the required trucks and loaders

endday

function: provides daily shutdown , mostly by 1lookivng in
the repairshop for any trucks still broken down at close of
day and pushing their trips back onto the backlog for mnext
day . Trucks are otherwise sent to the garage by the
despatcher when they have completed work .

Action body of chipmill

function: provides a reference and keeps track of all the
truck , dump , unloader , and despatcher objects
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:x:::na{ cllass gagic; APg;ge 183
x nal class dataset;
BEGIgataset CLASS CHIPMILL; ND1Xx D

Pnggzss CLASS Truck(trucknum);integer trucknum;
be

PROCEDURE roundtrip;

't.t""t'tt'."tt't"‘-t:

begin

status:="S”; -
xNTO(Haitzdespatcher):
getthere:-ti e;
f NOT sam.despatcher_busy then ACTIVATE sam;
passivate;
it finishedwork THEN GOTO ENDDAY;
gettripdetails(cptptr, dumpnun.outtine.-euiant.kms)'
gf {irstter then
egin
mitilikely:=nod((time + tripestimate),1600);
millarrive:=randint (120,165 03 ; ’ :
if :il%litely < millarrive then
egin
. tooearly:=millarrive=- Llikel
hold{tooearly)- B l etys
getthere: gettﬁere + tooearly;
firsi:rip~=false,

nd;
TODAYSTRIPS'=TODAYSTRIPS + 1;

wrdat{trucknum,10,kms);
d:-landin?(dunpnun)
timeout:={loyn_ttimel{mediant))/3;
wd:=time-getthere;

if wd > 0 then wrdat(trucknum,1,wd);

' despatch:=time;
****2aDRIVE QUT **aawsssnsraswnenn,

status:="D";
drout:=normal(timeout, std
if drout <0 then drout:=2
HOLD (drout);

urdat(trucknum.z.drout); 'update driveout;

1aaeanarntasn|  DAD wwdkwsdwwwnsn;

u);

€ Hoe

Q v

14
.
’

etthere'=t1ne'
D(S)t 'prepare to load;

INTO(d. oagque)

status:="W";

it NOT d.loauerbusy THEN ACTIVATE d ;
“SSIVATE;

HULDLIUY ;Y- chain up;
leave:=ttne
ondunp'=leave-%etthere.
wl:= ondump—1L

if wl > D then urdat(trucknum.3sulz

pdate waittload;
urdatttrucknun,&,l te

load;

'ittt‘t't'ttt DRIVE IN #*#twasdasdnc

=timeout*2.0;

in < 6. then drinz=6_;

in > 300 then drinz=380 ;
drin); :

wrdat(trucknum,S,drin);

teenansnsnns UNLOAD AT MILL 2#¢sascasen;
getthere =time;
old(3);: !¢ ueigh:n;
NTO(un(oadgue H
status:
it NOT Hagner.busy then ACTIVATE Wagner;
PASSIVAT

hold(3); 'weigh off;
leave:=time;

1nmill:=leave-getthere;

unload:=leave-unloadstart;

waitmill:=inmilt-unload;

urdat(trucknum,6,uaitmiti);

1f wa!tm!ll > 0 then urdat(trucknum.é,ualtmrll)'

t(trucknum,?,unload); tupdate unload-

it DRAw(refuelprob ul) then
begin .

status:= ;
perst:=1G;
pcrst'=nornal(gcrstmu,pcrsts1gna,u&)

then pcrst
HOLD(pcrst);
urdat(trucknum.8.pcrst)' ‘update refuel;

end of refuel;
if DRAW(breakdownprob,ul) then
begin

integer RESTOFDAY;

. . . real nubrkdn.stgmabrkdn,
mubrkdn:=2Q0;sigmabrkdn:=200;

status:="B"; .

EEPAIRTIME = NORMAL(nubrkdn.saﬁmabrkdn uz2);

if REPAIRTINE < 10 then REPAIRTIME := 10;

restofday:= B30~ mod(tmme.1000); .
outtext(“BRgAKDOHN *Y;outint(trucknum,3) ;outint(REPAIRTIME,5);
outrnt(RESTOFDAY.S)' outimage;

if REPAIRTIME > RESTOFDAY then grge := true;

inspect Llist do 3 .
updatebrk(trucknum,repairtime,time,grge);
it grge
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the
pegin
€9 repaigtivzewr:pair%ime - r&sRGMay;8 4
wrdat(trucknum,9,rest
wait(repairshop); RPPEI\[DIX D
end
el .
wrdat(trucknum,9,repairtime);
HOLD(regalrt\me);
setpos(20);outtext("REPAIR DONE Truck®);
outint(trucknum,4);outimage;
grge:=false;

END;

wrdat(trucknumy,11,1); ‘update trips;
wrdat{trucknum,10,kms); tupdate kms;
END of roundtrip;

PROCEDURE TRIP_WRITE;
begin
inspect tripstat do
begin
out\nt(trucknum.;);outint(cpt.S)'
outint(despatch,?):outint (drout,?);
outint{wl /) ;outint(id,?);
* outintldrin,?); )
outint(1nn1ll,?);out1nt(pcrst.7);
outint(rep,7);

outi t (kms,?)ioutint(time,7);

outimage;

.end of inspect;
END of tripurite;

INTEGER PROCEDURE logn_ttime(median);
BEGIN ) integer median;

integer mya;
.real mgm.mys, a
aas=3.22; H
mai=2,929;
sa:=0.7175;

mya:=aa + ab w
RYymi=ma + mb *
mys:=sa + sb

masmb, sa,sb;
2

m
s

togn_ttime := mya + entier(exp(normal(mym,mys,u5)));
END of Logn; . .

EF(dump) d; i :

EAL timeout,total,dt,a,std,refuelprob,breakdownprob;

eal pcrstmuyperstsigma;

HARACTER status; . .

integer uy,ul,u2,ul,start, finish, cpt,outtime,cptptr,
duapnum, uk.ug. ! uS for logn,u4s for service station;

ad’ . ) - -

drout
dayswork,

) wl []

. \d IS
drin M . .
‘unloadstartyunload,waitmill,
.perst :
rep ’
kms = qtooearly, . .
repairtimeymillarrive,t estimate,milllikely,
inmill,ondump,mediant;

rip
getthereyleave , despatch,
ip;

BOOLEAN FINISHEDWORK,grge,firsttri
statussz="s" ;. i
std:= 1.0,
uss ((trucknumw

m
*
-*

uld:s= -

uk:=trucknum *

uSs=trucknum *

refuelprobz:=,5

breakdownprob:
perstmu:=10.0;
perstsigmaz=3.

a
wait(garage)
firsttrip:=

BEGINDAY: .
HOLD(wakelist(trucknum));
HOLD(repairtime); !'/* will be O unless come from garage*/;
while TRUE do

BEGIN .
royndtrip;
trip_write;

4
ENDDAY:
status:="¢";
uait(aaraae$;
FINISHEDWORK:=" false;
goto BEGINDAY ;

END of truck;
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201 PROCESS CLASS dump(id);integer {d; APPENDIYX D
%82 BEGIN
282 rogedure report;

382 coin outtext("” dump"”):outint(id,3);
207 outtext(”loaver ");outfix(time,3,7);
208 outimage; :
2?8 end;
%11 REF(truck) thisone;
21¢ REF(head) loadque;
%}2 ' BOOLEAN loaderbusy;
15 REAL loadmu,loadsigma;
%16 INTEGER u,logdt;
217 loadmy:=1 .8; toadsigmas=3,.0;
18 u = Cid) « 2007+ 1;
§19 loadques-new head;
22? WHILE TRUE DO
22
BEGIN loaderbusy:=true;
%%% VHILE NOT toadauesEMPTY DO
224 BEGIN thisone:-loadque.first;

“~ 225 thisonesout; S

o226 thisone.status:="L";

-~ 227 loadt:=normal(loadmu,loadsigma,u);
228 if loadt < then loadt :=7;
229 HOLD(loadt);

%%? ‘ tnison€.ld:=loadt;
232 £ND ACTIVATE thisone;
%%2 loadrrﬁusy::false;

235 PASSIVATE;

%%9 END;

238 END of dump; ’

239

!

:

!

Y PROCESS CLASS unloader;

2 BEGIN -

4 REAL PROCEDURE unloadtime;

3 BEGIN

4 ) real unld;

4 unld:znormal(mu,stdyu);

4 §f unld < 1.0 then unloadtime := 4.0
4 else unloadtime:= unld;

g END of unloadtime;

tgutk’ mynext;.

.

OB~
~rm~s
3
c
-
w
P
a
.

«0;std:=1.0;u:=1010101%;

3
ILE TRUE DO
BEGIN
busy:=TRUE;
HHI{E NOT ﬁnloadque.empty DO
SEGIN
mynext:-Unloadque.first;
mynext.out; P
mynext.status:="y";
mynext.unloadstart:=TIME;
HOLD (untoadtime);

ACTIVATE mynext;
END of one unload cycle;
bus§:=false;
PASSIVATE;

END of unloader body;

END of unloader class; .
!"Qi.iiﬁ.‘i"."0"'000."Q'!OQ"*“*Q.Q.Q.OQ.Q;
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PROCESS CLASS despatcher;
431 t pat :
rocedure display;

for 1:=1 step 1 until 100 do

Page 184
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it truck_required(i) then outchar(“t”) else outchar(°n”);

outimage;
end display;

rocedure report;
egin
INSPECT LOG DO ,
BEGIN

outtext(* TRK ");outint{thistrucketrucknum,3);

outtext(®” € ");outint(cpt,s);
END of inspect; ¢ Pletls
end; . .

PROCEDURE clr_trip_vars;
begin .
inspect thistruck do begin
vd{out:=0;
o

-5 Kd
Jsna
B =0 1 0e
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£0
an
(TR ]
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XYY N = TITY
Moo One
O HYe
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.,

kms:=0;

, despatche:=0;
end;

END of clr_trip_vars;

ref(truck)thistruck;

integer nextdump,cptstr_{id,cptptryouttime,dumpid,kms,
- restofday,esttriptime,notjme,todaytime,mediant;
boolean despatcher_busy;
display;
passivate;
WHILE TRUE DO .
begin despatcher_busy:=TRUE; ~ .
gHI%E NOT wailt_despatcher.empty DO
egin
thistruck:-~wait_despatcher.first;
thistrucksout; .
inspect thistruck do clr_trip_vars;

. tr_id:=thistruckestrucknum;
gefassignment(tr_rd.cpt.:ptptr): : }
gettripdetails(cptptrydumpid,outtime ymediant kms);
gettime(tr_id,todaytime);
restofdaz:5956- todaytime;
esttriptime:=outtime=*2.5 + 30 ;
thistrucke.tripestimate:=esttriptime;
report; ) .
ifp cpi <> D and restofday > esttriptime then

begin 'cpt = 0 means no more work from despatch
HHE LR
struckec r:=c H .
log.outtext%”pTxHE e);log.outmt(todaytim
. HOLD(,1); .
REACTIVAfE thistruck ;
. end .
elsg s
: : egin . P
- thistruckestatus:="F~";
thistrucke.finish:=time;
thistruckFINISHEDWORK:= true;
, it cpt _ne then

begin

. pushreturn(cpt);
- notime:=notime + 1;

setpos (40)
outtext{"NOTIME Truck *);
outint(tr_id,3); |
qutint(cef,si;outxmage;
inspect Lo

. outte
inspect list d

(]

do
xt?“ NO TIME *™);

updatenotime(tr_id,restofday);

end; .
it cpt eq 0 then begi
log.outtext(

n .
FIN *

)c

log.outint(todaytime,4);

001); .
IVATE thistruck;
end;
END of busy loop;
despatcher _busy:=
passivate;
END of TRUE Lloop.
END of despatcher;
- w itii"t"'iit..ii""";

false;
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nteger i;
uhilg tru; do APPENDIX D
begin
outint(time,5); .
for i:=1 step | until 120 do begin
if fleet(i) =/= none then .
d outchar(fleet(I).status) else outchar(“+");
end;
outimage;
HOLD (1005 ;
end;

.end reporter;

comment START OF MAIN PROGRAM ##sssnawawwsn;
PROCEDURE SETUP; R
BEGIN

PROCEDURE setup_dumps;
begin ) :
integer {; :
gorii:=1 step 1 until 100 do
. begin
if guug;equﬁred(i) and landing(i)== none then
egi ‘

landing(i):= new dump(i);
. ) activate landing(i); .
' ndumps:=ndumps +1;
‘end :
- end; .
END of setu
PROCEDURE "setup_
begin

inte?er i;
FOR 1:=1 STEP 1 UNTIL 200 do
begin .
gf Eruck_required(t) and fleet(i) == none then
egin .
fleet(i)z= NEW truck(i);
activate fleet(i);

ntrucks:=ntru:ks*1;
end; -

. end
END of setup_a_fleet;

PROCEDURE startup_trucks;
BEGIN |
integer outa;
refltruck) t¥t1;

t:~ garage.first; !
uhilg t gI= none " do

begin
tl:-tesuc; .
if truck_required(t.trucknum) then
begin~ |
activate t;
t.out;
end;
t:-tl;
end; .
inspect Llog do begin outimage;setpos(50); .
outtext(“TRUCKS RELEASEg FROM REPAIRSHOP"™);outimage;
. outimage ,end;
thée ?ot repairshop.empty do
egin A .
ti-repairshop.first;
if terepairtime > 680

then
begin

terepairtimes:=t.repairtime-6C0 ;
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P wrdat(t.trucknum,9,600); Page 188
en
else begin ’ APPENDIX D

activate t H

t.out;

log.outint(t,trucknumys);
outa:=zouta + 1;

d wrdat(te.trucknum,9,t.repairtinme);
end;

d log:outinage;
end;
outtext(” TRUCKS RELEASED FROM REPAIRSHOP™);
outint(outa,4); outimage;

outaz=0;
END of startup_trucks;

) ’
setup_dumps;
setup_a_*fleet;
SNt indunns %) (“OUMPS and *);outint( »
outint(ndumps,3);outtext (*DUM an ;outint(ntr ;
outtext ("TRUCKS created *):; outimage; ‘ uekse3);
loge.eject (1)
log.setpos(50);
tog.outgext("SiHULATlDN DESPATCH AND ARRIVAL LOG™);
log.oqtvnage; .
logeeject(5);

END of SETUP;.

PROCEDURE ENRD_DAY;
begin

réf(truck) t;
integer i,cpteptrycount;

count:=0;
for i :=% step 1 _until 200 do
if truck_required(i) then
begin .
DO
.Ol.0-.....0..00.......-.1
THIS NON-SIMULA FEATURE UgLL_BE W1THDRAWN = PLEASE CHANGE 1T ...
egin
etassignment(i,cpt,ptr);
gf cpt g 0 then P
begin
_ pushreturn(cpt);
counts=count+1
end;
end
UNTIL cpt = 0 ;
wrday(i);
. clrdayvars(i);
end;
cleartripfile*
outtext(™ Trips not completed -—"):

‘outiat(count + sim.qotime +S);outinage;
outtext (* Trucks in garage ==");
outintlrepairshop.cardinal,b);outimage; .

same.notimes= 0; R

outtext(“Todaystrips = ");outint(todaystrips,4);

outimage; .
for i:f1 step 1 until Llist.pointerb -1 do

egin
g outint(listebrkdnlst(1,4),3);
outint(list.brkdnlst(2,33;53,
outint(listebrkdnlst (3,3} 69;
end outintllistebrkdnlst(4,i),3);00tinage;
end; :
for 3:=1 step 1 until list.pointern -1 do

egin

outint(listenotmist(1,3),3)¢

outint(liste.notmist(2,33,5%;
‘outimage;

pect list do outlists;

end;

ins
list.pointerb:=1;
Lis

\F

tepointern:=1;
END of END_DA P ‘

rocedure dispose;

egin
e outtext (" DO you want the runlog printed 2");
‘outimage; .
inimage; .
if inchar = “y” then
begin -
csf("afree runlog™);
cst("asym runlogyscscip®d;
end
else
cst("afree runlog™);
end;
INTEGER ndumps,ntrucksyistodaystrips;
REF (dump) ARRAY landin?z1§100)g TUARRENG 100 DUMPS MAX;
REF(truck)ARRAY fleetl1:200);
REF(despatcher) sam; )
REF(reporter) printout; .
REF (head) dumps_active,unloadque,vait _despatcher,garage;
REF(unloader) wagner;.
ndumps:=0;ntrucks:=0;
ANOTHERDAY:=true;

wait_despatcher:-new head;
unloadque:= NEW head;
wagner:- NEW unloader;
sam:- new despatcher;
garage:=~NEW HEAD;
printout:-new reporter;

ACTIVATE wagner;
outtext(hdgl ;outimage;
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END SIMULA 3RBA. 629 LINES,

NO ERRORS.
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E.1 SAMPLE

E.2 SAMPLE

E.3 SAMPLE

E. 4 SAMPLE
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SCREEN OUTPUT MONITORING ONE DAY

Function ¢ provides experimenter with
dynamic display of system activity

LOGFILE FOR ONE DRY

Function ¢ These data are written to
the wmain Logfile produced by each run
and provide the experimenter with an
summary of system behaviour including
breakdowns , trips not completed and
trucks used .

DESFATCH AND ARRIVAL LOG

Function ¢ These data include , in a
highly coded form , all significant sys-
tem events and are written to the
Logfile every simulated day .

TRIP RECORD FILE ENTRY

Function ¢ A single line entry is writ-
ten to a trip Logfile at the completion
of every roundtrip . The various
columns represent the individual trip
elements such as drive out , queue at
landing , load , drive in , queue to
unload., unload and refuel . The file
is used primarily for system validation
in the simulation system , but the
potential for use as a direct input to
both an accounting system , and a system

performance wmonitoring program is evi-
dent .
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Appendix F

APPENDIX F

F.1 RESULTS OF ROUNDTRIP STUDY

The table provides summary data for roundtrip time data

gathered in the July study month.

F.2 DISTRIBUTION OF PARAMETERS FROM
MAXIMUM LIKELTIHOOD ESTIMATION

The table provides summary statistical data from the
maximum likelihood estimation of three parameter lognormal

continuous distributions from roundtrip data.
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RESULTS OF ROUNDTRIF STUDY

COMP DISTANCE NOF NOF  MEDIAN 25%  75%  COMP DISTANCE NOF NOF  MEDIAN 25%  7o%
-ART TRIPS TRIPS  TRIP QUARTILES  -ART TRIPS TRIPS  TRIP BUARTILE
MENT {KMS) TIKE MENT  (KMS) TIME

16 35 15 3 120 0 0 4048 43 7 4 114 a1 19
111 37 4 4 167 0 0 4063 140 2 0 350 0 0
176 26 28 20 191 189 239 4072 23 5| 35 158 1238 197
180 23 130 8 122 104 154 4080 26 12 0 187 0 0
192 23 68 48 127 102 156 4088 200 94 21 418 402 449
224 40 44 3 132 126 149 4089 200 5 0 450 0 0
227 40 73 51 138 128 184 4091 64 134 92 191 117 204
229 40 42 31 130 119 138 4093 143 4 0 260 0 0
248 40 110 88 104 s 127 4104 160 19 4 480 465 489
286 a2 93 63 148 137 162 4106 135 44 11 3710 3B 43N
302 D 28 156 148 134 163 4107 140 15 0 350 0 0
342 55 4t Y] 193 164 237 4109 92 8 0 210 0 0
363 70 4 0 0 0 0 4110 42 43 21 2% 231 346
964 74 103 n 187 176 202 411 250 21 0 600 0 0

1031 95 141 9 203 197 214 4115 I8 34 17 268 28 247
1032 9% 138 89 218 209 237 | 4116 185 8 310 0 0
1113 117 21 157 289 236 275 4118 120 260 0 0
1114 113 39 3 211 239 289 4119 88 27 15 238 281 2
1115 115 2 16 26 228 317 4122 200 28 1 468 381 498
1118 112 % 59 23 21 262 4125 50 12 166 148 213
1125 110 24 13 23 218 282 5018 129 L] 288 232 201
1128 105 114 72 206 201 221 2017 129 39 10 436 823 448

oo

F o

1201 90 4 2 210 0 0 5060 20 4 0 &30 0 0
1203 95 103 29 23 21 23 3062 130 5 4 265 282 3%
1800 40 2 i 120 0 0 5066 130 3 i 360 0 0
2176 127 62 2 36 306 3IF 5082 140 7 1 392 0 0
21m 127 45 2 33 289 3 5085 90 3 2 238 0 0

2178 128 30 12 36 302 322 9092 153 24 10 387 340 439
2207 136 19 ] 409 372 438 5095 139 90 38 3B 32/ N
2316 137 3 26 388 36 3N 5098 159 67 32 409 361 438
2324 136 19 17 361 340 409 5099 235 10 3 482 o 0
2338 132 99 45 3718 345 428 9101 0 70 22 438 413 488
2339 133 I5] 30 349 330 366 5103 126 97 42 k6 37T 3N
2351 134 21 b 376 388 425 2104 153 4 3 360 0 0
3023 144 15 6 24 210 370 5105 235 63 22 485 486 3507
3040 160 37 18 3719 346 403 5109 150 12 0 350 0 0
3042 40 32 18 166 135 175 stto 193 45 17 431 390 443
3917 260 10 0 400 0 0 5113 230 4 12 468 439 545
3918 260 14 0 400 0 0 5115 154 49 13 353 340 386
4010 145 41 14 383 342 4l si18 160 13 0 330 0 0
4029 148 3 40 399 I8 419
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DISTRIBUTION PARAMETERS FROM MAXIMUM
LIKELIHOOD ESTIMATION

MEDIAN A’ * M 'g? N CHI df
(mins)
153 8s. 2 4.2 .28 22 2.11 z
205 175.1 3.4 .26 31 .32 2
219 194.9 3.2 .82 23 .06 z
198 119.2 4.4 .38 33 Z.44 2
148 117.0 3.4 .59 a4 .ES Z
226 196.7 3.4 . 80 21 1.70 z
196 104, 2 4.5 .19 45 11.80 o
124 €6.4 4.1 .63 44 2. 65 z
249 © 232.9 2.8 .88 21 .67 z
188 159. 1 3.4 .68 49 1.55 z
222 185.9 3.6 .44 33 2.14 2
140 105.6 3.5 .66 as 6. 30 z
259 145.5 4.7 .25 31 1.63 z
103 80.8 3.1 .81 72 4.79 2
210 189.8 3.0 .72 31 2.81 z
155 80.9 3.6 1.01 27 .70 2
205 193. 4 2.5 .67 29 1.29 2
152 109.2 3.8 .57 23 .4z 2
131 30.9 3.7 .52 44 2.68 z
148 126.3 3.1 .73 39 42 2
246 214. 4 3.5 .49 24 1.19 2
133 . 120.6 - 2.5 1.11 39 3.32 z
362 243. 1 4.8 .55 11 - 0
375 362.3 2.6 1.17 12 .68 1
238 179.5 4.1 .42 i8 .65 1
223 198.1 3.1 .40 10 - 0
358 205.9 5.0 L2712 - 0
196 124.9 4.3 .24 12 - 0
427 317.1 4.6 . 40 13 .15 1
367 160. 1 5.3 .17 15 .01 1
191 140. 4 3.9 1.05 i7 .08 1
350 337.5 2.6 1.35 10 .33 1
432 369. 1 4.2 .80 10 .21 1
400 284.5 4.7 . 30 12 - 0
115 101.9 2.6 1.06 11 - 0
264 165.8 4.6 . 40 10 - 0
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AFPENDIX G

CLASS Dataset (Second version containing the heuristics)

Class schedule
Class passi

Class tasklists
Class taskcell

function ¢ linked list system for truck tripsets

Procedure printclass
Procedure getmeans
Frocedure getdirection
Procedure dealouttrips
Frocedure printer

function : wutilitys for the operation of the "best to
worst" heuristic

Class passZ

Class alltrucks
class mytrips
class trip
class trday

function ¢t 1linked list systems to hold trucks and ¢trip
sets during reallocation

Procedure instaltr
Frocedure removetr
Procedure sorttimes
Procedure allwrite
Procedure getsmallest
Frocedure getbigaest
Procedure tryswaps

function @ utilities used in the second pass of the
heruistic

Procedure killovertime

Procedure putback

function ¢ utilities for third pass to check for lonag
days and reallocate if possible

Procedure printer

Procedure getmeanscore
Frocedure rewrite

function ¢ wutilities used iw overall control of pass 2

!

Procedure instaltrip
function ¢ puts trips in despatch table

Frocedure updatedumplist
Procedure updatetrucklist
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procedure wake
function ¢ from earlier dataset , AFPENDIX C

Procedure decodetrips

function ¢ interprets output of heuristic reallocation
and calls instaltrips to put in despatch table

Frocedure startday

function ¢ manages the operation of collecting the +trips
requi red Y heuristic reallocation and preparing the
despatch table each day .

Procedure checkoutput

function ¢ daily display of units required for daily 1log
and VDU

Procedure getassignment

function ¢ works for despatcher by interrogating the
despatch table



external class basic;
?,Eéiﬁ class dataset;’ Page 200

APPENDIX G

commeﬂt""'.""'!'!'ﬁ.Q"."".'.'.""."."".0""'."'

getdump works with external master file "CPYREGSTR"
» to get cpt details
"-.ﬁ".'.'ﬁ".'Q'i""t-"ﬁ'.t.i"ttt"C"i....'...t't."'i;

class schedulel(trips,history,num
integer drray trips,h
integer numtr;

tryreturns);
istory,returns;

BEGIN

SIMSET class passi;
begin

HEAD class tasklists; ;
glN?Nclas; taskcell(ar); real array ar;

real array trips(1:7);
for i := step 1 until 7 do
trips(id:z= ar(i);
END of taskcell;

Procedure pushtasks;
BEGIN
integer k,d,Ll;
real array art1:7);

for k 2= 1 step 1 until numtr do
) begin
if (abs(todays(k,4)=ttmul*2)/
-ftkmu then d:=1 else d:=
moretasks(d):= true;

or L := 1 step 1 until 7 do

ar(l):= todays(k,l);

new taskcell(ard.into(tasker(d));
end;

END of pushtasks;

Procedure printcla

gtnu > abs(todays(k,5)-tkmu)
;

OO0~ SN wd OO 00~ OIS LIRS b 30 DN O LN = D000 NO WS IR =2 010 0 NOWA S iy

' [ IV ICIVIVIVIVICIVIVIVT P P PR 0¥ 22 o ot of B UL LU GHN AR IR AR RO RO PRI PSRN A 8 wdad b cd od ed ob od b

ss;
1 begin .
2 - ref(tasklists) t;
3 refl{taskcell) «¢;
L integer i,j,k; .
5 for 1 := i step 1 until 2 do
6 begin
7 . t:= tasker(i);
8 c-:= t.first; - .
9 for j == 1 step 1 until te.cardinal do
0 begin .
1 for k := 1 step 1 until S do
6% outfix{cetrips(k),2,7);
[} outimage; ) :
64 €i=CesuUC;
65 end;
gg END end;
68 ‘ -
% Proced
rocedure getmeans;
71 BEGIN
72 integer i;
73 real array total(1:4);
;; for i := step 1 until & do
LJ
;g step 1 until numtr do
78 total (1) + todays(i,4);
79 - total (2) + todays(i,5);
&0 =total(3) + past(i,1);
g% =total(4) + past(i,2);
£
numtr;
85 numtr;
gg numtr;
numtr
88 . e
£9 if DIAGP1 then
°0 begin
91 outtext("totals");
92 for i := 1 step 1 until 4 do
93 outfix(total(il),2,10);
94 outimage;
95 outfix tﬁmu.Z,?);outtext("uas tkmu");outimage;
8% end;
98 END of getmeans; .
99 Procedure getdire'ction(pointi); integer pointl;
}8? begin
102 if(past(point1,2) - pkmu) > (past(i,1) - ptmu)
103 then )
104 direction := 1
105 else
106 . direction == 2;
}gz if ?gt moretasks(direction)
g en
109 begin
110 . if direction = 1 then .
11 direction = 2 else direction := 1;
112 end;
;}2 end of getdir;
115 Procedure dealouttrips;
116 begin | P
117 integer i.k;
118 ref(tasklists) t;
119 ref{taskcell) c;
120
121



ti-tasker(direction);
ci-t.first; Page 201
. I
for k z= 1 step 1 untit 7 do APPENDIX ¢
tasks(k) := cotrips(k);
it tecardinal = 0 then moretasks(direction) := false;
END of dealout;
rocedure printer;
egin
integer §; .
or 3 2= 1 step 1 until numtr do
begin
tor

+ j =1 ; 7 do
outint(todays(i,) 7)'
for j 3= 1 step unt{ do

oqtint(past(i J) 8)
for 3 z2 1aitse.d untili3 g
out int h1story 1.] 6
outimage;
end;
END;

b b od b o e b e ol D

integer
integer
integer

boolean
boolean
ref(tas

tasker(
tasker(

kau,t,k,direction,pointl,point2,tr;

1:7)past{l:numtr,1:4)
§t<1-%3mtr.1- SRR !
1

-t
.~

k ) array

1) :- new taskli
2) = new taskli
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else if tr <> 0 then

begin
ds outtext(*rogue comp"); outint(tr,3); outimage;
end;

todaysii 63:= todays(i,4) + 2 + todays(ie5);

END of instal loop;

sort(todays,numtr,6,6);
sort(past.numtr.L 33;

getmeans;
ushtasks;
1f DIAGP1 then qr1nter,
for i := 1 step until numtr do
begin .
pointi:= numtr+ 1 = i:
point2:=past{point1,45; N
- getd1rection(po:nt1§;
dealouttrips;
for j :=1 step_1 until 3 do
trips(point2, i41):=tasks(j);
for j := 1 ste 1, until 3 do
end; trips(point2,j*+&):=past(pointl,j) + tasks(j + 3);

sort(tri Synum
END of passi: ' " tre3e 7



simset. class passe;
begin

head ct (ltruck Page 202
ead class alltrucks;;
head class m;xrips;; . APPENDIX G
Link class traip;
begin

integer id,time,dist,score;
end of trips;

link class trday(i); finteger i;
begin
rocedure maketrips;
egin .
refltrip) t; .
integer jskscptottime,
for * := { step 1 unta
it trips(i,j) <> 0
begin i
tz- new trip
epte=trips(

t~—Q

lad
4
-

me,dista);

e * 2 + t. dist

teSCOre:=te st;
aytime + to.time;

i
m
t;dist:=dis§
todaytime:=t
te.into(mytr)

end;
end of maketrips;

LR AU RSP NI RINIAI NI RIS ob od <d ob o ok b o b o2 OO OO

NNCOOROOOD | OO CALAVMWVNWIUANA L S S B B RS S D DWW WWW n

O QOO B NN =4 OO MO AN LN 2 D O O NN BN A OO NN B LN OO0 NV A UWN SO

Ll RS- DAl P-SivAtev1

integer cptymyscoresmytymyk,timeleft,todaytime,myident;

ref(nytrips’ mytr; .

mytrz— new mytrips;

maketrips;

oyt:=trips{i.S);

myk:=trips(i,6);

myscore:=trips(31,7);

m 1dent:=tr185(1.8): .

g;nsgeft:??z :htodgytgme; .

agprin en begin .

ou gext("gimeleftgvas?);outint(tineleft,S);outtext(“for“);
outint(myident,5);outimage;end;

END of trday;

Procedure instaltrips;

begin | .
integer i;
for 1 :

: step 1 until numtr do
begi

L2 N

i
dy:— new trday(i);
dy. -

into(all);
if DIAGPRINT then
begin

outtext{("trday.myscore™); outint(tdy.myscore,5);
outimage; ]
end;

end;
END of instal;

grdgedure instaltr(td,tr); ref(trday) td;retl(trip) tr;
egin - :

tdemyt:=tdemyt+trotime;
tdemyk:=tdemyk +tr,dist; -

2

1L L U L L L L L LA LA A L L L G L LA 0 R AN NI RIS N N NI R N NI R AN AU NS NN FURINI AU RSN | A3 AR FURI IS FURS RSN AN AR AN RSN IV RS NN RS R NI RS )

PIPIAS e b et e b =Bt b SO OO0 QO OO OO 00 00300000000 090000 0000000000~ NN NN~~~

VONO VU | A =000 LN 2 OO0 V‘buN—loom*JOVlbUN—‘D'OFDNOMJ“UNJOOQNOMl”NN-‘O*Om%U! s~

tdemyscore:=tde.myscore + tro.time * 2 + tredist;
tdetodaytimez=td.todaytime + tr.time; -
if diagprint then begin !tit'i*itttQt!iit'i‘fitt‘i"i‘t;
outtext(” trip") outintltr.id,4);outtext("in");
outtext(® truck”);outint(tdemyident,4);outimage;
end; .
END;
g:agedure removetr(td,tr); ref(trday) td;ref(trip) tr;
in
tdemyti=tdemyt—tretime;
tdemyk :=td.myk —-tr.dist; . '
tdemyscore:=td.myscore = tr.time * 2 = tr.dist;
td.todaytime:=td.todaytime - tr.time;
if diagprint then begin 'eexanssnstasawennnne;
outtext(® trip"”):outint(tr.id,4);outtext("out®™);
d outtext(" truck™$;outint (tdemyident,4);outimage:
end;
END;
Procedure sorttimes;
begin
ref(trda*) tytemp,base;
base:-all.first;
while base =/= NONE do
begin
teqf := t:= base;
while temp =/= al1.last do
begin
temp:i-tempe.suc; N
d if tempe.todaytime < t.todaytime then t:— temp;
end;

if t =/= base then t.precedelbase)

., else base :- base.suc;

if diagprint then begin . . .
d outtext("in sort®);outint(t.myident,5);outimage;

end;

T oend;
END of sorttimes;
rocedure allwurite;

egin
ref(trday) td;
ref(tripitr;
td:- all.first; . N
white td =/= al1.last do
begin .
outtext(" trday ident in all was™);outint(td.myident,3);
tr:-tdemytrofirst;
while tr =/= none do
begin .
outint(tr.id,4);
tr:=tre.suc;
end; . A .
outtext(*todaytime") ;outint(td.todaytime,5);
outimaje;

N2
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td:~ tdesuc,
end;
END of alwrite; Page 203
APPENDIX G

Procedure getsnallest(trk trp);ref(trday) trk;ref(trip) trp;
name trk trp,

vegin
integer smallest;
ret(trip) temp;
tenp:-trk.mytr.f1rst, .
smallest:=tempotime;
trpsi~=temp,
WRILE temp =/= trkemytre.last DO
begin
temp :-temp.suc; R
it temp.time < smallest and tempe.id <> 0
then
begin
trp:—temp;
snallest'-trp.twme,
end;
end; .
11 DIAGprint then
begin . .
outtext(”small was"),outint(trp.idy3);outint(trp.time,3);
outtext(“for")-outtnt(trk.nyadent,z);out1mage,

outimage;

-
o

e
END of smallest;

PROCEDURE getbiggest(trk,trp);ref(trday) trk;ref(tripltrp;
name trk,trp;

begin " bi
nteger biggest;
ref(trip) ggmp,'
temps=trkemytro.first;
trpi=temp; 3
biggest:=trp.time;
ggILE temp =/= trkemytrolast
begin
;emp:-temp.suc
if temp.time > biggest
then
begin
trp -temp;
biggest:=trp.time;
) end;
end; .
it 51A§pr1nt then
begin .
outtext("big ggest was");o ng(t «idy3);outint(trpetime,3);
outtext(“for );0ut1nt(t yident,4) ;ouf image;

outimage;
end;
END of b\ggest,

PROCEDURE tryswaps;
begin

procedure swapit(tl,t2,tpl,tp2)
i ref(
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begin
ret(trip) temp,

tpl.follow(tp?
instaltr
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LTI YR YL
S

removet

t1.!p

tZ.tD

tZ.my

tletp

tl,tp
end of swapit;

(

r(

to(
instaltr(
r(

it

integer i-

re1(trda¥ t1,t2;
refCtrip) tp1, t92
tiz=- all.first;

t2:-al1. last

for § := 1 step 1 untit 5 do
begin

getsmalles (t1.t51);

getbiggest(t2,tpl);

f gl print then

egin
8 outtext(”bigaest was*);outint(tpl.ids3);outint(tpl.time,3

outtext(“for”) ;outint{tl.ayident,4) o0 ut1mage,
outtnage,'

it tp1.tine < tp2.time then
swapit(ti,t2,tplytp2);

tl:-t1esuc;

t2:-t2.pred;

end,;
END of try;

Procedure Killovertine,

begin
rocedure putbackltr)’ ret(trip) tr;
€gin 1f DIAGPRINT then begin lasssastoantoanadrrdsnden;
outtext("LOST one in k1llovert1me")°
outint(treidyédd;outtext(” time"); outint(tr.t\me,S) outimage;
end;
. rpt?:=rptr + 1;
returns(rptr)'-tr.ld
end;
ref(tida{) base,td1,td2;
ref(trip) trytemp;

integer overt me;

base:z— all.last;
while base.todayt1ne > 720 and base =/= al1.first do
base:~base.pred;

td?t :- alt.last;

end;
overtime := tdl.todaytime=- 720;
while overtime > 0 do
begin
it dtagpr\nt then begin '*avsessstnsnsttaastrnddnd.
outtext("overtime"); outint(overtime,5); soutint(tdYemyident,4);
outimage,;
end'l'.."'..*"'i'ﬁ'i't'it.ﬁ'
trz= tdlemytrefirstoesuc;
temp = tr.suc;
while temp =/= none do

il

begin

begin
if o;ertwme-temp.t\me < 0 and tempetime < tr.time
en
tri=temp;
temp:-temp.suc;
!ndt .
tr.out;

removetr(td1ytr)'

td2:-all,.first;

uh!le td?.todayt1me > td2.todaytime and td2 =/= ali.last do
d2:-td2.5ucC;

it '2 =/= tdl then tdl.precede(td2);
if diagpr1nt the beg]n 't'ti'ti'ttitt't!t."ttvi'
outtext ("tul™); 0ut1nt(td1.wy1dent 3, outtext("pred”)'
out1nt(td2.my1dent.3) outtext(* td*.todaytime')i
OUtT"t(‘d1-tOdiyi1MEvg).outteut("tdtotedaytlue ) ;
outint(td2.todaytime,5) ;outimage;
end ; !"'t"Q.ttit"gitt"n'tt'tt't:
td2:-alle.firste;
1f d1agpr;nt then
e
ogttgxt(“toz todaytime™);outint(td2.todaytime,5) ;outimage;
end;
if tr.time + td2.todaytime > 720
then putback(tr)



o

[ololelnlelele alallo Vo R e lloDel okoDelle lotle loclorde 1o cle ]

VAN VVITAVIVIAIAVIANE S BB BB DR E BB SN BB

- d d b ok 2 O
OO SN S OO0 NN LIN= OO NV EUNAO0ON RS W

IV AN TN A AT I
o 28 B2 LU LU LA LA L A RO AR NSNS PN NI b b b b
1= DOV NOVIH N OO0 NGNS UWNI-AO

O O AT T IVTAIT AN AT VT VTA AV AR IVTA T A AT I T AT VA TNV VAR
QOO0 00000000 V0060000000000 0NN NN NNNNNNUOO OO0 0O OO NN NIAVIA DS B N B BN
P =2 OO U0 ~ ONA B LI =3 020 00 NGNS LI =4 (D20 GO~ O £ LAY 2 0310 00 ~1OUN IS L N =b €30 D0~ 0N SN IR w3 O 0 O IO U BN

el
begin
g itr.i?to:tgg.mygr); Page 2085
nstaltr(td2,tr);
tdi:-td2,suc; APPENDIX G
while td2.todaytine > tdl.todaytime
and tdl =/= all.last do
tdiz=tdl.suc;
td2. recede(td1s
if diagprin! then egin ..‘ttt't"*'l"'i.t"..t"
outtext("td2");outint (td2.myident 3),outtext( ‘ored”);
outvnt(td1.mytdent.3)'outtext("td%.todayttme"),
outtnt(tdz.todaytlme.g) outtext("tdl,todaytime®);

outint(tdli.todaytime,5) ;outimage;
end ; '-'t.taa't--i'-titi-"tttt'ant-

td1:-al1 last:
overt;ne:'td1.todaytiue-720,

. end;
END of proc overtine,
Brogedure prtnter,
e

integer ¢35,
b = { step 1 until plan_ntrk do
egin
of for j = 1 st 1 untll 8 do
outint(tr1ps(1,j).7 H
outimage;
end;

end;
rogedure getmeanscore;

egin .
integer { total; .
for 1 == { step 1 until numtr do
total := total + trips(i,?);
meanscore:=total /7 numtr;

end;

Procedure rewrite;
begin
integer ident.:,
ref(trio) .
tdy :- ali. f1rst,
white tdy 2/= none do -
begin
inspect tdy do
begin -
ident:=myident;
T tiemytr.first;
for i 2= 1 step 1 until & do trips(ident,i):=

i:=1;
while t =/=,none do
begin
trips(wdent i) = t.id;

t.6;:=nyk-

:=myscore;
t.8):=nyadent,
end ot
tdy :=

. end;
END of proc rewrite;
integer l.neanscgre.rptr;
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trucks;
then pFIHIEP,

anscore;
agprlnt then

i
a

e

i

eg L] L) :

n .outtext( MEANSCORE"™); outint(meanscore,5);outimage;

L4

waps; .
i
t
i
]
i
"

<
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22r1nt then begin rewrite;printer;end;
gprtnt then allurite; !iiti'i‘titttitintttin'ttt;
ertvme'

gprint then allurite; !tt’ti"t'iﬁt!t'it'ti!l"t;
tes

v b ) bord
N s O 4

a
i
a
v
a
i

n ~

outtext(™ RETURNS from killovertime -=");
outint(rptr,4);outimage;
END of pass?;

procedure sort(inputy, len.u\d key);
integer array ut;
integer len,utd. ey;

begin .
rog:dure test(i,inc); integer i,inc;
egi
integer l,temp;
real last.thmsone,
n

N

N =
~

T T Je o
MNesoe
~ e

vwowo flew
CSem O N H

end;
end of test;

integer 1,1,k.lzmax :

real array base 1:2),temp(1:200,1:3);
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max:=len;
}:=1i =1 t 1 ntil max d
pegin. ’:‘: )‘“ ! "(: °) Page 206
o= -
) Basetird)izimpurokerds APPENDIX G
end;

for inc:=entier(max/4) step ~1 until 1 do
for j:=1 step 1 until inc do
begin

=j ¢+ inc;
I i <="max do

n
test(i,inc);
f:=1 + ingc;

end;
end of sort phase;

forfi::! s%ept1 u?tiltgtx qg p
or js=1s until wi
tgnp(i.jjgtinput(basc({.g),j);

for i:=1 step 1 until max do
*:for _j:=1 step 1 until wid do

) input(isjlcs=temp(i,j§);
end of proc sort; .

reflpass?) p2;

ref(passg) pif

pl:-new passi;

p2:- new passé;
END of schedule;
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instaltrip work with internal scratch file "tripfile"
to build up one days work assignment for
the despatcher . .
store provides the actual file interface

master array “"dumplist
t'.iiitti"t'.tt!tiiQﬂ'ii.-it'i'.tt'iittitﬁ'it'i'titﬂtitii;

[ EYINET R RL,]

updatedumplist marks each active dump ih the

PROCEDURE ingta%trip(trnu-.cpt); integer trnum,cpt;
. egin

PROCEDURE Llogfile3; ~
begin

log-outgea}("truck nurmber”);
loge.outint(trnua,4);

Ltog.outtext (“no such compartment®);
log.outint{cpt,5);
log.outtext(snrevsena®) {og.0utimage;

O VVVAVVMANWNE S B B s RSB
000 O SN = D10 00 NO NI Ling =2 O 000

end;
PROCEDURE store(truckid,c
integer truck
BEGIN
"

integer cptsasg,freeloc,cpt;
text trline;

ptid.dumppointer);
1Gy

t
dycptidydumppointer;
e

cpt:i=cptid;

1nsgect trfpfile do
egin

000000000000000000000000000000000“

~NO OO0

1
2
3
4
5
6
7
3
9
0
671 i
672 Locate(truckid);
673 inimage;
674 triine:- image;
675 cptsasg:=triine.sub(1,2).getint;
676 it cptsasg < then
677 begin
678 freelocs=trline.sub(3,3).getint;
679 trlgne.sub(freeloc.g). utint(cptid);
680 trline.sub(freeloc+5,5).putint(dumppointer);.
681 triine.sub(1,2).putint(cptsasg+l);
682 trltne.sub(S.S).put\nt(freeloc*105;‘
683 locate(truckid);
684 outtext{triine);
68S outimage;
686 .end
687 else |
688 begin
689 pushreturnlcpt) . . . :
690 sysoute.outtext(" overflow in tripfile for truck™);
6919 sysoute.outint(truckid,5); sysout.outimage;
692 end;
693 end of inspect;
694 END of store;
695
696
697



PROgEggRE update_dumplist{dumpid); name dumpid;integer dumpid:
egin
§if dumpid <= 100 the .
bein d i nd(d id) i
umprequire ump :=true;
4 dumplist (dumpid) :=dumplist(dumpid)¢1; APPENDIX G
en
else
begin

outtext (" funny dump at ");outint(line,5);
outtext(” of taskinput "); outimage;

end;
END of update_dumplist;
PROCEDURE update-trucklist;
BEGIN .
if trnum<=z 200 then

begin .
truck _reguired(trnum) :=true;
wakelist(trnum):=wake;
§f wakelist(trnum) > 200 then wakelist(trnum):=200;
ntruck:=ntruck + 1;
end .
else
begin

outtext (™ funny truck at_");outint(line,5);
outtext(”™ of taskinput "); outimage;

end;
END of update_trucklist;
INTEGER PROCEDURE wake; -
BEGIN

wake:s:=entier{normal (wakemu,wakesigma,wakeuld);

END;

.integer dump,dumppointer;
real wakemu,wakesigma; . .
wakemu:z=110;wakesigmaz=10;
getdump(cptydump,dumppointer);
if dump ne 39 then
begin

LA AT AN IR RIS PSRRI AINI N b b b A b b b =B 2 0O [elelelolelalelelel. ] ’
O IR -4 (0 DO NN A B LIN = OO NN NN OO NN S WA~ O O

store(trnum,cpt
update-duuplist
klis

dumppointer);
taunpSe Mier0e
update_truc :

unp
t

else
begin )

logtile3; .
sysout.outtext(™no such compartment™);

sSysout.outtext(“vasransnat) s .

d sysout.outint(cpt,5);sysout.outimage;

- end; .

END of instaltrip; ‘

PROCEDURE DECODETRIPS;
BEGIN .
integer i,j,count;
count:=0;
i

I I N N S~ S S N S A NS SIS NS NN SN SN NSNS NSNS SN SN NS N NSNS

1 step 1 until plan_ntrk do
2= 1 sten 1 until 47 do

trips(i,j) <> 0 then
in :

instaltrip(itrips(i,j)I;
count:=count + 1 ;

O OOV (UNUMAVIUIAA R S B S BB B
FWANSRO0V0 YOV LI =0 BN LIRS OO 00~

°
END of Decodetrips

NSNS

end;
outtext(™ ¢ ip§'decoded --written ");outintlcount,4);outimage;
. .
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comment eeessmra startday may become redundant;

OCEDURE STARTDAY;
EGIN

PR
B
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"'t"".'.t'.'i'i"".i'tt"..t"."'t..-QQ'."'."'.'*PPENDIx G

PROCEDURE SET_UP_SCHEDLIST;
BEGIN

knum,thisdays,cpt,count,fi,day;
omorrow;

L)

t=daynum <+ 1>
nt then logﬁeader.
as

kinpu: do

rrow = false; 'note thisday comes from dummy read;

t endfile then thisday := image.sub(1,2).getint;
soutint(thisday,5);sysout.outimage;
?0T endfile and NOf tomorrow do

N
.da g‘=im ge.sub(1,2).get1nt. .
if DIAG2 then begin S{sout.outtext(1mage).sysout.out1nage,end,
day 1mage.sub Jegetintg;
if day ne thisday then tomorrow := true

1¢5).getint;

gtptr):=c t,
stptr + 1
end;
4nimage;
Line:=line + 1.
end;

df\le then anotherday := false;

n
n
tptr > 1 the .

retptr -1 step- 1 until 1 do
1

i

i

AG2 then begin outtext(" readreturn *),outint(i,3);
outint(return(i).&) outimage; end;

steptllistptrdes eturn(l), ¢
stptre=listpter *+ 1;

eanuareturn.

tri

f-neu schedule(trtps,history,plan ntrk.schedfeturn)°
':chedreturn(i) <> 0 do

] pushreturn(ichedreturn(i))-
schegreturn
i o:=

F 0o
-2
Crlife ne,

1463° ¢h ipwrit.
en :
END of setup tripwriter;

-



PROCEDURE checkoutput;
CEDURE ; Page 209

INSPECT G
ngGINLo 20 APPENDIX G

setpos(50);outtext ("TRUCK.LIST”) ;outimage;
outimage; .
for 1:=1 step 1 until 125 do P .
§f truck_required(i)then outchar(“T”) else outchar(“N7);
outimage;
for i:=1 step 1 until 13 do ocuttext("” ! *);
outimage; .
for 3:=10 step 10 until 120 do outint(i,10);
outimage;outimage;
setpos{S0);outtext(™ DUMPS REQUIRED™);outimage;outimage;
for I:=1 step 1 until 100 do .
: if du:grequired(i) then outchar(“T”) else outchar(’N”);
: outimage;
v for_i:g1 step 1 until 10 do outtext(™ ! 1",
-outimage; i
. for i:=1ﬁ.step 10 until 100 do outint(i,10);
outimage;outimage;

setpos(50);
outtext(® ‘DUMP STATS *);
outinage;outwnage;
cuttext(® 1D ),
for i:=1 step 1 until 1
if dumpreguired(i) then
outint{i,3);
outinagei
outtext (™ pump *):
for i:=1 step 1 until 100 do
it dumprequired(i) then
ocutint (dumplist(i),3);
outimage; ;
END cf inspect;
END of checkoutput;

OO OO\ UTAMVIVIAUNAN S S NS B S D
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882 integer i,pointer,line;

883 sgt up'gchedgiét; ‘

884 cheCk Trucklist;

ggg if print then :ﬁeckou;put;
887 END OF STARTDAY;

888 .
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to enable diagnostic for this class

is
;

P

set’t
head
;

schedreturn(1
9awrsho A
sched
iag2;! h
= new
masterfile

repairshop

1nteger array
ref(head) re
ref(schedule
boolean di
set_cpt
end ot data§eg:'
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