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PROLEGOMENA

Prolegomena
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Notations

Symbol Definition

A Cross-sectional area (m?)

A(t) Time-area curve (Aw/At)

As Upslope contributing area (km?)

Asm Modified version of upslope contributing area (km?)

Aw Area of the watershed (km?)

Ac Hit - event simulated to occur, and did occur (pixels or m? or km?)

ai,az Velocity weighting coefficients

Bc False alarm - event simulated to occur, but did not occur (pixels or m? or
km?)

C Expansion or contraction loss coefficient

Ce Miss - event simulated not to occur, but did occur (pixels or m? or km?)

Cl Consistency index

CNI Curve number for dry soil moisture conditions

CNII Curve number for average soil moisture conditions

CNII Curve number for wetter soil moisture conditions

CR Consistency ratio

D Correct rejections - event simulated not to occur and did not occur (pixels
or m? or km?)

Di Characteristic size of bed material which is larger than i% of particles (m)

FI Fournier Index

Fr Froude number

Ft Simulated flood extent for all cross-sections (pixels or m? or km?)

g Acceleration due to gravity (m/s?)

h, hfiow Flow depth (m)

he Energy head loss (m)

Hmret Mean elevation of the watershed (m)

Href Minimum elevation of the watershed (m)

le Effective intensity (mm/At)

le(T) The effective rainfall intensity over the block of rainfall at time t

IUH(t—) The ordinate of the Instantaneous Unit Hydrograph (IUH) at time t—t

K Measure of the carrying capacity of the channel (m%/3/s)

Lmax Maximum main channel length (km)

L Length of channel reach (m)

Lai Discharge-weighted reach length (m)

Liob,Lch,Lrob ~ Cross section reach lengths specified for flow in the left overbank, main
channel, and right overbank, respectively (m)

m Number of steps Unit Hydrograph (UH)

MFI Modified Fournier Index

MdAPE Median Absolute Percentage Error

n Manning’s n roughness coefficient

Nm, Ng Numbers of points in the model, set M and data set D, respectively
Pa Accumulated rainfall depth at time t

P Average annual rainfall amount (mm)
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Average monthly rainfall (mm)

Accumulated precipitation excess at time t

Average monthly rainfall of the wettest month of the year (mm)
Wetted perimeter of the flow (m)

Discharge / Channel flow (m3/s)

Arithmetic average of the flows between sections for the left overbank,
main channel, and right overbank, respectively (m3/s)

Hydraulic radius (m)

Random consistency index

Slope or energy gradient (m/m or %)

Slope of the channel (m/m or %)

Representative friction slope between two sections (m/m or %)
Slope of the energy gradeline (m/m or %)

Potential maximum retention (mm)

Water surface slope (m/m or %)

Bed slope (m/m or %)

Concentration time (hr)

Topographic Wetness Index

Unit Hydrograph

Velocity (m/s)

Mean velocity at section 1 (m/s)

Mean velocity at section 2 (m/s)

The number of steps /e

weights for a point match

Retardance class

Observed flood extent (pixels or m? or km?)

Water depth at cross sections (m)

Size of the comparison matrix

Elevation of water surface at section 1 above a common datum (m)
Elevation of water surface at section 2 above a common datum (m)
Slope gradient (m/m or (%))

Time interval (hr/min/s)

Principal eigenvalue

Dummy time variable of integration
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EXTENDED ABSTRACT

ABSTRACT

The aim of this dissertation is to investigate, produce and propose new methodologies
for ungauged streams and watershed in order to a) improve flood hazard mapping; b)
investigate the sensitivity of specific factors that affect the process of flood modelling
and mapping and; c) investigate the uncertainty introduced in flood inundation
modelling due to roughness coefficient. Therefore, a framework has been developed for
flood hazard and risk modelling for ungauged streams and watersheds. The framework
has been separated in the following components: 1) Identification and mapping of flood
prone areas component; 2) Sensitivity analysis component; and 3) Uncertainty analysis
component.

Typical methods and techniques have been used for flood data collection and the
hydrometeorological analysis at ungauged catchments. Hence, the collection of
historical flood records has been based on data retrieved by several authorities such as
the Administration of Technical works (Decentralized Administration of Thessaly), the
Welfare Department of Volos municipality, the Fire Department of Volos city,
newspapers, records from local amateur meteorologists and local interviews and
testimonies of flood victims. All historical flood data have been digitized, classified and
evaluated within GIS environment. Moreover, common hydrologic techniques have
been followed for the generation of the study flash-flood event hydrograph due to the
ungauged nature of the study area.

Several field measurements have been implemented in order to collect high resolution
stream geomorphology data, accurate topographic data for specific river cross sections
and data concerning the river bed particle size. Specifically the field surveys conducted
in this dissertation are:

1. LIDAR field survey with TLS instrument and processed LIDAR DEM creation. This
field survey has been conducted using the high resolution Optech ILRIS 3D laser
scanner with variable resolution that depended on the distance of the scanned
objects. The collected point cloud data has been merged using a best fit analysis
process (lterative Closest Point algorithm). Finally, for the generation of the
high-resolution “bare earth” DEM, several processes have been used such as
Geomorphologic filters, GIS operations and expert knowledge.

2. Post flood analysis was based on field surveying data measured using typical
topographical techniques. The entire post flood analysis has been based on a
photograph taken during the study flood event (water depth is visible inside the
channel). Based on the flood event photograph, a topographical survey was
conducted in specific cross sections of the river for the estimation of the water
depth. Then, the typical Manning formula, the slope-area method, and the
hydraulic-hydrodynamic model HEC-RAS have been used for the Manning
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roughness coefficient determination and the validation of the estimated
discharge.

3. Wolman Pebble Count field survey for the estimation of stream bed roughness.
Wolman pebble count method was conducted by using a zig-zag pattern and by
selecting 958 particles with a step-toe procedure. Then, based on the bed
particle size several predefined diameters such as dsg, des, d7s, dsa, and des, have
been estimated. Finally, the Manning’s roughness coefficient (n) has been
estimated using several empirical formulas that developed mainly for gravel and
cobble-bed streams.

The methodologies have been applied at Xerias Watershed, at the upper Xerias
Watershed and a specified flood routing stream reach of Xerias that is located in
Magnesia, Greece. The study areas are characterized by insufficient records of various
hydrometeorological observations regarding both quantity and quality (ungauged
watershed/stream). The climate is typical Mediterranean with hot and dry summers and
severe precipitation incidents in autumn, winter and spring. The floods occurred in the
study area are categorized as flash floods which are the common type of flooding in the
Mediterranean region. The methodologies that have been developed, examined and
validated in this dissertation are based on the extreme flash flood event occurred in 09
October 2006. During this flood event the entire city of Volos experienced several
damages in local infrastructure, transportation networks, and agricultural areas. Based
on previous analysis of Intensity-Duration-Frequency curves in the greater area, the
current event return period has been approximately estimated to 100 years.

The generation of the study event flood hydrograph has been based on Clark
Instantaneous Unit Hydrograph (CIUH) that uses the Kinematic wave approximation.
The rainfall data from Volos-Fytoko meteorological station has been used in this
analysis. The effective rainfall has been estimated using the Soil Conservation Service —
Curve Number (SCS-CN). Finally, the runoff routing has been computed using a linear
convolution that is based on estimated time-area curves according to Giandotti time of
concentration formula. The following paragraphs summarize the three frameworks that
have been developed according to the dissertation objectives.

Identification and mapping of flood prone areas component

The identification and mapping of flood-prone areas component is mainly based on the
fusion of several GIS and Multi-Criteria analysis methodologies and the evaluation
structure. The component has been applied at catchment scale for the flood hazard
areas recognition at ungauged watersheds. The flood-prone areas recognition is based
on the use of GIS data and techniques such as clustering/classification procedures and
two Multi Criteria Decision Analysis (MCDA) methods the Analytical Hierarchy Process
(AHP) and the Fuzzy Analytical Hierarchy Process (FAHP). The data (criteria) used in this
analysis consists mainly of geomorphologic indices that are well associated with the
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physical process of the flood generation mechanism. Moreover the selection of the final
criteria used in the analysis has been based on an evaluation procedure that uses the
correlation coefficient. Several sensitivity analysis tests have been conducted for the
development of an objective and well-constructed component for the flood prone areas
identification at ungauged watersheds. Therefore, the component has been separated
in two different approaches where several different configurations have been applied.
In both approaches there have been used five clustering/classification techniques
(Natural Breaks classification method, K-mean clustering method using two distance
approaches, Fuzzy c-mean, Gaussian Mixture Model Clustering, Clustering Large
Applications method ), AHP and FAHP and two approaches based on the number of the
decision makers that involved in pairwise comparison process. In the first approach all
criteria are normalized before the application of the MCA method and then, several
clustering and classification techniques are applied to derive the final potential flood-
prone areas. In the second approach all the criteria are clustered before and after the
MCA process for the production of the potential flooded area maps, without
normalization. Finally, the produced flood prone areas maps from both approaches are
classified using the five proposed clustering techniques. The methodology is
demonstrated to Xerias stream watershed that is located in the regions of Thessaly,
Magnesia prefecture, Volos, Greece. The validation of the proposed framework has
been based on a simulated flooded area derived from hydrologic - hydraulic modelling
and historical flood inundation data of the study flood event (extreme flash flood event
of 09/10/2006, Volos city, Greece). Results show that the proposed GIS-MCA
component can be a valuable and low-cost tool for decision makers to access detection
surveys and preliminary flood hazard maps. Despite the accurate flood prone areas
estimation using the proposed component, for a more accurate investigation of flood
hazard and risk characteristics (e.g., flood extent, water depth, etc.) the use of flood
inundation modelling is mandatory.

Sensitivity analysis component

The sensitivity analysis component is based on several sensitivity analyses
configurations that use different hydraulic-hydrodynamic modelling approaches in
combination with several types of river and riparian areas spatial resolutions for
floodplain mapping and flood inundation modelling at ungauged watersheds. The
component has been separated in two different approaches where several different
configurations have been applied. The first approach is referred as “First Level of
Sensitivity Analysis”, while the second approach is referred as “Second Level of
Sensitivity Analysis”.

The First Level of Sensitivity Analysis examined the flood inundation modelling
sensitivity due to the accuracy of river and riverine topography data in combination with
different modelling approaches. Four different types of riverine topography have been
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used in this analysis are: a) Digital Elevation Model (DEM) created from TLS data, b)
Digital Surface Model (DSM) created from TLS data, c) topographic land survey data and
d) typical digitized contours from 1:5000 scale topographic maps. The hydraulic-
hydrodynamic models used in this analysis are: a) One-dimensinall (1D) models: HEC-
RAS and MIKE11l using two configurations (interpolated cross sections, DEM
compilation), b) Two-dimensionall (2D) models: MIKE21 HD (Grid-based), MIKE21 HD
FM (Flexible mesh), c) Coupled (1D/2D) models: MIKE11/MIKE21 HD (Grid-based) and
MIKE11/MIKE21 HD FM (Flexible mesh) through MIKE FLOOD platform. Moreover, this
analysis investigated the use of several different mesh/grid resolutions. The estimation
of roughness coefficient factor has been based on the value estimated by post flood
analysis.

The Second Level of Sensitivity Analysis examined the sensitivity introduced in flood
inundation modelling due to the different modelling approaches used and the several
modelling configurations. The riverine geomorphology used in this analysis is the Digital
Elevation Model (DEM) created from TLS data. This configuration of riverine
geomorphology derived as the best option from the First Level of Sensitivity Analysis.
The models used in this analysis are: a) One dimension (1D) hydraulic models: HECRAS,
MIKE11 (interpolated cross sections and DEM compilation approach), XPSTORM; b) Two
dimension hydraulic models: HECRAS, LISFLOOD (Subgrid solver), MIKE21 (Grid-based
and Flexible mesh), XPSTORM, FLO2D; c) Coupled (1D/2D) hydraulic models: HECRAS,
LISFLOOD-FP (kinematic and diffusive wave approximation), MIKEFLOOD (Grid-based
and Flexible mesh), XPSTORM. Moreover, this analysis investigated the use of different
mesh/grid resolutions and the existence or not of inline hydraulic structures. An
optimized rougness coefficient value has been used in this anlaysis that is based on an
empirical formula, deterministic flood inundation analysis and the use of the objective
evaluation metric Critical Success Index.

In both analyses, standard hydrological methods for ungauged watersheds have been
used for both the hydrograph and the flood peak estimation. The methodology is
demonstrated to a specific routing segment of Xerias stream, Volos, Greece. Specifically,
the input hydrograph used in this analysis is the generated CIUH. The validation process
of both sensitivity analysis levels is based on the use of 2x2 contingency tables and the
Critical Success Index (CSI or Threat score)that compare the simulated flooded area with
the observed flooded (historical extreme flash flood event of the year 2006). Results
show that the sensitivity analysis should be a mandatory process followed in all flood
risk modelling and mapping applications. The evidence from this analysis indicates that
the input data uncertainty prevails over the model structure. Finally, the findings of this
study indicate the use one dimensional hydraulic-hydrodynamic models for probabilistic
approaches in flood inundation modelling and mapping for ungauged stream reaches.
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Uncertainty analysis component

The uncertainty analysis component is based on an automated HEC-RAS probabilistic
flood inundation system, GIS geoprocessing models, several sensitivity analysis
configurations and the evaluation structure. The component has been applied at stream
segment scale for roughness coefficient uncertainty analysis and calibration at
ungauged watersheds. The core of the probabilistic flood inundation component is
based on the use of Monte-Carlo simulations and the HEC-RAS 1D hydraulic-
hydrodynamic model. The architecture of Monte-Carlo simulations has been
established with existed and developed VBA routines and modules.

The initial ranges of Manning’s n roughness coefficient have been generated with the
use of the Wolman Pebble Count field survey process. Then, various theoretical
probability distributions were fitted to the empirical distribution and were evaluated
using several goodness-of-fit criteria. Moreover, the generation of different sets of
Manning roughness coefficients were accomplished by using the Latin Hypercube
sampling. Thus, the production of the flood probability maps has been based on several
GIS geoprocessing models that developed in ArcGIS model builder environment using
the outcomes of Monte-Carlo simulations. The uncertainty analysis was established
using a calibration process that relied only on the flood extent. In this analysis the flood
extent consisted of the observed flooded area derived from records of the historical
extreme flash flood event of the year 2006. The derivation of acceptable solutions has
been based on a validation process where the simulated flooded area is compared with
the observed one using the proposed quantitative evaluation criterion of Median
Absolute Percentage Error (MdAPE).

Furthermore, several sensitivity analysis configurations and a stability test have been
conducted to strengthen the stability and reliability of the component and to extract the
optimum component configuration. The factors that have been used for the sensitivity
analysis of the component were: a) the interval distance between the cross sections, b)
the number of acceptable realizations, c) the proposed threshold level in the validation
process, and d) the distributions used for roughness coefficient generation. The stability
test was based on the use of five setups that have been generated using the same
(optimum) component configurations. Finally, deterministic and probabilistic
approaches for flood inundation mapping at ungauged rivers were compared and
evaluated in this study. The methodology is demonstrated to a specific routing segment
of Xerias stream, Volos, Greece. Results show that probability flood inundation maps
can provide better information on the inundation effect than a deterministic
assessment. Therefore, an attractive way to visualize flooding likelihood and to increase
estimation credibility is to use probability flood maps. Finally, the findings of this study
indicate that the use of flood inundation prediction under different probabilistic
scenarios can be a valuable tool in floodplain risk management and therefore, minimize
the social and economic impacts of floods.
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In summary, this dissertation has demonstrated a holistic study of flood hazard and risk
modelling for ungauged streams and watersheds. This research has shown that typical
methods for flood investigation are able to build a reasonably accurate and efficient
framework for predicting flood prone areas, sensitivity and uncertainty analysis in
floodplain modelling and mapping. Therefore, all the proposed methods and models
may be valuable tools for decision makers in order to produce acceptable and accurate
planning and implementing flood hazard and flood risk mitigation strategies at
ungauged streams and watersheds.
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ABSTRACT IN GREEK - EKTETAMENH ITEPIAHWYH

NEPINHWH

Jtnv nmapouaoa Stdaktopikr Statplfn mapouvotaletal £va TAALCLO TIPOCOOLWaoNG yLa TV
EKTINON TMANUUUPLKOU KVEUVOU KoL ETUKLVOUVOTNTAG OE XELLAPPLKA udaToppeU AT
kal USpoAoyIkEG Aekdveg pe eAAut) Sedouéva. O okomog tng Slatplpng eival va
e€etaotolV Kat va avarntuxBouv texvikég kat pebodoloyieg mou Ba odnyrioouv: a) Ztnv
ovayvwplon milavwy TEPLOXWV TANUMUPLKAG KATAKALONG, B) TNV eKkTipnon Kot
TIOOOTIKOTOINON TWV KUPLWV TIAPOYyOVIWV £UaloONClOC TIOU UTELOEPYOVTAL OTNV
povtehomoinon Kkal xaptoypadnon Twv TANMUUPWY, Yy) ZTNV  ekTiunon Kot
moootikonoinon tg ofePaldTNTOG TOU UTELCEPXETAL OTNV HOvVIEAoToinon Kal
xoptoypddnon Twv MANUUUPWVY AOYw TG LETABANTOTNTAG TOU CUVTEAEDTH TPAXUTNTAG.
Emopévwe to yeviko mAaiolo amoteAsital amd ta €€ng tpla cuothuota (Soptkd
otoweia): 1) Zuotnua ekTipnong Kat xaptoypadnong mbavwy mepLoXwV MANUUUPLKNAG
KatdkAlong, 2) Zuotnua avaluong svatcBbnoiag yla tnv ektipnon kot xaptoypadnon
TANUUUPASG, 3) ZUotnua avadluong afefaltdtntag yla tnv ektipnon kat xaptoypddnon
TAN LUV PG,

H ouMoyn kalt avaluvon Ttwv amnapaitntwyv Sedopeévwyv (VEPOUETEWPOAOYLKWY,
TMANUUUPLKAG €KTaong, KTtA.) yla tnv Slepelvnon €vog TMANUUUPLKOU GOLVOUEVOU
Baolotnke o€ KAQAOGOIKEG TEXVIKEC TIOU Snuloupyndnkav Kol XPnoLUOToLoUVTaL YLo
XEWappka vdatoppelpata kat USPOAOYIKEG AeKAvVEG e eAAT Sedopéva. Emopévwg,
N oUAAOYN TWV OTOLXELWV KoL TIANPOPOPLWY OXETIKWVY HUE TO UTIO MEAETN LOTOPLKO
TANUHUUPLKO yeyovog Baoiotnke o kataypadég amd Sladopeg UMNPecieg Kol AANEG
nnyéc onwg: 1) H AwevBuvon Texvikwv Epywv ME Mayvnolag k MNE Imopadwv
(Mepupépela Oeooariag) 2) To tunua tng Mpovoiag tou Anuou BoAou, 3) H
MupooBeotikn Ynnpeoia Bolou, 4) Alddopa peoa pallkng evnuepwons (Ednuepideg),
5) Epaocttéxveg MetewpoAdyous, 6) MPoowTikéG CUVEVTEUEELG UE TTANYEVTEG ATO TNV
TANUUUpa. OAa Ta mapamdvw otolxeia Kot ol TAnpodopieg mou cUAAExBnoav
Pnolomondnkav, katnyoplomow)Bnkav kot afoloyndnkav péca oe meplBailov
rewypadwkwyv uvotnuatwv NAnpodoplwv wote va dnuoupynbel pa xwpikn Paocn
SebopEvwy yLa To UTIO LEAETN TTANUUUPLKO YEYOVOG. EmmpooBeta, £ylve Xprion TUTILKWV
uSpoloykwv LeBOdwY, yla TepLoxEG e eAAUT Sedopéva, yla TNV AVOKATAOKEUN TOU
TIANUUUPpOYPpAPLOTOG TNG UTIO MEAETNG advidLag mMAnUpLpag.

H xprion emtonuwy petprioswv nediou kpibnke avaykaio Adyw twv peBodoloywv mou
eMAEXONoAV Vo EpapUOOTOUV Kal YLo TOV KABopLopO amopaitnTtwy MapaUETPWY TIOU
QTTALTOUVTOL VLA TLG OUYKEKPLUEVEG avaAUOELS. Ev ouvexeia, SievepyrnOnoav emLTOmLeS
HETProeLg mediov katd Tig omoieg cUAEXOnoav Sedopéva yewpeTplag motapol Kot
TANMUUPLKAG Twvng uPnAng avaiuong, €ywve akplBry tomoypadlky omotunwon
OUYKEKPLUEVWVY SlaTopwVv Kal TEAOG cuAEXBnoav Sedopéva peyEBoug peptwv VAWV
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and Tov TWOPEVA TOU XELWWMAPPOU. ZUYKEKPLMEVA oOL HETPAOELS Tediou Tou
nipaypatonolifnkav ota mAaiota tng mapovoag SLdaktoptkig SatplPig eivat:

1. H ouMoyn &edopévwv UYPNANC ovAAUONC YEWHETPlAC TOTAHOU Kol
AN PLKAG Lwvng SlevepynBnkKe pe TNV Xpron eniyslov copwtr edadoud. Itnv
OUVEXELO T OUYKEKPLUEVA Sedopéva xpnaotpomotnonkay yla tnv dnutoupyia tou
enefepyaopevou Wnolakolv Movtéhou Eddadoug (WME) uPnAng akpifelag
(LIDAR DEM). To povtéAo tou emiyslou capwtn edadouc uPnAng akpiBelag mou
xpnotpornow0nke sivat to Optech ILRIS 3D. H cuAloyn twv deSopévwy €yve Ue
Vv xpnon potifou Jyk-lok oe OAn tnv e€etalOpevn TEPLOX UEAETNG UE
Slapopetikn avaiuon (variable resolution) mou kaBopllotav cUUPwWvA HE TNV
andotoon TwV UTIO UETPNON aVIIKEWEVWY. Ta cuMexBévta védn onueiwv
(point cloud) cuyxwveuBnkav pe TNV XPRon Tou €MOVAANTTIKOU OAyoplOpou
mAnocléotepwy onueilwv (lterative Closest Point algorithm). TéAog, n dnuioupyia
Tou WME uynAnc akpifelag yupvou eddadoug (amoAlayuévou omo Ttnv
BAGOTNON KaL T TEXVNTA QVTLKELUEVA) ETUTEVYXONKE XPNOLUOTIOLWVTAG SLAPOPEC
Sadikaoieg omwg ta yewpopdoloykd Pidtpa, edappoyég Mewypadikwv
Juotnuatwv NAnpodoplwy (MZM) kat tnv eUnelpia Tou xpRotn.

2. X& MEPUTTWOELG OTIOU SEV UTAPXOUV USPOUETPLKA ElvVaL amapaitnTo va yiveL n
EKTIUNON AL(UAG TMANUUUPAC, N OoTtola €XEL MEPACEL QMO MO Slatopn Xwpelg va
HeTpNBel. ItV mapovoa Statptfr xpnoLlponolOnkav KAAOOLKEG TEXVIKEC EK TWV
VOTEPWV avaAluong MAnuuupag (post flood analysis) yia tov umoAoylopo tou
ouvteAeoty  TpaxUTNTAG KOL TNV TILOTOTOINON  TOU  EKTLUWHEVOU
TANKUUpoypadatog. OL TEXVIKEG QUTEG XPNOLLOTIONONKAV OE CUYKEKPLUEVQL
TUAMOTA SLATOMWV TNE Koltng. H povadikn kataypadn mou EVIONIOTNKE Ao TO
UTo-£€€TaoN TANUUUPLKO YEYOVOG eival pa dwrtoypadia omou daivetal n
KEVTPLKI Koltn oxedOV yeUATN Kal UmopoUV va ekTinBolv ta ixvn tTng otabung
Tou vepou. Etol, oludwva pe ta txvn tng MAnUuUpag mou eival epdavn otnv
OUYKEKPLUEVN dwTtoypadia SievepynOnke kKAaooLkr Tomoypadlkr amoTunwon
0€ ETUAEYHEVA TUAMATA TOU XELLAPPOU KoL EKTLUARONKE To VYOG 0TABUNG VEPOU.
AVOAUTIKOTEPQ, OL TEXVIKEG TIOU XPNOLUOTOLONKAV Yl TOV UTOAOYLOMO TOU
OUVTEAEOT  TPOXUTNTAC KOL TNV  TILOTOMOLNON  TOU  EKTIUWEVOU
TANUHUpoypadnuatog eival n efiowon tou Manning , n péBodog kAiong
erudpavelag kot to USPaUALKO povteAo HEC-RAS.

3. H TeAKA EKTLNGCN TOU CUVTEAEOTH TPOXUTNTOG EMITELXONKE PE TNV XPNON TWV
puetprioswv mediov Wolman Pebble Count. H cuA\oyr &edopévwy, Kata tnv
edappoyn ¢ texvikng Wolman Pebble Count, éywve pe tnv xprion potifou Jiyk-
Cak. EmumAéov, n dadikacia cuAdoyng dedopévwy emiteuxbnke Pe TNV Xpron
SdetypatoAnyiag UALkoUu muBuEva ava Bripa Le amoteéAeopa tnv cUAAoyn Kal
HETpnon 958 Selypdtwy. TNV cuvexela ocLUPWVA PE TNV OTATLOTIKY avAAUON
TOU OUVOAlkoU Oelypatog ektiunOnkav Swadopec TWEG KaBoplopEvwy
Slop€tpwy Omwe ol dsp, des, dzs, dsa, and dos. TEAoG, umoAoyiotnke o
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ouvteAeoTnG TpaxuTnTag Manning (n) cUpdwva pe SLAPOPEG EUTELPLKEG OXETELG
Tou avamtuxbnkav o€ udatoppepata pe UAWKO TuBOuéva mou amoteAeital
KUPLWC amod KpoKAAEG Kal peyaloug Aiboug.

H meploxn HEAETNG TNG apoU oG SLOAKTOPLKAG SLaTPLRNC elval N AEKAVN AmopponG Tou
XEWAPPOU =npla Tou evtoriletal oto vopuo Mayvnoiag, EAAASa. Zuykekplpéva oL
TLEPLOXEG UEAETNCG OTOU £POPUOCTNKOV OAEG OL TIPOTEWVOEVEG eBodoAoyieg eival n
AekAvn aMOPPONG TOU XELLAPPOU ZNnpLa, N Avw AEKAVN AmOPPONG TOU XELLAPPOU =npLa
Kol Eval ETUAEYUEVO TUNHA TNG KUPLOG KOLTNG TOU =npLd. OAeg oL TEPLOXEG MEAETNG TNG
napovoag Sibaktoplkng dwatplpnc  xapaktnpilovtat amd ocoPBopny  €Mewpn
vdpopetewpoloylkwy Sedopévwy Kot kataypadnig TANPUUpaS (VPog otddung
TMANUUUPAG, KTA.) o€ ToloTnTa Kot moodtnta (ungauged watershed/stream). To KAlpa
NG €UPUTEPNG TIEPLOXAG MEAETNG  XapOKTNPLETAL WG TUTIKO MEOOYELOKO.
X0paKTNPLOTIKO aUToU Tou KALMATOC gival To ££po Kal Bepud kahokaipt, o Puxpog Kat
UYPOC XELLWVAC KOl Ol LOXUPEG PPOXOTMTWOELS KATA TNV SLapKela Tou ¢Owvonwpou,
XELWVA Kal TnG AvolEne.

Ta MANPUUPLKA PavOpevVa TTou €Xouv TapatnPnOel otnv eupuUTEPN TIEPLOXH MEAETNG
odeilovtal kuplwg o€ EVTOVEG TOTUKEG BPOXOTITWOELG ME ULKPO XPOVIKO Sldotnua Ko
KOTOTAOOOVTAL OTI OTLYHLOEG TANUUUPEG N altdvidle TMANUUUPES 1 TANUUUPEG
YPAYOPNG AmOKPLONG OOV VAL 0 KOLVOC TUTIOC MANMUUPAC TwV MECOYELAKWY XWPWV.
To akpaio TANUUUPLKO YeEYOVOC ou Baociotnke n mapouvoa datplPn) sivatl n mMAnuuupa
Tou €mAN&e TV TTOAN Tou BoAou otig 09/10/2006. Katd tnVv SLAPKELA TOU CUYKEKPLUEVOU
TIANLUPLKOU YEYOVOTOG N TIOAN TOU BOAOU UTEGTN AVUTIOAOYLOTEG KATAOTPODES KUPLWG
AOYW TLC UTIEPXEIALONG TWV XELLAPPWY HE ATOKOPUGWHA TNV KATAOTPOodN TNG YEPUPOG
Tou OpyaviopoU 216npodpopwv EANadoc (OZE). Ao tnv mAnUUUp KUpilwg EMARynoav
SLapopeC KTIPLOKEG UTIOSOUEC (SNUOCLEG UTINPECLEC, OLKIEG KL ETILXELPNOELG), TO 08IKO
SIKTUO KoL PKETEG AYPOTLKEG TIEPLOXEG TTOU Bplokovtal ota mépLE NG MOANG. Z0udwva
ME  TpONyoUMevn avaAuon Twv  KAumuAwv  Eviaong-Aldpkelag-ZuxvotnTtog
Bpoxomtwong tng eupUTEPNG TIEPLOXNG HEAETNG, TO CUYKEKPLUEVO TIANUUUPLKO YEYOVOG
EKTLUNONKE OTL €xeL meplodo emavadopag nepimou 100 eTwv.

To ekTiNUEVO TANUUUpOYpAdNUa TTOU XpnoLomoltBnke otnv napouoo SL6AKTOPLKN
SlatpBn Baoiletal oto ZuvBetikd Movadiaio Yépoypadnua tou Clark pe tnv xprion tng
HEBOSOU KIVNUATIKOU KUMATOG. To HETEWPOAOYIKA SeSopéva Ttou xpnotponol)onkav
yla TNV avaAucon Tou MANUUUPLKOU YEYOVOTOG TIPOEPXOVTAL amo TNV Kataypadr tou
HETEWPOAOYLIKOU oTabuol tou BoOAou-Qutoko. H ektipnon tng amoppoikng Ppoxng
(evepyn Bpoxomtwaon) €ylve Pe TNV Xprion tn¢ uEBodou tou ammopoikol cuvteheotr CN
(Curve Number) tn¢ Soil Conservation Service (SCS). TéAog, n 6dguon TG AMOPPONG
T(PAYMOTOTIOLONKE WUE Xprion YPAMULIKAG oUVEALENG, n omola Baoiletal otnv pueBodo
LOOXPOVWY  KAUTIUAWY (KOUTIUAEG XpOvou-éktaong). OL KaUMUAEG XPOVOU-EKTAONG
EKTLUAONKOV XpNOLLOTIOLWVTOG TNV ElOWON XPOVOU GUYKEVTPWONC Tou Giandotti. XTig
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EMOUEVEG TapayYpAdOUG TapoucLAlovTaL CUVOTTTIKA Ta Tpia peBodoloyikd mAaiola mou
avamntuxOnkav KaTd TNV EKOVNON TNG mapoucag SL8aktoptkAg StatpPng.

JUOoTNUO EKTIUNONC KoL Xaptoypddnonc b avwyv MEPLOYWV TANUUUPLKAC KATAKALONG

To ovotnua ektipnong kot xoptoypddnong mbavwyv TEPLOXWY TANUUUPLKAG
katdkAlong (Identification of flood-prone areas component) otnpiletat otnv uién
Sadopetikwv pebodoloylwv moAukpltnplakig avaiuong (Multi-Criteria analysis) kat
Slopopwv TEXVIKWV HE edappoyny oe meplBarov Tewypadkwyv JuoTNUATWV
MAnpodopwwv (M'zN) kot otnv pebodoloyia niotomnoinonc. To cuotnua ehaAPUOCTNKE OE
eminedo Aekdvng amoppong yLa TNV eKTiLNoN TwWV €V SUVAMEL TTANUUUPLKWY TIEPLOXWV
yla Aekdveg pe eAA) Sebopéva. ZUYKEKPLUEVA, TO oUOTNUA EKTMNONG TBavwy
TLEPLOXWV TIANUUUPLKAG KATAKALONG Baciletal povo oe xwpikd dedopéva pe edpapuoyn
oe 2N, o dadopeg pebodoloyiec opadomoinong (clustering techniques) kot og dvo
(2) nebodouc moAukpitnplakng avaiuonc (Multi Criteria Analysis), tTnv n peBodoloyia
NG AvaAuTikng lepapxnong (Analytical Hierarchy Process) kat tnv peodoloyia Acadng
AvoAutikig lepdpxnong (Fuzzy Analytical Hierarchy Process). Ta 6edopéva eloddou tou
OUOTAMATOG aroteAouvTaL KUpilwg arnd yewpopdoAoyLkoug deikteg mou oxetifovral pe
™V Ppuotkn Stadikaoio Tou pnxaviopol Tn¢ MANUUUPoYEVEDNG. ETLTAEoV n emAoyr Twv
TEAIKWV  Kputnpilwv (xwpka &edopéva  €l0060u) TOU  xpnowuomoLlénkav otnv
OUYKEKPLUEVN avaAuaon £ywve ouudwva Pe ouyKpLpévn dtadikaoia afloAdoynong HEow
Tou ouvteheotn cuoxetong (Correlation coefficient). T tnv e§aywyn tng BEATIOTNG
dopng kot tnv StacdAAlon TNG OVTLKELMEVIKOTNTOG TOU OCUOTHUOTOG WOTE va
kaBoplotouv oL TIBaveEG TANUUUPLKEG TieploxEg, Olevepyndnkav Swadopa TteEOT
gvalwobnoilac. o autd tov Adyo 1o TAioo Xwplotnke oe SUO uMooUOTHUATA
edappoyng omou xpnolpomnoltnke dtadopeTikr) doun Kol pubUioELS TTAPAUETPWV.

Ta duo unoouotApata ePAPHOYNG XPNOLLOTIOLOUV KATIOLEG KOLWVEG TEXVIKEG OTIWG: al)
nievte pebodoloyieg opadomnoinong (Natural Breaks classification method, K-mean
clustering method using two distance approaches, Fuzzy c-mean, Gaussian Mixture
Model Clustering , Clustering Large Applications method), B) tnv peBodoloyia tng
AvaAuTIKNC lepapxnong kat tTnv peBodoloyia Acadric Avalutikig lepapxnong, y) duo
T(POCEYYLOELG TTIOU TPOKUTITOUV Ao TNV Sladikaoia Twv MvAKwVY cUyKpLong (EVYWV Kot
Baoilovtal otnv emloyn Tou aplBol TwV ATOUWY IOV TIPOCUETPOUVTAL Yia TV AnYn
NG amnodaong (kat otg Suo mpooeyyioelg SlevepynBnke €Aeyxog TUXALOTNTAG
(Consistency Ratio) . ZTO MPWTO UMOCUOCTAHATA YIVETOL KOVOVIKOTIOINON OAWV TwV
KpLtnplwv mplv amo tnv epappoyn Twv HeBOSwv MOAUKPLTNPLOKNAE OVAAUGCNC KAl ETIELTO
edappoletal n opadomnoinon Toug KATA TO TEALKO O0TASLO TOU CUOTAMATOG WOTE Va
kaBoplotouv oL ev SuvapeL TANUUUPLIOUCEG TTEPLOXEG. 2TO SEVUTEPO UTIOCUCTANATA
yivetal opadomoinon twv Kpunpiwv mpwv Kot PETA TNV £dappoyrn Twv peBodwv
TIOAUKPLTNPLOKANC avaAuong (6ev  ylvetal Kovovikomoinon Twv Kpntipiwv) pe
amotéAsopa va Kaboplotouv ot ev Suvapel MANUUUPLLoVoEG TIEPLOXEC. TEAOG Kal ota
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600 unoouotApata n opadomnoinon Twv eV SUVAUEL TTANUUUPLKWY TIEPLOXWV YIVETAL LE
TNV XpAon Ttwv mévie peBOdwv opadomoinong kat o TANUMUPLKOG  Kivduvog
Slokplromoleitat og mevte KAAOELC (cluster). To cuoTnUa eKTiUNONG Kal xaptoypadnong
TWOOVWYV MEPLOXWV TIANKMUUPLKAG KATAKALONG EPapUOOTNKE OTNV AEKAVN QITOPPOINC TOU
XEWWApPOU =npld, Mayvnoia, Osocoalia, EAA@Sa. H miotomoinon Tou MPoTelvVOUEVOU
ouotApatog Baciotnke otnv xpnon otopkwv dedopévwy MANUUUpaG Kat dedopévwv
mipooopoiwong MANUUUPAG TOU Umo €€€tacn TANUUUPLKOU yeyovotog (akpaio
TANUUUPLKO yeyovog ot 09/10/2006, BoAog, EAAGSQ). Amo ta amoteAéopota
T(POKUTITEL OTL TO TIPOTELVOUEVO cuoTnpa MoAukpltnplakng Avaluong — MM pmopet va
amoteA£0eL £va TTOAUTLHO gpyadeio yia Toug LBUVoVTEC anodpacewv 6cov adopd oTnv
avayvwpLon Twv TEPLOXWV oL omoieg udiotavtal kivéuvoug yla INULEG amd TIANUUUPES
(bnuoupyia MPO-MANUMUPLKWY XapTwV) Kot otnv ARYn anodpAcewv OXETIKA HE TNV
EVNUEPWON TWV TIOALTWV Kal TNV BeATioTomoinon Twv otpatnylkwyv oxedlwv Katd Twv
TANUUUPWY. MopOAo MOV TO MPOTEWVOUEVO CUOTNUA EKTLUA HE OKPiBELa TIC TLOAVEC
TLEPLOXEC TIANUMUPLKAG KATAKALONG, Yla TNV KAAUTEPN KoL EYKUPOTEPN Slepelivnon Twv
XOPAKTNPLOTIKWY TOU TIANUUUPLKOU KLvSUVOU Kal €Tikivduvotntag (my: TANUUUPLKA
éktaon, VPog oTddBuNG MANUUUPAG, TaxUTNTA, KTA) N Xprion uSpauALKOU LOVTEAOU yLa
Tipocopoiwon MANUUUpaG Bewpeital amapaitntn.

Juotnuo avaluonc evocdnoiog yla Tnv EKTiUNon Ko Yaptoypadnon mANUUUPAC

To cuotnua avaAuong evaloBnoiag yla tnv ektipnon Kot xaptoypddnon MANUUUPAS
Baoiletalt oe mANBwpa OSlopBpwoewv ocuotHpatog Yyl avaluon evalobnoiag
MOPAUETPWY. Ol TAPAUETPOL TIOU €€eTAOTNKOV Yyl TNV avaluon esuvaltcbnoiog
OUOTNHATOG €lval N xpnon SLadopETIKWY USPAUAKWV-USPOSUVAULIKWY LOVTEAWV KoL
TUTIOU USPAUALKAG - USpoSuVAULKNC Tpocopoiwaong (mpoaogyylong) (1D, 2D, 1D/2D) o
ouvbuaopo pe Sladopetikolg tuToug akpifetag Wnolakwv Movtédwv Edadoug (WME)
Kal TIAEYMATWY TIPOCOMOIWOoNG yla TNV €KTiunon Kat xaptoypddnon mAnppUpag ot
TiEPLOXEG HE eAA) Sedopéva. To cuotnua avdAuong evaltcdnoiag yla tnv ektipnon
Kal xaptoypddnon MANUUUPAG Xwplotnke o SU0 SLOPOPETIKA UTIOCUCTHUOTO OTIOU
e€etaotnkav dlopopeTikec Sopkeg SlapBpwoels. To MPWTO umocUoTnHa avadEPETAL
wG «Avdluong evawoBnoiag mpwtou eminedou», evw TO O€UTEPO UMOCUOTHUA
avadepetal wg «AvaAuong evalcBnoiag Seutepou enimedou».

OL TAPAUETPOL TIOU EUMAEKOVTAL OTNV TIPOCOMOIWoN MANUMUPAG Kol EEETAOTNKAV OTO
umocuvotnua «AvaAuong evalocbnaoiac mpwTtou emninedou» gival n xprion StadopeTKwyY
USPAUALKWV-USPOSUVOIKWY HOVTEAWV Kol Tmpooeyyioewv (1D, 2D, 1D/2D) oe
ouvbuaopo pe Sladopetikolg tuToug akpifetag Wnolakwv Movtédwv Edadoug (WME)
Kol TAeypATwv Tpooopoiwong.  Zuvenwg, oL Ttéooeplg (4) tomot WME mou
xpnoomnowBnkav otnv mapovoa avaluon givat ot €€R1¢: a) WME mou dnpoupynOnke
LETA amo enefepyaoia dedopévwy eniyelov coapwtr edadoug, B) Wndlakd Movtélo
Erudavelag mou dnuioupyndnke amd ta akatépyooto SeS0UEVA TOU EMIYELOU CAPWTH
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ebadoug, y) WME mou &nuioupynbnke amod Sebopéva KAAOOLKAG TOTOypPadIKNG
anotuniwong, kat §) WME rnou dnutoupynBnke pe tnv xprion Yndlomotnuévwyv vooupwv
KOUMUAWY TtomoypadlkoU xaptn KAlpakoag 1:5000. Toa udpaulika-udpoSuvapika
HMOVTEAQ TIOU XPNOLUOTIOLONnKAV OTNV CUYKEKPLUEVN avaluon ivat: a) Movodidotata
pnovtéAa (1D): HEC-RAS kat MIKE11 xpnowponowwvtac SUo SoUEG (TANPWON KEVWV UE
napepBoAn Statouwyv, mMAnpwon kevwv Pe xprion tou WME), b) Alodldotata povtéda
(2D): MIKE21 HD (Baolopévo oe kavafo), MIKE21 HD FM (Baoclopévo o mAEyua), c)
Julevypéva povodldotata-Siodidotata  poviéAa (1D/2D): MIKE11/MIKE21 HD
(Baolwopévo os kavapo) and MIKE11/MIKE21 HD FM (Baclopévo o TAEYUA) LECW TNG
mAatdopuoac MIKE FLOOD. EmutAéov, ota mAaiola TnG mapoloog avaluong EETAOTNKE
n xpnon diadopetikng availuong datviov N mMAEypatog. O cuvteAeoTg TPaxLTNTAG
EKTLUNONKE cUUPWVA PE TNV XPAON TEXVIKWY €K TWV UOTEPWY aVAAUGNG MANUUUPAG.
OL MAPAUETPOL TIOU EUMAEKOVTAL OTNV TIPOCOMOIWoN MANUMUPAG Kol EEETAOTNKAV OTO
urmoovotnua  «Avaluong evawobnolag OSeutepou  emimedou» eival n  xpnon
SLopopeTkWV LEPAUALKWV-USPOSUVAKWY HOVTEAWY, ipoosyyicewv (1D, 2D, 1D/2D)
Kal TAEYUATWY Tipooopoiwong. Ztnv mapouca avaAlucn xpnolponoldnke povo o
tomog WME mou dnuoupynBnke peta anod enefepyacio Sedopévwy emiyelov copwtn
ebadoug (Processed LIDAR river geometry) omou mpoékupe wg BEATLotn Avon cludwva
HE TNV TponyoUuevn ovaiuon. Ta uSpaUALKA-USPOSUVAULKA HOVTEAQ TIOU
XpnotpomolBnkav otnv CUYKEKPLUEVN avaAuon eival: a) Movodiaotata povtéAa (1D):
HECRAS, MIKE11l yxpnowpomowwvtac &Uo Sopég (MAnpwon Kevwv He TapepBoAn
Slatopwyv, MAnpwon Kevwy e xprion tou WME) kat XPSTORM, B) Awodidotata povieAa
(2D): HECRAS, LISFLOOD-FP (emiluon Subgrid), MIKE21 (Baolopévo oe kdavafo Kot
Baolopévo oe mA£yua), XPSTORM, FLO2D; y) Yuleuypéva povodiaotata-Slodlaotata
povtéla (1D/2D): HECRAS, MIKEFLOOD (Baoclopévo os kavaBo kal Baolopévo oe
mAgyua), LISFLOOD-FP (néBodoc Kivipatikol KUpHATog Kat peBodog diaxuong KOUATOC),
XPSTORM. EmumAéov, ota mAaiola tng mopoloag avaluong eEETAOTNKE n XprHon
Sladopetikng avaluong datviou R MAEYUATOC KAl n xprion r XL KOTAOKEUWY EVTOG TNG
Kottng (mx: yédupeg, KTA.). ZTnV mapoloa avaAuon XpPNoLomoliOnke BEATLWHEVN TN
OUVTEAEOTH TPAXUTNTAC TIOU TIPOEKUPE Qmo TNV XPNHON MHLAG EUTELPIKAC OXEONG,
VTETEPULVLIOTIKAG AVAAUONC TTANUUUPOC KOL TOU OVTLKELLEVIKOU KpLTtnplou miotonoinong
anoteAeopdtwy CSI.

Kat ota duo (2) umooclotnua avdluong evalcbnoiag xpnotlpomnol}tnkav KAQOOLKEG
USPOAOYIKEG TEXVIKEG TTOU EPapolovTal o€ AEKAVEG amoppPonG e eEAALT Sedopéva yla
TNV €KTINONG TNC TTANUUUPLKAC ALXUAG KOL TOU TIANUHUpoypadrHaTog. H mpoTelvopevn
pnebodoloyia edapUOOTNKE OE CUYKEKPLUEVO TUAMO TOU XELMAPPOU Znpld, BoOAog,
EANGSa. ZuyKekpluéva, N TANUUUPLKA alXu Kot To TAnUpupoypddnua €oodou
urmoloyiotnkav oUpdwva He TNV MEBOSO Tou  Zuvbetikou  Movadiaiou
Yépoypadriuato¢ tumou Clark (CIUH). H miotomoinon tTwv OMOTEAECUATWY TWV
avaAUoswv gvalocOnaoiag xaptoypadnong tTNg MANUUUPLKAG WvNng EYLVE LE TNV XPHon
ToU Kpttrplou afloAdynong amoteAeopatwy Critical Success Index (CSI i} Threat score)
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KOl TWV TIWAKWY cUVAdELaG 2 €Tl 2, OTIOU CUYKPIONKE N TTPOCOUOLWHEVN TIANULHUPLKAG
EKTAON HE TNV TTAPATNPOUUEVN EKTACN MANUUUPASG (TMANUUUPLKA EKTAon oUWV UE
Ta LoTOoPLKA Sedopéva mMAnupLupag tou 2006).

Ao TO AMOTEAECMOTO TIPOKUTITEL OTL N avaAuon gvalcBnaoiag eival €va onuUavIko
HeEO0S0AOYIKO OTASLO TTOU TIPETEL VAL EVOWUOTWVETOL O OAQ TA TTAQLOLA TNV EKTIHNONG
Kal xaptoypadnong tng MANUUUPLKAG eMkvduvotnTag. EMumA&oy, OMwg MPOKUTITEL Ao
TNV mapovoa avdAuon, n afeBatdtnta Twv SebopueEvwy LGOS0V ETKPATEL EVOVTL TNG
aBeBatotntag tng doung tou povtéAou. TéAog, oUudwva UE Ta AMOTEAECUATA TNG
TapovUoac EPEVUVAG, TIPOTEIVETAL N XpHon Lovodilaotatou udpauAkoU-uSpoSuvapikou
HOVTEAOU 0t oOUVOUOOUO HE OTOXAOTIKEG Oladlkaoleg yla TNV eKTipnon Kot
xoptoypddnon MANKUUPWV OE TEPLOXEG e AN Sedopéva.

Zuotnuo avaiuvuong ofeBatdTNTaAC yia ThV EKTIUNCN Kat xaptoypadnon RANUUUPAC

To cuotnua avaAuong aBsfaltdotnTag yLlo TV EKTNCN KoL XapToypddnon TANUUUPAG
Baoiletal oto 1) AUTOMATO UTOCUOTNUA OTOXOOTIKNAG EKTLUNONG MANUUUPAG HE TNV
xpnon tou HEC-RAS (muprvag Tou KEVIPLKOU cuoThuatog), 2) o Siddopa HovTEAQ
XWPLKAG avaluon dedopévwy péow MM, 3) oe apkeTéC SLadopeTIKEG SOUEC avaAuong
gvalwoOnolac kat 4) oto umoocuotnua ofloAOYNoNC OMOTEAECUATWY. To cloTnua
epapudOTNKE O€ EMIMESO TUNUATOG XELLAPPOU VLA TNV EKTIHNON TN aBefalotnTag mou
UTIELOEPXETAL OTO CUOTNHO AOYW TOU CUVTEAEDTH) TPaXUTNTAC KoLl TV BabBuovopnaon tou
yla Aekaveg anoppong Ke ANt Sedopéva. To cUOTNHUA OTOXAOTIKWY Sladkaclwy yla
TNV EKTINON TNG MANUMUPLKAG €kTaong Baciletal og mpooopowwoelg Monte-Carlo kot
To povodiaotato uSpauAlko-udpoduvapikd povtého HEC-RAS. H apXLTEKTOVIKI) TOU
OUTOMOTOU UTIOCUCTHUATOC TiPpooopolwoswv  Monte-Carlo Baciletal otn yAwooa
npoypappoatiopol Visual Basic for Applications (VBA) o6mou xpnotwuomounkav
T(POUTIAPXOUOEG KOL VEEG POUTIVEG KAl SOLOOTOLXELA AOYLOHLKOU TTOU avartuxOnkav ota
mAaiola tng mapoloag Epguvag.

To apxlkd €VUPOG TILWV TOU ouVTeEAeoT TpaxLTNTag Manning’s n exktiunONKe pe TNV
xpnon tTwv petpnoewv mediou Wolman Pebble Count kat Stadopwv eUmEPKWV
OX£0EWV EKTLUNONG TOU CUVTEAEDTH TPAXUTNTAC MOV avamntuxonkav o udatoppéparta
HE UALKO TuBpéva mou amoteAeital Kupiwg amo KpokAAeg Kat peydAoug AiBoug. Me
QUTOV TOV TPOTIO SnMoUPYNONKE n EUMELPIKN KATAVOUR Yld TOV GCUVTEAEOTN
Tpaxutntag. AkoAouBwg, eywve €Aeyxog edappoyng Stadopwv BEwPNTIKWY KOTOVORLWY
OTNV EUTELPLKN KoTavoun Kot afloAoyndnke n edappoyr] TOUC XPNOLUOTIOLWVTAC
Sladopouc deikteg kKaAng mpooapuoyng (goodness-of-fit criteria). tnv cuvéxela €ytve
mapaywyn Tuxoiwv LETaBANTWY CUVTEAEDTH TPAXUTNTOG HE TNV XPrion Tou alyoplBuou
Latin Hypercube Sampling cUpdwva pe TG OewpNTIKEG KATAVOUEG TTOU ETUAEXONKAV aTtd
TO TIPONYOUMEVO OTASLO. ZUVETWG, N TApaywyrn TwV TEAKWV TIOAVOTIKWY XOPTWV
MANUUUpaG Baoiletat otnv edpappoyrn S0Popwv HOVIEAWV XWPLKNC avaAuong
6ebopévwv  omou  dnuioupynBnkav oe TepBalov  ArcGIS model builder
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XPNOLLOTIOLWVTOG TOL ATMOTEAECHATA TWV POoOopoLwoewv Monte-Carlo. H ektipnon tg
aBePaiotntag dievepynOnke pe TNV xprion tng mapandavw dtadikaciog Babuovounong
TOU OUVTEAEOTH TpaxUTNTOC N omola Baciletal povo otnv afloAdynaon tng MANUUUPLKN
¢ €Ktaong. Itnv moapoloo ovAaAucn n MANUUUPLKN €KTaon TIou Xpnolporolidnke
amoteAsitol and TNV MANUUUPLKN EKTOON TIOU EKTLUAONKE oUWV LE TA LOTOPLKA
debopéva mMAnuuUpag tou 2006. H miotomoinon Twv amOTEAECUATWY YL TNV EKTIUNON
NG afefaldtnrag €ywve He TNV XPron TOU TIPOTELVOUEVOU TIOCOTLKOU Kpltnpiou
alohoynong anotedeopdtwyv Median Absolute Percentage Error (MdJAPE) , émou oe
KaBe Tpooopolwon GCUYKPLVOTAV N TIPOCOUOWWHEVN TANUUUPLKA EKTOON HE TNV
TAPATNPOUMEVN €KTAON MANUUUPAG (MANUUUPLKN £KTaon cURdWVA HUE T LOTOPLKA
dedopéva mAnupupag tou 2006). Etol, n die€aywyn twv amodektwv AUoewv otnpixdBnke
otnv nopandavw Stadikacia miotonoinong yla tnv dnpoupyia Twv mBavoTiKwy XapTtwyv
TAN RO PO,

ErunpooBeta, OSievepynBnkav Siddopeg avaAloel svalobnoiag ouoTAUATOC Kol
ovAaAuon €uoTABElag CUCTAMATOC ylo TNV &VOUVAUWON TNG £UOTABELAG KOl TNG
aglomiotiag Tou mMpoTeWVOEVOU TTAaLoiou Kal tng BEATiotng SouAG Tou. OL mapApeTpol
TIOU EUMAEKOVTOL OTNV OTOXOOTLKN TPOCOMOiWwoN MANUUUPAG Kal €EETACTNKAV OTO
T(POTELWVOUEVO cloTnua givat: 1) n amoéotacn peTafl Twv SLOTOMWVY TNG YEWMETPLAG
TOTApoU, 2) o aplBpog twv amodektwv AUCEwV, 3) TO TPOTELWVOUEVO OPLO TLUWV
(threshold level) katd tnv dtadikacia afloAdynong Twv amoTeAsoUATWY, KaL 4) n xprnon
SL0POPETIKWV EPWTNTIKWY KATAVOUWY OTNV Sladlkaoia mopaywynsg Twv TIUWV Tou
ouvteAeoth TpaxUTNTOG. H avdAuon tng euotdBelag Tou cuoTARATOC tEPAAUBAVEL TNV
dnuoupyla mévte opowwv Slapbpwoewv CUCTAUATOG OOV Xpnolponodnkav SLeg
TEXVIKEC oUpPwva pe TNV PEATIoTn Sdopry Tou TAALoiou. TEAOG, €ylve OUYKPLON Kal
a€LOAOYNON TWV ATIOTEAECUATWY TIOU TIPOEKU YAV ATIO VIETEPHLVIOTLKEC KOL OTOXOLOTIKEC
Sladkaoieg yla tnv xaptoypddnon MANUUUPWY OE TIEPLOXEG e AN deSopéva. To
TIPOTELWVOUEVO OUOTNUA EGAPUOOTNKE OE CUYKEKPLUEVO TUAMA TOU XELWLAPPOU ZnpLd,
BoAog, EAAGSQL.

ATO T AMOTEAECUATA TNG TIOPOUCAG EPEUVAG TIPOKUTITEL OTL N XPHON OTOXAOTIKWY
SLoSKOOLWY Kal N apoywyr TOAVOTIKWY XaPTWV TMANUUUPAC TTAPEXOUV KAAUTEPEC
nAnpodopieg o oxéan e tnv mMAnppupilovoa {wvn Kal o€ cUyKPLON HE TNV edappoyn
VIETEPULVLOTIKWV HEBOSwY. EmMopévwe, pe TV Xxpron mbavotikwy XopTwyv MANUUUPAS
auAveTaL N EYKUPOTNTA TWV ATIOTEAECUATWY KAl yU' auTo To AOYO £ival Evag EAKUOTLIKOG
KOL TILO KATAVONTOG TPOTIOC ATELKOVLONG TNG TBavoTtnTag MANMUUPAG. TEAOG, TO KUPLO
CUMMEPOOUQ TNG TTApoUCag EPEUVAC E(vVal OTL N XProN OTOXOOTIKWY SLadlkaolwy oTnv
EKTLUNON Kal xapTtoypadnon MANUUUPAC UITOPEL va amoTeAECEL £va TTOAUTLUO EpYaAEio
yla toug Buvovteg amoddoewv ooov adopd otnv KoAUtepn avamtuén oxediwv
Slaxeiplong MANMUUPLKAG EMKIVOUVOTNTAG KAl EAQXLOTOTOLNCNG TWV KOWWVLKWY Kall
OLKOVOULKWV ETITTWOEWVY TNG MANUUUPAG.
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Ev katakAeid, otnv mapouca 6ibaktopkn Siatplfri MOPOUCLAZETAL LA OALOTIKA
T(POCEYYLON YLOL TNV EKTINON KoL XOpToypAdnon Twv MANKUUPWY 0€ AEKAVEG ATIOPPONG
KOLL XELLAPPOUG HE EAAUT 1) aVUTIAPKTA LETEWPOAOYLIKA Kal USPOUETPLIKA Sedopéva. H
mapovoa £peuva amoSelkVUEL OTL N XProN KAOOOLKWVY TEXVIKWV Kal LEBOSwV yla tnv
Slepevvnon tou $patvopEvou tnG MANUUUPOC UMOPEL va cUVTEAEDEL oTnV Snuwoupyia
EVOG E€YKUPOU KOl OTTOTEAECHOTIKOU TAQLOIOU TPOCOMOIWOoNG ylol TNV €EKTUNON
TANMUUPLKOU KIVOUVOU KOl ETUKLVOUVOTNTOG OF XELLOPPLKA udatoppelpoTa KO
uSpoloyikég Aekaveg pe eAy 6edopéva. Ta tpla CUCTAMATA TIOU TIAALOLWVOUV TO
eviaio pebodoloyikd mAaiolo £xouv w¢ otoxo TNV 1) ektipnon kKat Tnv xaptoypadnon
TBavVWY TEPLOXWV TIANMUUPLKNAC KATAKALONG, 2) €KTIHNON KoL TTOCOTIKOTIONGN TNG
gvaoOnotag kat tng aBeBaldTNTAG CUYKEKPLUEVWVY TIAPAUETPWY oTnV Sladikaoia tng
povtehomoinong mMAnUuUpag. Emopévwg, to mpotewvopevo peBodoloyikd mAaiolo n
EEXWPLOTA TA EMUUEPOUG CUCTHMOTA UITOPOUV VA ATMOTEAECOUV TIOAUTLUA EpYaAeia yla
ToUu¢ 1BUVoVTEG amodpACEWV PE OTOXO TNV TapAywyn £YKUpwV Kal VPnAng akpifelog
oxeblwv dlaxeiplong mMANUUUPLKOU KIvEUVOU Kol ETUKLVOUVOTNTOG 08 AEKAVEC OTIOPPOINC
Kall XELLAPPOUG pe ATt Sebopeva.
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CHAPTER 1°
INTRODUCTION

1 Introduction

1.1  Floods and Flash floods in Europe and Greece

In the last decades, natural and artificial environments have repeatedly experienced
severe damages by natural hazards. One of the most destructive water-related natural
hazards that directly affects human society is floods. Extreme flood events pose a severe
threat to human society from ancient times. Last decades Europe has frequently been
afflicted by numerous and disastrous flood events. Many studies suggest that the
occurrence of flood events is increasing both in numbers and intensity and, the scientific
community sees a strong correlation between this trend and the rise in human activities,
such as land occupancy and changes in land use (Hall et al., 2014; Tsakiris et al., 2009).
Floods are substantial hazards commonly associated with high percentage of mortality,
social and economic damages worldwide. Between 1998-2009, Europe suffered from
more than 200 flood events with approximately 1126 fatalities. Furthermore, in the last
two decades, the annual mean flood damage in Europe is estimated approximately to € 4
billion per year (EEA, 2010; AghaKouchak et al., 2013).
A typical type of flooding in the Mediterranean region is flash floods (Aronica et al., 2012)
that often have devastating and hazardous effects concerning infrastructure and, more
importantly, such floods are associated with high rates of fatalities (Gruntfest and
Handmer, 2001; Younis et al., 2008). Some significant extreme flash floods events that
are mentioned below, took place in several European Mediterranean territories causing
serious damages, economic and/or human losses: in France (Gaume et al., 2004; Delrieu
et al., 2005), Greece (Papagiannaki et al., 2013; Kourgialas and Karatzas, 2014), Spain
(Llasat et al., 2013) and in Italy (Molinari et al., 2014; Faccini et al., 2015).
Despite the worldwide recognition of flash floods, there is a lack of a uniform terminology.
The following paragraphs present the most used and accepted terms for flash floods.
Based on the European Environment Agency report (2012) a flash flood:
“Occurs as a result of the rapid accumulation and release of run-off waters from
upstream mountainous areas, which can be caused by extreme rainfall, cloud
bursts, landslides, the sudden break-up of a dike or failure of a flood control works.
Over natural watersheds they typically occur in the instance of more than 200 mm
of rain during less than six hours, while in built-up areas even rainfall of 50 mm
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within one hour can produce a local flash flood. They are characterized by a sharp
rise followed by a relatively rapid decline causing high flow velocities. Discharges
quickly reach a maximum level and diminish almost as rapidly”.

Moreover, based on the Inter-Active Terminology for Europe (2017) a flash flood is:

“A sudden flood of short duration and abrupt rise with a relatively high peak
discharge (rate of flow), usually resulting from a very high intensity of rainfall over
a small area”

Finally, according to the American Meteorological Society (AMS) Glossary (2017) it is

presented a revised definition of a flash flood that is based on advances in understanding
and their societal impacts warrant:
“Flooding caused by rapidly rising water level in streams, creeks, rivers or other
waterways, normally dry stream beds, or in urban areas, usually as a result of
intense rainfall over a relatively small area or for moderate to intense rainfall over
highly saturated or impervious land surfaces, and generally occurring within
minutes to several hours of the rainfall event. Steep terrain tends to concentrate
runoff into streams very quickly and is often a contributing factor. Changes in soil
properties (e.g., burn areas from wildfires), hydrophobic or impervious soils,
removal of surface vegetation, and excess runoff from warm rainfall on significant
snowpack can also be important contributors. Additional causes of flash floods
include ice jams, and levee and dam failures.”
The majority of the presented studies of extreme flash flood events have a high
percentage of mortalities. All the events were characterized by intense precipitation
during a very short time over a relatively small area, rapid accumulation, fast rising of
water level and a relatively high peak discharge. These extreme flash flood events have
caused severe economic losses, damages to several public infrastructures (e. g. roads,
railways) and building and vehicle damages. According to several studies presented by
Parry and his associates (Parry et al., 2007), the probability of flash floods occurrence is
going to rise throughout Europe in the following years. The uptrend of flash floods is
directly related to the changes in land use (influence of human activities) and the
expected pluviometric regime changes due to climate progression.
The observed escalation in magnitude, frequency and intensity of the flood events
worldwide have driven to a rise of global awareness for flood damage mitigation
measurements (Hall et al., 2014). Thus, European Union established the Flood Directive
2007/60/EC. The main goal of Flood Directive 2007/60/EC is the establishment of a
generic framework for flood risk management and mapping within the European Union.
The ultimate purpose of the framework is to reduce the consequences of floods to human
health, the environment, sites of cultural heritage interest and the general economic
activity. Nowadays, almost all EU countries have managed to fulfill their obligations
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derived from the Flood Directive 2007/60/EC. Moreover, it is mandatory for all countries
to update the flood management plans every six years. Hence, the implementation of
the Flood Directive is an ongoing process where flood mapping is a necessary tool for all
EU member states.

As far as the Greek territory is concerned, the entire country is experiencing severe flood
events ever since the ancient times. In Greece, regular recording of flood events by civil
protection agencies started relatively recently, limiting the systematic official records to
the last two decades (Diakakis et al., 2012). In recent studies (SSW-MEECC, 2012; Diakakis
et al., 2012), an extensive catalogue of flooding phenomena during the last 130 years in
Greece has been compiled based on numerous sources. Specifically, in the last 130 years,
540 flood events have been identified and caused 686 human losses (Diakakis et al.,
2012). Figure 1.1a illustrates the temporal distribution of flooding during the period of
1881-2010, while Figure 1.1b illustrates the flood casualties for the same period. From
the histograms presented in Figure 1.1 one can observe an increasing trend in reported
flood event numbers during the last decades, even though the number of human
casualties remains relatively stable during the same period (Diakakis et al., 2012).
Moreover, Figure 1.2 presents the distribution of floods across Greece expressed as the
number of events and as the number of casualties per administrational unit for the period
1880-2010, respectively (Diakakis et al., 2012). As shown in Figure 1.2a, the prefecture
of Thessaly and especially the regional unit of Magnesia experiences an increased flood
occurrence. Furthermore, Figure 1.2b demonstrates that the flood casualties are
following approximately the same pattern with the flood occurrence. Based on the
distribution of events expressed as the number of events per 100 km? in each of these
units (Figure 1.2a) and the distribution of fatalities expressed as the number of casualties
per 100. 000 individuals (Figure 1.2b), the regional unit of Magnesia is once more in the
top of the list of the most vulnerable to flood territories.
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Figure 1.1. a) Temporal distribution of flood events and b) flood casualties between 1881
and 2010 (Source: Diakakis et al., 2012)
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Figure 1.2. Distribution of floods across Greece expressed: a) as the number of events per
administrational unit for the period 1880-2010. In the lower left corner distribution of
events is expressed as the number of events per 100 km? in each of these units. b) as the
number of casualties per administrational unit for the period 1880-2010. In the lower
left corner distribution of fatalities is expressed as the number of casualties per 100. 000
individuals based on the 2001 population census (ELSTAT 2001) (Source: Diakakis et al.,
2012).

In the study of Special Secretariat for Water, Ministry of Environment, Energy and Climate
Change (2012), 1627 flood episodes were identified in 1076 locations and 297 flood
episodes observed in 261 locations were considered to be important floods (Figure 1.3).
This data, concerns flood events that occurred from 1896 to 2011 and presented in Figure
1.3 (SSW-MEECC, 2012). In Figure 1.3a,b there can be seen the spatial distribution of
1627 flood events pinpointed in 1076 locations and the flood events categories of the
historical flood locations. Furthermore, Figure 1.3c,d present the spatial distribution of
flooded areas in stremmas and the spatial distribution of flood damages in € respectively
(visualized with graduated symbol). From the total amount of the recorded (1627) flood
events only the 1097 events have records of flood damage with the damage cost ranging
from 2573 to 5,869,406 €. According to Figure 1.3, spatial patterns were identified that
highlight the prefecture of Thessaly and especially the regional unit of Magnesia having
higher flood recurrence rates, great economic losses and big flooded areas (SSW-MEECC,
2012).
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Figure 1.3. a) Locations of the historical flood events; b) Flood event categories of the
historical flood locations; c) Flooded areas in stremmas and d) Flood damage in Euros of
the historical flood events (Source: SSW-MEECC, 2012).
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In general, both studies showed seasonality patterns with more events clustering in
November and also showed that urban environments tend to present a higher flood
recurrence rates than mountainous and rural areas. Therefore, the regional unit of
Magnesia is categorized as an extremely vulnerable area to floods with the city of Volos
to be an indicative study area, as an urban environment, for investigation of flood hazard
and risk modelling and mapping.

1.2 Flood prone areas mapping at ungauged catchments

Nowadays, flood management is considered a spatial problem because of the impact of
the terrain variations to the flood type and intensity (Foudi et al., 2015; Ahmadisharaf et
al.,, 2016). The combination of GIS and Multiple Criteria Decision Making (MCDM)
methods is a common procedure followed in the last decades because of the availability
to choose multiple criteria from different origins (Chen et al., 2011). Typical approaches
of flood management decision making neglect the spatial variability of the evaluation
criteria (Qi et al., 2013). A basic process in the preliminary analysis of flood mapping is
the detection of flood prone areas. A standard tool in the recognition process of flood-
prone areas is the Digital Elevation Models (DEMs) and the DEM-derived
geomorphological and hydrological attributes (i. e. slope, flow accumulation, flow
direction, stream network, and catchment areas) (Noman et al., 2001,2003). Flood
hazard assessment should affect the flood risk management mitigation strategies and
planning, thus including the estimation of frequency, consequences, magnitude, as well
as the intensity of the studied flood event. A standard process in flood hazard and risk
analysis is the use of hydraulic-hydrodynamic and hydrologic models to estimate flood
peaks and volumes, and the propagation in time and space of the flood wave into the
river banks and over the floodplains. Also, the above-mentioned engineering practices
are usually implemented at the river and riverine area scale where the assessment of
flood risk mapping is crucial for the potential damages to infrastructure. The use of such
methods in watershed scale is not easily applicable due to data availability restrictions.
Thus, flood risk mapping at watershed scale continues to be a challenging task, even in
developed countries (de Moel et al., 2009). Usually for operational implementations of
recognizing Areas of Potential Significant Flood Risk (APSFR), the estimation is based on
the intersection of the following elements: 1) potential flooded areas (estimated using a
simple argument in slope and the alluvial deposition); 2) Important areas (estimated using
buffers of one kilometer to important elements such as Protected Habitats, River
network, Cities, Villages, Railway, Road network, Historical flood points, etc.); 3) Historical
flood positions and the records from the local authorities (estimated using points of
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historical flood positions) (e.g. SSW-MEECC, 2012). With the use of such simple
combinations of indexes the outcomes tend to lead to erroneous flood hazard maps that
have severe problems of flood prone areas overestimation. Therefore, it is obvious that
the overestimation in flood hazard mapping can adversely affect the entire process of
flood risk management mitigation strategies and planning.

In this study, a methodology has been proposed based on the use of DEM, DEM-derived
attributes, hydrologic and climatic indices in combination with multi-criteria analysis
methods to estimate flood-prone areas. The analysis of complex decision problems can
be performed using a framework that integrates Multi Criteria Analysis (MCA) methods
and GIS. By incorporating GIS with MCA methods, the selected elements/criteria can be
organized into a hierarchical structure. The ultimate aim of the framework is to help the
decision makers choose the optimum decision for the investigated primary goal by
examining the relationships among the components of the problem (Boroushaki et al.,
2010; Chen et al., 2011). Recently, the use of GIS-based Multi Criteria Decision Analysis
(GIS-MCDA) techniques has become a trend in many scientific fields (Malczewski, 2006).
One of the most applicable multi-criteria analysis (MCA) method that uses structuring of
the factors into a hierarchical framework is the Analytical Hierarchy Process (AHP). The
relative importance of various elements can be evaluated by the Decision Makers (DM)
with the use of pairwise comparison tables. The score of each alternative can be
estimated, in AHP method, by transforming the DM evaluations to numerical values
(weights or priorities) (Saaty, 1980).

AHP is gaining popularity over the last decades and several variations of the original
version have been developed such us fuzzy AHP that uses various fuzzy logic membership
functions (e. g. triangular, trapezoidal) (Van Laarhoven, 1983; Buckley, 1985; Chang,
1996; Mikhailov, 2003). Despite the extended range of AHP applicability, many
researchers support the Fuzzy AHP (FAHP) approach because the use of fuzzy logic
approach in decision making problems resembles better the human way of thinking.
FAHP requires monotonous computation, but in cases where decision problems are
complex, the implementation of FAHP method realistically captures human judgment
uncertainty (Erensal et al., 2006). Several applications of AHP integration into GIS have
been applied in different scientific fields for: a) land use suitability, assessment,
classification and planning, b) urban development, suitability and renewal (Chandio et al.,
2013 and references therein), c) eco-environmental quality (Huang et al., 2010), d)
landslides mapping (Yalcin and Bulut, 2007; Feizizadeh and Blaschke, 2013) e)
earthquakes (Pal et al., 2008), f) health (Jeefoo and Tripathi, 2011), g) droughts (Babaei
et al., 2013) h) floods (Pawattana and Tripathi, 2008; Khosravi et al., 2016) i) water
resources management (Machiwal et al., 2011; Anane et al., 2012; Chowdary et al., 2013)
and j) pollution (Negi and Jain, 2008).
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Various researchers have applied AHP, FAHP and GIS modelling techniques for the
estimation of flood-prone areas, flood hazard, flood risk and other natural disasters (Chen
et al., 2011; Kourgialas and Karatzas, 2011; Park et al., 2013; Zou et al., 2013; Manfreda
et al., 2011; Meyer et al., 2009; Stefanidis and Stathis, 2013; Tehrany et al., 2013;
Radmehr and Araghinejad, 2015; Papaioannou et al., 2015; Khosravi et al., 2016; Tang et
al., 2017; Kourgialas and Karatzas, 2017). A standard classification method, used in the
majority of studies mentioned above, is the Jenks Natural Breaks classification method
(Jenks, 1967). Moreover, in many studies, the classification of the selected criteria
(spatial distributed criteria maps such as DEM-derived geomorphological and hydrological
attributes) is achieved by using predefined subjective tables. For example, in the study of
Radmehr and Araghinejad (2015), the selected criteria were classified with the use of
fixed classes before the implementation of the MCA method. However, the selection of
a different criteria classification technique could have resulted to a different spatial
distributed flood hazard mosaic. To this direction, Chen et al., (2011) managed to
overcome the limitations of predefined subjective tables by classifying the selected
criteria with the use of specific rules in order to increase the subjectivity of the MCA
framework for generalized applications.

Finally, even though the GIS-MCDM methodologies applied in flood management are
valuable tools for preliminary analysis, they should be integrated with the use of a
hydraulic-hydrodynamic model in order to estimate the characteristics of flood hazard
(e.g. flood extent, flow velocity, water depth and duration) and flood risk. Hydraulic-
hydrodynamic models are required for detailed representation of flow dynamics and to
investigate the impact of a flood event (Teng et al., 2017).

1.3 Flood inundation modelling and mapping at ungauged streams

Detailed information about the flood extent, flood water depth, flood flow velocity, flood
duration and how the flow affects several structures are some of the main flood
characteristics which are necessary in flood risk management and mapping. Floodplain
modelling, mapping, and risk management are often determined using several one-
dimensional (1D) and two-dimensional (2D) hydraulic models (e. g.; Aronica et al., 2002;
Horritt et al., 2007; Costabile and Macchione, 2015; Papaioannou et al., 2016). The
capabilities of these models, for river flood modelling and accurate estimation of several
flood characteristics, have been illustrated in many studies (e. g. Horritt et al., 2007; Di
Baldassarre et al., 2010; Sarhadi et al., 2012; Domeneghetti et al., 2013; Dottori et al.,
2013; Dimitriadis et al., 2016). The majority of these studies have been implemented at
gauged watersheds with sufficient amount of data (e.g. discharge data, stage/discharge
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relationships, accurate rainfall data, etc.). The availability of data has limited the
applicability of these models to urban and suburban areas where the precise estimation
of floodplain extent is feasible (Bates et al., 2006; Aggett and Wilson, 2009). Flood
inundation modelling involves several sources of uncertainty such as: 1) input data
(boundary and initial condition data, digital elevation models and channel bathymetry,
hydraulic structures, roughness parameterization), 2) model structure (1D, 2D, quasi 2D,
1D/2D), 3) internal model parameters. Moreover, each type of uncertainty can have a
significant or minor impact on the flood modelling and mapping process that influences
the overall uncertainty.

A major factor of uncertainty is the Digital Elevation Model accuracy. Its estimation
cannot be achieved without errors, especially in complex terrains and depends on the
topographical technique that is used (Tsubaki and Fujita, 2010; Papaioannou et al., 2016).
The most common techniques that are implemented for river geometry data collection
and by extension the DEM creation are the regular ground surveying topographic
approaches and photogrammetric techniques. However, the use of such techniques in
flood inundation modelling, especially in compound river and riverine terrains, may work
as a constraint in the spatial extent of the study area, thus affecting negatively the
correctness of the produced DEM (Md Ali et al., 2015; Teng et al., 2015). These limiting
factors can be surpassed with the use of new spatial tools that produce high-resolution
digital elevation models leading to better hydraulic model configurations and accurate
floodplain inundation mapping. The technological advancement of the last decade has
driven the topographical survey sector to the development and use of new methods, tools
and techniques such as the Airborne Light Detection and Ranging (LIDAR) and the
Terrestrial Laser Scanners (TLS) or, and/or the Synthetic Aperture Radar (SAR). The use
of these new tools and methods allows the production of high-resolution DEMs. A major
advantage of TLS, in comparison to common topographical methods, is that it can provide
detailed information on the river and riverine geometry and can improve the flood
inundation modelling and mapping, especially in urban and suburban areas with complex
terrain (Sampson et al., 2012).

Another essential factor in river flood modelling and mapping is the structure of the
hydraulic-hydrodynamic model (1D, 2D, 1D/2D). The most typical hydraulic approach
used in river flood modelling and mapping is the one-dimensional (1D). The frequent
application of one-dimensional (1D) hydraulic models is based on their simplicity, the low
data requirements, the small computing demands and the limited computational time
(e.g. Pappenberger et al., 2005; Kourgialas and Karatzas, 2014; Teng et al., 2017).
However, recent studies have been conducted using two-dimensional (2D) hydrodynamic
models. The applicability of the two-dimensional (2D) hydrodynamic models have risen
due to several improvements on the structure of the models and the development of new
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parameter estimation techniques (Cook and Merwade, 2009; Tsakiris and Bellos, 2014;
Costabile and Macchione, 2015; Shen et al., 2015; Teng et al., 2017). Finally, a modelling
approach that gained high acceptance in river flood modelling is the 1D/2D approach
because it combines the capabilities of 1D and 2D models (Werner et al., 2004; Apel et
al., 2009; Liu et al., 2015; Teng et al., 2017).

Finally, except the use of the deterministic flood modelling, many recent studies have
highlighted the use of probabilistic approaches mainly due to the following reasons
(Pappenberger and Beven, 2006; Di Baldassarre et al., 2010; Domeneghetti et al., 2013;
Dottori, et al., 2013; Romanowicz and Kiczko, 2016; Alfonso et al., 2016): (1) the different
sources of uncertainty cannot be neglected in hydrologic/hydraulic modelling; (2)
evaluation and estimation of the uncertainty should be a mandatory process in a
hypothetically comprehensive analysis; (3) The use of probabilistic flood inundation maps
can be a valuable tool in the hands of water resources managers in order to improve the
design process of flood mitigation strategies. Hence, especially at an ungauged stream
reach, a probabilistic flood modelling approach should be implemented for the provision
of accurate results and to address the uncertainty.

1.4  Probabilistic flood inundation modelling and mapping at ungauged streams

The assessment of the flooded areas is achieved using probabilistic and/or deterministic
hydraulic approaches (Teng et al., 2017). The use of a deterministic hydraulic approach
is based on the calibration of the model using observed data from a historical flood event.
Then, the calibrated model is applied for several observed flood events or for common
designed floods (return period of 10, 25, 50, 100-years) for engineering purposes. The
use of a deterministic approach in flood inundation modelling involves some basic
assumptions and these are: 1) the selected hydraulic model has the ability to provide
satisfactory representation of the river dynamics and accurate approximation of the
inundated areas (usually flood extent and water depth); (2) the use of the model is based
on the model parameter stability or time stationarity of model parameters. In other
words, the estimated parameter values from the calibration process is used in all
examined flood events where different conditions may exist; (3) all the parameters used
in hydraulic-hydrodynamic simulations (e. g. stage-discharge relationships, input flood
hydrographs, runoff measurements, validation areas) are assumed as “perfect” values
(error-free) (Domeneghetti et al., 2013). Thus, to limit or avoid the abovementioned
sources of uncertainty, a probabilistic approach is proposed for flood inundation
modelling and mapping.
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Many recent studies (Pappenberger and Beven, 2006; Di Baldassarre et al., 2010;
Domeneghetti et al., 2013; Dottori, et al., 2013; Romanowicz and Kiczko, 2016; Alfonso et
al., 2016; Papaioannou et al., 2017) highlight the use of probabilistic approaches as a
substitute of the deterministic approach mainly due to the following reasons: (1) the
different sources of uncertainty cannot be neglected in hydrologic/hydraulic modelling;
(2) evaluation and estimation of the uncertainty should be a mandatory process in a
hypothetically comprehensive analysis; (3) The use of probabilistic flood inundation maps
can be a valuable tool in the hands of water resources managers in order to improve the
design process of flood mitigation strategies. Hence, the use of a deterministic approach
for flood inundation modelling and mapping could lead to inaccurate results which can
negatively affect the flood mitigation strategic plans.

Uncertainty in flood modelling can be classified in two major types: (1) Natural or random
uncertainty. This type of uncertainty is associated with the randomness of the natural
processes (natural variability of floods); (2) Epistemic uncertainty. This type of
uncertainty is associated with the model uncertainty (structure of the model/ the inability
of the model to represent precise the physical phenomenon of flood), the model
parameter uncertainty (the weakness for accurate quantification of the model
parameters), the input data uncertainty (measurement errors, initial and boundary
condition data accuracy, digital elevation models and channel bathymetry resolution,
hydraulic structures, roughness parameterization), and the operational uncertainty
(human factors that can affect the river and riverine area ) (Tung and Yen, 1993; Apel et
al., 2004; Merz and Thieken, 2005). Many studies have used probabilistic approaches in
order to estimate the river flood modelling uncertainty due to roughness coefficient (e.
g. Aronica et al., 2002; Werner et al., 2005; Pappenberger et al., 2005). The probabilistic
process of floodplain mapping is based on hydraulic model setup and ensemble
simulation for other observed or design flood hydrographs (e. g. Bates et al., 2004, Di
Baldassarre et al., 2010).

When the probabilistic approach is used for engineering purposes it is not necessarily
based on the structure of the hydraulic model (i. e. physically-based 2D model). Also,
there is a hypothetical argument that a complex hydraulic model is likely to represent
more realistically the physical process of the river and floodplain flow and with higher
accuracy. In previous work of Papaioannou and his associates (Papaioannou et al., 2016)
at the same study area of Xerias Stream (Volos, Greece), several 1D, 2D and coupled
(1D/2D) hydraulic-hydrodynamic models have been examined and evaluated for flood
inundation and mapping. Based on the results of that study, 1D hydraulic models may
provide good approximations of the inundated area when high quality data (derived from
TLS-LiDAR DEM) is used for the hydraulic model setup (model construction) (Papaioannou
et al.,, 2016). Moreover the selection of 1D hydraulic-hydrodynamic model is a very
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common choice in applications such as Monte Carlo analysis and probabilistic mapping of
outputs. These applications are computationally intensive and the simulation time is an
important factor of the processes (Di Baldassarre et al., 2010; Alfonso et al., 2016; Teng
et al., 2017). Thus, all of the abovementioned factors should be taken into account in
order to select the optimum model for probabilistic flood mapping.

1.5 Aim of Dissertation-Key Questions-Research Objectives

The aim of this dissertation is to investigate, produce and propose new methodologies in
order to improve flood prone area recognition and flood modelling and mapping under
uncertainty at ungauged catchments. The selected study area of Xerias watershed,
Magnesia, Greece, is characterized by lack of data and measurements. A framework for
flood prone areas recognition has been developed, examined and validated in the study
region. Moreover, extensive sensitivity analysis on flood modelling and mapping has
been implemented in the study region based on the selected topography, the modelling
approach and the modelling configuration. Finally, a probabilistic flood inundation
mapping framework has been developed for ungauged streams to estimate the
uncertainty introduced by the roughness coefficient in hydraulic modelling.

To meet the scope of the dissertation, a number of key questions should be answered:

1. Isitpossible to recognize/identify flood prone area in study areas with limited data
(or no data) using Multi-Criteria Analysis (MCA) techniques and Geographic
Information Systems (GIS) and to what extent?

e Which criteria should be used and why?

e Which is the optimum MCA technique that should be selected?

e Which is the optimum clustering technique that should be implemented?

e How does the configuration of the framework affect the outcomes?

e Which is the best framework configuration for the identification of flood
prone areas?

2. Can hydraulic-hydrodynamic modelling, typical post flood analysis combined with
standard flood hydrograph estimation techniques, be used for accurate
determination of the flood extent?

e How does the DEM resolution affect the accuracy of the flood extent?
e How does the terrain configuration affect the accuracy of the flood extent
and the overall operation of the model?
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How does the modelling approach affect the accuracy of the flood extent
and the overall operation of the model?

How does the roughness coefficient affect the accuracy of the flood
extent?

How do the inline structures affect the accuracy of the flood extent and
the overall operation of the model?

Which is the optimum choice of hydraulic-hydrodynamic model for
probabilistic floodplain mapping at ungauged areas?

3. Is it possible to use a hydraulic-hydrodynamic model for probabilistic flood
inundation mapping when the only estimated information about the flood is the

flood extent?

How can a researcher estimate the uncertainty in river flood modelling due
to the roughness coefficient?

Which theoretical probability distribution can be used for the generation
of roughness coefficient values and why?

Which evaluation metric can be applied for probabilistic flood inundation
mapping when the validation data is based on the flood extent?

How many iterations should be implemented?

Which is the optimum cross sections distance?

How do the threshold changes affect the statistical criterion?

How can HEC-RAS hydraulic-hydrodynamic model be used for Monte
Carlos simulations?

How GIS tools can be implemented for the visualization and the
presentation of the results?

How can integration of HEC-RAS and GIS be achieved to a HEC-RAS Monte
Carlo framework?

The detailed research objectives of the dissertation are:

1. ldentification of potential flood prone areas-potential flood hazard areas by

developing a Multi-Criteria analysis component for potential flood prone areas

mapping. The main objectives of the proposed component are:

= to evaluate the ability of using multi-criteria analysis and GIS to identify

potential flood prone areas

= to use geomorphological, topographical and land use indices for potential

flood inundation areas identification and mapping
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to develop an objective GIS-based spatial multi-criteria evaluation framework
for identification and mapping of potential flood prone areas.

to examine how sensitive are some factors used in flood prone areas mapping
such as: a) clustering technique; b) multicriteria approach; c) different
configuration of the data.

to select the most appropriate techniques and methods used in the
identification of potential flood prone areas,

to develop a component that can be applied in flood hazard estimation at
areas with limited available information, and/or in areas where preliminary
flood hazard evaluation is required for flood mapping purposes using
hydrologic and hydraulic modelling.

to apply and demonstrate the proposed component in Xerias Watershed,
Volos, Greece

2. Identification of sources of uncertainty — sensitivity analysis of riverine spatial

resolution and accuracy and modelling approach. The main objectives of the

sensitivity analysis in flood modelling are:

to investigate the effect of riverine terrain spatial resolution on flood
modelling and mapping.

to investigate the effect of the hydraulic-hydrodynamic schemes on flood
modelling and mapping

to use DEMs of varying degree of accuracy created by Terrestrial Laser
Scanning (TLS) point cloud data, classic land surveying and digitization of
elevation contours from 1:5000 scale topographic maps.

to use several hydraulic models of different level of complexity.

to use common techniques for the estimation of the flood hydrograph for
ungauged catchments.

to use standard post flood analysis techniques for the validation of the flood
hydrograph and the calibration of the roughness coefficient.

to examine the sensitivity analysis on flood modelling and mapping using
different hydraulic-hydrodynamic models, different DEM approaches and
different river topography configurations for application at ungauged
watersheds

to demonstrate the methodology at an ungauged stream reach of Xerias
stream, Volos, Greece.

to investigate the ability of various models to be used for probabilistic flood
modelling.
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= to propose a methodology that could be applied in ungauged watersheds with
limited available information, and/or in areas with compound geomorphology
using typical hydrologic and post-flood analysis techniques for flood modelling
and mapping purposes.

3. Development of a probabilistic flood inundation component for ungauged
streams due to roughness coefficient uncertainty in hydraulic modelling. The
main objectives of the proposed component are:
= to evaluate the ability of using a 1D hydraulic-hydrodynamic model and GIS to
produce probability maps of flood plain areas for ungauged catchments and
flash flood events.

=  to use typical processes to determine the size distribution of river/stream bed
material, empirical formulas, several probability distributions and the Latin
Hypercube Sampling algorithm to generate different sets of Manning
roughness coefficients.

= to develop a Monte Carlo component (for ungauged streams) for uncertainty
analysis of floodplain mapping due to roughness coefficient.

= to demonstrate the component at the ungauged Xerias stream, Volos, Greece.

= to produce a valuable tool that can provide useful information for planning
and implementing flood risk mitigation strategies.

1.6 Dissertation Structure

Chapter 1 of the dissertation is essentially a bibliographic review of the existing
methodologies and models. It is deducted from the review the necessity to investigate
flood events and how to deal with them, especially at ungauged catchments. Specifically,
a detailed scientific review is presented for: a) Floods and Flash floods in Europe and
Greece; b) Flood prone areas mapping at ungauged catchments; c) Flood inundation
modelling and mapping at ungauged streams; d) Probabilistic flood inundation modelling
and mapping at ungauged streams.

Chapter 2 presents a detailed description of the study area (geography, climate, and
geomorphology) together with information on the study flood event occurred at October
9th 2006 and the available data. Also, the estimation of the flood hydrograph used in the
study is presented, as well as the data collected from several sources concerning this
specific flood event.
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Chapter 3 presents the development of an objective GIS-based spatial multi-criteria
evaluation component at catchment scale for the identification of potential flood prone
areas at ungauged watersheds. Potential flood prone areas are identified using GIS data
and techniques such as clustering/classification procedures and two MCDA methods the
AHP and the FAHP. Two different approaches have been implemented and compared in
order to investigate the sensitivity of the proposed component in the identification of the
flood prone areas at ungauged watersheds. The first approach is a process where all the
criteria (DEM-derived geomorphological and hydrological attributes which are related to
the flood generation process) are normalized before the application of the MCA method
and then, several clustering and classification techniques are applied to derive the final
potential flood-prone areas. The second approach is a method where all the criteria are
clustered before and after the MCA process for the production of the potential flooded
area maps, without normalization. The derived flood prone maps in the two approaches
have been classified with five different clustering techniques. The methodology is
demonstrated to Xerias stream watershed, Volos, Greece. Historical flood inundation
data (flash flood event of 2006 that flooded sub-urban and urban areas of Volos city) and
simulated flooded area derived from hydrologic - hydraulic modelling of the flood event
have been used to validate the methodology.

Chapter 4 is a detailed description of the field measurements performed. Specifically, this
chapter describes the following: 1) LIDAR field survey with TLS instrument and processed
LIDAR DEM creation; 2) Post flood analysis based on field surveying data measured using
typical topographical techniques; 3) Wolman Pebble Count field survey for the estimation
of stream bed roughness.

Chapter 5 presents several sensitivity analyses of different hydraulic-hydrodynamic
modelling approaches in combination with several types of river and riparian areas spatial
resolutions for floodplain mapping and flood inundation modelling at ungauged
watersheds. The first part of the analysis (First level of sensitivity analysis) examines four
different types of riverine geomorphology: a) Digital Terrain Model (DTM) created from
TLS data, b) Digital Surface Model (DSM) created from TLS data, c) topographic land
survey data and d) typical digitized contours from 1:5000 scale topographic maps.
Modelling of the stream has been approached by the implementation of the following
models: HEC-RAS 1D, MIKE11 (interpolated cross sections, DEM compilation), MIKE21 HD
(Grid-based), MIKE21 HD FM (Flexible mesh), MIKE11/MIKE21 HD (Grid-based) and
MIKE11/MIKE21 HD FM (Flexible mesh) through MIKE FLOOD platform. The second part
of the analysis (Second level of sensitivity analysis) examines the sensitivity derived only
by the modelling approaches using the riverine geomorphology created by TLS data
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(DTM). The models used in this analysis are: a) One dimension (1D) hydraulic models:
HECRAS, LISFLOOD (kinematic and diffusive wave approximation), MIKE11 (interpolated
cross sections and DEM compilation approach), XPSTORM; b) Two dimension hydraulic
models: HECRAS, LISFLOOD, MIKE21 (Grid-based and Flexible mesh), XPSTORM, FLO2D;
c) Coupled (1D/2D) hydraulic models: HECRAS, MIKEFLOOD (Grid-based and Flexible
mesh), XPSTORM. In both parts, standard hydrological methods for ungauged
watersheds have been used for both the hydrograph and the flood peak estimation. The
validation process consisted of 2x2 contingency tables that compare the simulated
flooded area and the observed flooded area based on the historical extreme flash flood
event of the year 2006. The simulated flooded area was derived from combinations of
the study hydrodynamic models at several riverine configurations and different DEMs.
Finally, the hydrodynamic-hydraulic model was selected using the results of the analysis
and used further in this study.

Chapter 6 presents the development of a generic procedure for uncertainty analysis of
floodplain mapping due to roughness coefficient that have been implemented at the
ungauged Xerias stream, Volos, Greece. The HEC-RAS 1D hydraulic-hydrodynamic model
is used to assess the uncertainty introduced by the roughness coefficient using Monte-
Carlo simulations. Manning’s n roughness coefficient initial ranges are estimated using
several empirical formulas employing pebble count and field survey data, and various
theoretical probability distributions are fitted and evaluated using several goodness-of-
fit criteria. Latin Hypercube sampling has been used for the generation of different sets
of Manning roughness coefficients and several realizations of flood inundation maps are
created. The uncertainty is estimated based on a calibration process which is based only
on the flood extent derived from historical flood records for an observed extreme flash
flood event. Moreover, an extensive sensitivity analysis has been conducted in many
factors of Monte Carlo procedure in order to extract the best setup options (different
distance between the cross sections, use of several realizations sets, use of different
acceptable threshold level, and use of different distribution for roughness coefficient
generation). Finally, the component has been tested for stability.

Chapter 7 outlines the conclusions of the dissertation, the scientific and technical
innovative elements of this dissertation and the future extension and use of the methods
and models developed and used. At the end, the scientific publications produced during
the development of this dissertation are presented and the financial support is
acknowledged.

The scientific publications used and cited in the development of this research are listed
at the end of the dissertation.
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CHAPTER 2°

STUDY AREA AND HYDROMETEOROLOGICAL ANALYSIS OF AN
EXTREME FLASH FLOOD EVENT

2 Study area and hydrometeorological analysis of an extreme flash flood event

This Chapter presents the study area and the hydrometeorological analysis of the study
extreme flash flood event. The study area is separated in the following three regions: 1)
Xerias Watershed, 2) Upper Xerias Watershed, 3) Xerias stream reach. Moreover,
information about the extreme flash flood event of October 9t", 2006 and the flood data
collection process are presented in detail. Finally, the last part of this chapter presents
the estimation process of the study event flood hydrograph.

2.1 Xerias watershed and the selected stream reach

Xerias Watershed

Xerias watershed is located in the south-eastern part of Thessaly region, Magnesia
prefecture, Greece (Figure 2.1) and lies between latitude 39°20'0" to 39°28'41" N and
longitude 22°49'22" to 23°03'15" E. Xerias watershed area is approximately 120 km?2. The
altitude is ranges from 0 to 1600 m. The average and median elevation of the watershed
are 458 m and 320 m respectively (Figure 2.2). Xerias stream drains through the City of
Volos and has experienced frequent flood episodes due to intense storms. The
climatological description is based on data retrieved from the Meteorological Station of
Volos (operation period from 02/2007 to 07/2017) that is included in the Network of the
National Observatory of Athens (NOA). The climate is typical Mediterranean with an
average temperature of 17.8°C and a variation from 8.4 to 28.4°C (Figure 2.3). Summers
are usually hot and dry, and temperatures sometimes reach up to 40°C. The average
annual precipitation varies from 400-770 mm and occurs mainly in autumn, winter and
spring (Figure 2.4). In this dissertation CORINE LAND COVER 2000 data, known as
CLC2000, has been used for the determination of the land cover. The largest part of the
study watershed is covered mainly by forest and semi natural areas (57.04 %), by
agricultural areas (35.82 %) and artificial surfaces (7.14 %) (Figure 2.5a). The geology of
the watershed has been estimated by digitizing the Institute of Geology and Mineral
Exploration (IGME) maps (scale 1:50,000). Therefore, Schist geological structures cover a
48.96 % of the total area, karstic structures cover a 34.87 % and alluvial deposits cover a
16.18 % (Figure 2.5b).
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Figure 2.1. Xerias Watershed and Upper Xerias Watershed.
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Upper Xerias Watershed

The area of the Upper Xerias Watershed is approximately 71 km? (Figure 2.1, Figure 2.6).
The altitude is ranges from 52 to 1600 m (Figure 2.2, Figure 2.6) and the mean slope of
the area is 28 %. The average and median elevation of the subwatershed are 672 m and
576 m respectively. The largest part of this subwatershed is covered mainly by forest and
semi natural areas (80.47 %) and agricultural areas (19.54 %) (Figure 2.5a). Concerning
the geology of the subwatershed, schist and gneiss impervious areas cover the 50.9 % of the
total area, karstic limestone areas cover 42.3 % and alluvial deposits cover only the 6.8 %
(Figure 2.5b).

Figure 2.2. Xerias Watershed altitude profile.
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Figure 2.4. Mean monthly precipitation for the City of Volos.
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Figure 2.5. a) Xerias Watershed and Upper Xerias Watershed land cover, b) Xerias
Watershed and Upper Xerias Watershed geology.
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Xerias Stream Reach

The selected Xerias stream reach is located in a sub-urban area of Volos city (Figure 2.6).
The examined stream length is approximately 2.2 km and the altitude is ranging from 22
to 52 m. More than the two-thirds (2/3) of the reach is surrounded by cultivating areas
while the other part is surrounded by partially urbanized area. The gradient of the stream
reach is 0.014 m which means that the altitude is rising approximately 14m/km. (Figure
2.7). In the selected stream reach exists there are three (3) bridges in a raw with variable
lengths and widths (Figure 2.6, Figure 2.7). The bridges length (from the upstream to
downstream) and width (left to right span) vary approximately from 5 to 56 m and 32 to
40m respectively (Figure 2.7). The distance between the bridges is 223 and 670m (Figure
2.6, Figure 2.7). The selection of the stream reach was based on the severe damages of
the railway network during the extreme flash flood event of 2006. During this event the
railway bridge was collapsed. Furthermore, the study stream reach selection was based
on the ungauged nature of the watershed, the existence of typical bed material that
usually observed in mountainous and semi-mountainous streams, and the complexity of
the river topography. All the above-mentioned factors meet the research needs of the
dissertation and justify the selection of the specific stream reach.

Figure 2.6. LEFT: Xerias stream study watershed. RIGHT: Flood routing stream reach.
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Figure 2.7. Xerias stream reach elevation profile

2.2 Flood event of 2006

2.2.1 Extreme flash flood event

In general, Greece is a country that can experience a variety of potential flooding threats
produced by the diversity in the meteorology, topography, and hydrology. Given the
meteorological and hydrological characteristics for many regions of Greece, flash floods
associated with intense precipitation during a very short time over a relatively small area,
rapid accumulation (steep slopes), fast rising of water level and a relatively high peak
discharge are often a more pressing concern than riverine flooding from an expansive
storm and/or large snowmelt runoff. Orographically enhanced storm events are common
due to the rugged mountainous topography found throughout much of the country,
especially at coastal areas. Thus, the majority of the watersheds that generate flash floods
have the above mentioned characteristics. Usually, this kind of watersheds flow into the
sea and their main channel is passing through built-up areas (village, city, etc.) of variable
population of great economic and social importance. Flood frequency, intensities and
type of precipitation show great variability with a complex topographical structure in
watersheds as a consequence of changing climate nowadays. In this dissertation, Xerias
watershed has been selected due to typical climatologic and geomorphologic conditions
that generate flash floods. Therefore, the study watershed is a typical Mediterranean
catchment with flash flood events. It should be mentioned that the methodologies
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developed and applied in this study watershed can be applied in other watersheds with
similar geophysical and hydrometeorological conditions. Several, historical flash flood
episodes have been observed on the selected watershed (SSW-MEECC, 2012; Diakakis et
al., 2012).

Particularly, on 9 October 2006, Magnesia region has been experienced heavy rainfalls in
short time that resulted to severe pluvial and fluvial flooding of the city of Volos. The
extreme flash flood episode has been recorded as one of the worst floods events of the
Magnesia area. The evolution of the rainfall activity is presented in Figure 2.9e-h. In
Figure 2.8a, the satellite image of Greece during the 9™ October 2006 flood event is
shown. Most of Greece, especially the central and eastern Greece, is covered by the
clouds of the weather system. Moreover, in Figure 2.8b can be seen the infrared satellite
image during the 9™ October 2006 flood event, wherein with red coloured are highlighted
the areas that experienced severe rainfall events, one of which is the Magnesia area and
the Volos greater area. On that day, the study watershed has been affected by a low
pressure system of 1,008 hPa that centered over the Aegean Sea and associated with a
cold front (Yair et al., 2010). From the 500 hPa geopotential height (Figure 2.9a-d) can be
seen the evolution of the weather system that is moving very slowly southeastward
without further deepening. Therefore, this convective storm produced high intensity and
continuous rainfall to the study watershed and caused flooding in city of Volos. Based on
the study of Harats and his associates (Harats et al., 2010) the recorded total rainfall was
232 mm and lasted from 06:00 UTC to 18:00 UTC, 9 October 2006.

In this study, the rainfall data retrieved from the meteorological station of the Institute of
Industrial Plants and Livestock — Department of Plant Protection, Volos has been taken
into account. This meteorological station is installed in the area of Fytoko (Figure 2.6) and
the total recorded rainfall was 211 mm (Table 2.1). The return period of the study event
is estimated approximately at 100 years, based on prior Intensity-Duration-Frequency
analysis at the study area (Papaioannou and Loukas, 2010) and the analysis of
Koutsogiannis and Mahairas (2010). The extreme flash flood event mainly affected
agricultural areas, the transportation networks and other technical infrastructures at the
study watershed (Papaioannou et al.,, 2011). More than one fifth of Volos city area
encountered heavy mudslides due to severe debris flow and the railroad bridge that
connect Volos and Larissa cities collapsed (Figure 2.10).
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Figure 2.8. UP: Satellite image of Greece during the 9" October 2006 flood event (MODIS-
Aqua/Terra). DOWN: Infrared satellite image during the 9t" October 2006 flood event
(METEOSAT from EUMETSAT) (Source: UP: http://lance-odis.eosdis.nasa.gov/imagery
/subsets/?area=eu; DOWN: www.nemoc.navy.mil or https://www.eumetsat.int/).
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Figure 2.9. Climatological conditions during the 9™ October 2006 event from 6Z to 0Z
(Greece is located in the southeast part of the maps): a-d) Geopotential height (gph) at
500 hPa, e-h) Rainfall (Source: www.wetterzentrale.de).
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Table 2.1. Rainfall data from Volos-Fytoko meteorological station (Source: Institute of
Industrial Plants and Livestock — Department of Plant Protection, Volos)

Time (Eastern European Time Total Rainfall

Summer Time / i Total time rainfall intensity
UTC/GMT +3 hours) interval (mm) (mm)
9:18:02 0 0 0.20 0.20
10:18:23 1:00:21 1:00:21 27.07 26.87
11:18:12 0:59:49 2:00:10 45.05 17.98
12:18:25 1:00:13 3:00:23 69.08 24.04
13:18:27 1:00:02 4:00:25 96.15 27.07
14:19:28 1:01:01 5:01:26 118.98 22.83
15:18:43 0:59:15 6:00:41 150.49 31.51
16:19:03 1:00:20 7:01:00 174.73 24.24
17:18:52 0:59:49 8:00:50 186.85 12.12
18:28:30 1:09:39 9:10:28 191.90 5.05
19:25:33 0:57:03 10:07:31 193.11 1.21
20:19:04 0:53:31 11:01:02 200.59 7.47
21:20:08 1:01:04 12:02:06 210.08 9.49
21:42:05 0:21:57 12:24:03 211.29 1.21

Figure 2.10. Photographs taken during and after the extreme flash flood event of 2006: a)
Railway bridge after the occurrence of the event; b) Flooded cars in sub-urban area of
Volos city; c¢) Central road in Volos city during the flood event; d) Condition of Xerias
stream some hours after the peak flow (Source: a,b photos provided by Stauros Ntafis
and Solonas Tsakiris, c,d photos provided by newspaper Thessaly).
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2.2.2 Flood data collection

The collection of data concerning the 9™ October flood event has been a hard and time-
consuming process due to the insufficient amount of data, the storage of data in several
authorities’ archives, the format of data, the human factor (e.g. evaluation of flood extent
testimonies) and sometimes the bureaucracy that delayed the entire process. The entire
process of the flood data collection lasted approximately four months.

The historical flood records have been collected by:

e Several authorities such as the Administration of Technical works (Decentralized
Administration of Thessaly Region), the Welfare Department of Volos Municipality
and the Fire Department of Volos city.

e The newspapers of Volos “Thessaly” and “Taxydromos”.

e Records from local amateur meteorologists Mr. Solonas Tsakiris and Mr. Stavros
Ntafis.

e Local interviews and testimonies of flood victims.

All the above mentioned data have been transformed to features that include the spatial
information and digitized through GIS environment in order to visualize the extent of the
flood event based on the spatial distribution of the data. The final dataset includes points,
polygons and polylines digitized by the following records (Figure 2.11): 1) Houses that
were refunded for electrical machines damages (depicted with yellow points), 2)
Companies that were compensated for flood damage (depicted with red points), 3)
Buildings that were refunded for structural damages (depicted with blue points), 4)
Flooded streets recorded by the Fire Department of the City of Volos (depicted with green
lines).

As can be seen from Figure 2.11, the majority of the flood data collected are distributed
in the lower part of Xerias stream and mainly inside the area of Neapoli district. Thus,
further investigation of flood data has been necessary for the selected flood routing
stream reach. In Figure 2.12 the flood data collected for the selected flood routing stream
reach is presented. This flood data consist of the estimated area by newspaper articles
and human testimonies of flood victims. The flood data collected for the specific flood
routing stream reach will be referred from now on as “observed flooded area” or
“validation area” or “calibration area”. Unfortunately, none of the flood victim
testimonies reported the flood water depth. Some of the testimonies have been
categorized as unreliable because the interviewee gave unreliable flood extent.
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Figure 2.11. Spatial distribution of the flood data (event of 9" October 2006) collected by
several authorities.

Figure 2.12. Flood routing stream reach reconstructed flood validation data.
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2.3 Flood hydrograph estimation

A typical methodology followed for the determination of the instantaneous hydrograph
for streams without flow records (ungauged catchments) is the Clark Instantaneous Unit
Hydrograph (CIUH: Clark, 1945). Thus, a CIUH using Kinematic wave approximation has
been used for the hydrograph generation of the 2006 extreme flash-flood event. The CIUH
has been derived using a rainfall-runoff model based on Curve Number (CN) for the
effective rainfall calculation, the estimation of time-area curves is based on Giandotti time
of concentration formula and a linear convolution used for the runoff routing. The rainfall
hyetograph used is based on the precipitation data presented in Table 2.1. The effective
rainfall has been estimated using the Soil Conservation Service — Curve Number (SCS-CN)
formulas (USDA-SCS, 1985):

CNI = CNIE (2.1)
"~ 2.334—0.01334 CNII '
CNII
— 2.2
CNHI 0.4036 + 0.0059 CNII (22)
25400 (2.3)
=(——) - 254
( CN )
(P, — 0.25k)? S 025k
P.(t) ={ P, + 0.85k for Fo > 0. (2.4)
0,for P, =<0.25k
|- P,(t+1)—P,(t) (2.5)

€ At

where CN/ is the curve number for dry soil moisture conditions; CNJ/ is the curve number
for average soil moisture conditions; CNIII is the curve number for wetter soil moisture
conditions; Sk is the potential maximum retention; CN is the curve number; P. is the
accumulated precipitation excess at time t; P, the accumulated rainfall depth at time t; /e
is the effective intensity; and At is the is the time interval.

SCS methodology has been applied successfully in several catchments of the
Mediterranean area (e.g. Brocca et al., 2009; Tramblay et al., 2010). In this study, the
estimation of CNIl is based on the CLC2000 and the geological data of the study watershed
(see Subsection 2.1). The value of CNII used in this analysis is the average value of
seventeen (70) that derived from the estimated spatial distributed CN map. In Table 2.2
are presented the processed rainfall data.
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Table 2.2. Processed rainfall data of the 2006 flood event

timet
hrper P(mm) P.(mm) Ile(mm)

30 mins
0 0.00 0.00 0.00
0.5 13.46 0.31 0.62
1 26.91 4.70 8.78
1.5 35.98 9.52 9.64
2 45.00 15.24 11.43
2.5 56.96 23.78 17.10
3 68.93 33.11 18.65
3.5 82.44 44.26 22.30
4 95.96 55.91 23.29
4.5 107.22 65.86 19.91
5 118.44 75.98 20.23
5.5 134.17 90.40 28.84
6 150.13  105.25 29.70
6.5 162.27 116.67 22.84
7 174.32  128.08 22.83
7.5 180.60  134.06 11.96
8 186.68  139.86 11.60
8.5 188.97  142.05 4.37
9 191.14  144.13 4.16

9.5 192.31  145.25 2.25
10 192.95 145.86 1.22
10.5 196.25  149.03 6.33
11 200.44  153.05 8.04
11.5 205.09 157.51 8.94
12 209.75  162.00 8.98
12.5 211.29  163.49 2.97
13 211.29  163.49 0.00

Moreover, the runoff routing module used is essentially the convolution integral between

the effective rainfall and the IUH (Instantaneous Unit hydrograph):
t

0t) = Aw j 1, (DIUH(t — 1)dr (2.6)
0
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where I¢(t) is the effective rainfall intensity over the block of rainfall at time t; [JUH(t-T) is
the ordinate of the Instantaneous Unit Hydrograph (IUH) at time t—t, and tis the dummy
time variable of integration.

Afterwards, the convolution integral is rewritten in the following discrete form due to the

discrete quantities used:
k=m

Qk = z Ie,jUHk_j_FlAWAt (27)
j-1

where m is the number of steps Unit Hydrograph (UH); n is the number of steps Ie, k =
w+m-1; At is the is the time interval; Aw is the area of the watershed; t = k*At; and the
Instantaneous Unit hydrograph is substituted with the Unit Hydrograph (UH).

The Time area-curve characteristics has been estimated using several DEM derived
factors with the use of GIS and the Giandotti time of concentration formula (Table 2.3,
Figure 2.13). The Giandotti formula is (Giandotti, 1937):

_ 4VAw + 1.5Lmax
0.8 Hmref - Href

(2.8)

te

Where t. is the concentration time; Aw is the watershed area; Hmref is the mean elevation
of the watershed; Hrs is the minimum elevation of the watershed; and Lmax is the
maximum main channel length.

The estimated Giandotti time of concentration is approximately 3.5 hr. According to the
study of Efstratiadis et al., (2014), only the Giandotti time of concentration formula
managed to give satisfactory results against 32 large flood events in Cyprus. Furthermore,

the kinematic wave approximation has been based on the following UH formula:

UH, :iA(t+ 1) — A(t)

(2.9)
Aw At

Where A(t) is the time-area curve; Aw is the area of the watershed; and At is the is the
time interval.

MATLAB conv routine has been used for the calculations of the convolution. Finally, the
estimated CIUH is presented in Figure 2.14.
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Table 2.3. Time area-curve characteristics and the derived Unit Hydrograph

Giandotti time of . . .
Cells of grid  Area Cumulative  Normalized

concentration (3.5 hr) UH (h-1)

. per Area (km?)  Area (km?) Area
per 30 mins
0 0 0 0 0 0
0.5 13813 5.53 5.53 0.08 0.16
1 33867 13.55 19.07 0.27 0.38
15 40351 16.14 35.21 0.50 0.45
2 18022 7.21 42.42 0.60 0.20
2.5 25440 10.18 52.60 0.74 0.29
3 27566 11.03 63.62 0.90 0.31
3.5 18644 7.46 71.08 1 0.21
72
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Figure 2.13. Time of travel versus cumulative area based on Giandotti formula.
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Figure 2.14. Hydrologic Response of Upper Xerias Watershed for the 09 October 2006
extreme storm event.

Finally, the relation of hydrological characteristics of a watershed with the
geomorphologic parameters, especially at ungauged watersheds, can illustrate the
hydrologic behavior with a simpler and more accurate way (Bhaskar et al., 1997; Kumar,
2015). Thus, the concept of a geomorphologic instantaneous unit hydrograph (GIUH) is
proposed for illustration, especially at ungauged watersheds, by many authors
(Rodriguez-lturbe and Valdes, 1979; Gupta et al., 1980; Loukas et al., 1996; Hall et al.,
2001; Kumar et al., 2007; Khaleghi et al., 2011; Hallema and Moussa, 2014; Hosseini et
al., 2016). However it should be mentioned that other methodologies could be applied
in the estimation of the flood hydrograph.
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CHAPTER 3°
FIELD SURVEY

3  Field survey

In order to determine quantitatively the important elements in the process of flood
inundation modelling and mapping demands a variety of data and the estimation of
several parameters. In this chapter, several field measurements performed for data
collection and parameter estimation are presented. Specifically, this chapter describes
the following: 1) LIDAR field survey; 2) Post flood analysis; 3) Wolman Pebble Count field
survey. The LIDAR field survey has been conducted in order to create and use a high
resolution bare earth DEM in the process of flood inundation modelling and mapping for
sensitivity and uncertainty analysis. Moreover, the post flood analysis has been
conducted in order to determine the primary value of roughness coefficient of the study
flood routing stream reach and to validate the produced flood hydrograph using indirect
measurements. Finally, the Wolman Pebble Count Field survey has been applied for
indirect estimation of the roughness coefficient using several empirical equations.

3.1 LIDAR field survey

3.1.1 LiDAR data collection

Traditionally, the collection of topographic data sets has been based on photogrammetric
or ground surveying methods. Despite the fact that these techniques are well
established, when they are applied for flood inundation modelling, they are subject to
certain limitations such as the time required for the measurements, the coverage of the
study area and the accuracy of the derived data sets. The technological developments in
recent years have provided the scientific community with new instruments and
techniques, such as Terrestrial Laser Scanners (TLS) or Airborne Light Detection and
Ranging (LIDAR). Airborne LIDAR data resolution range usually depends on the
application needs. Their spatial resolution in horizontal axis can vary from 5-10 cm and
provide vertical accuracy up to 25 cm (Baltsavias, 1999; Liu, 2008; Sampson et al., 2012).
Despite the advantages of Airborne LIDAR, for small scale projects, their use is restricted
by the high cost of data acquisition.

On the other hand, the use of TLS have gained popularity among the small scale projects
due to their general applicability (e.g. for urban modelling, archeology, manufacturing,
etc.) and because TLS can provide data of higher resolution compared to the Airborne
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LIDAR. Nevertheless, LIDAR data sets become difficult to handle as the resolution and the
study area increase. Moreover, the management of such huge data sets is a very
demanding task and requires increased computational resources. Another difficulty in
LiDAR data handling is the existence of non-surface objects such as vegetation cover,
buildings, etc. The use of raw LIDAR data can provide the Digital Surface Model in which
the natural and built features are depicted. The development of “bare earth” Digital
Elevation Model (DEM) from LiDAR data is a very demanding and time-consuming process
and involves the exclusion of non-surface objects (Sharma et al., 2010).

The rising applicability of Airborne LIDAR in the last decades has resulted in the
development of several filtering methods that have been applied to aerial laser scanner
point cloud data (Vosselman and Maas, 2014). As it is expected the filtering methods
have been based on different approaches such as the mathematical examination of the
morphology, the progressive densification of a triangle mesh, the linear prediction and
robust hierarchic interpolation, etc. (Vosselman and Maas, 2014).

TLS data are mostly 3D as opposed to digital elevation models or airborne LiDAR data
which can be considered 2.5D. This means that traditional data analysis methods based
on raster formats (in particular the separation of vegetation from the ground, e.g. Sithole
and Vosselman, 2004) or 2D vector data processing cannot, in general, be applied to
ground based LiDAR data. Also, in TLS data, obstacles that derive by the perspective
geometry of single terrestrial scans can be observed (Brodu and Lague, 2012). Although
the airborne data filtering approaches are very helpful, fail to be applied effectively in
processing ground-based scans at small scales. Hence, the use an efficient method or
approach to remove natural and built features from TLS data is a challenging process
(Sharma et al., 2010).

Geomorphologic filters, GIS operations and expert knowledge have been used in this
study in order to create the “bare earth” DEM from high-resolution TLS point cloud
datasets using last returns. Optech ILRIS 3D laser scanner has been used in this study for
the collection of high accuracy topographic data. The TLS used in this analysis produces
unregistered point cloud data. The “dry” state of the river and riverine area and the
topography of the selected case study was suitable for the usage of a laser scanner. The
main equipment used for the scanning process are: 1) ILRIS 3D TLS; 2) Power generator;
3) Robotic; 4) Tripod; 5) Cones; 6) Laptop; 7) wires; 8) Wooden sticks; 9) Hammer; 10)
Paint spray (Figure 3.1c). The mounting of ILRIS 3D laser scanner on the robotic system
allowed for a 360° field view and freedom for tilting vertically. Moreover, the selection
of the scanning resolution in specific areas is adjusted by the user. Thus, the scanning
resolution varied from a few centimeters (short-distance objects) to thirty-five
centimeters (long-distance objects). A zig-zag pattern has been followed in order to cover
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the entire study area (Figure 3.1a). The total number of 86 scan stops has been applied
to both sides of the river banks (Figure 3.1a).

The entire scanning process involves the following basic steps that have been repeated in
each scan stop:

1. Preparation of the surface (vegetation removal, etc.) in the specified scan stop for
the installment of the LIDAR and placement of the entire equipment (Figure 3.1c).

2. Marking with spray and installment the wooden sticks to the position of the cones
inside the dry river and placement of ten (10) cones. The placement of the cones
is based on the fact that the merging process relies on their visibility and the
overlay between two point cloud data-sets. Hence, the placement of the cones
has been established in areas of high visibility and with good spatial distribution
inside the river allowing an overlapping area with five cones (Figure 3.1b).

3. Define the vertical tilt of the LIDAR and apply the preliminary photo shooting in
360°. If the LIDAR calibration is accepted the user defines the scanning resolution
for specific areas (e.g. Figure 3.2a), else the calibration process is repeated until
acceptable installment is achieved.

4. When the scanning process finishes, the user should inspect the generated point
cloud data (e.g. Figure 3.2b,c). To inspect the point cloud data, the user transform
them into PIF format, in order to be processed by Polyworks software (Polyworks,
2007). Using the IMInspect tool (Polyworks v.10 software), the user can easily
insect if the point cloud data are acceptable in order to procced to the scan stop,
otherwise the process of scanning is repeated.

The time spent in each scan varies from 1.5 to 2.3 hours. The variation of the time spent
per scan depends on the classification of the chosen resolution. Four different scans per
inline structure (e.g. for the bridges) has been performed, for more accurate
representation of the river inline structures (the pattern is depicted in Figure 3.1a).
Approximately, a total area length of 2.4 km has been scanned with a maximum width of
750 m. Each scanned area, except the initial scan, has an overlapping area with the
previous and the forward scan. The overlapping area between two scans covers a
minimum length of fifteen (15) meters. Finally, the entire process of the LiDAR data
measurements lasted from 16 June — 7 July 2010 and from 26 September — 11 October
2010.
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Figure 3.1. LIDAR field survey: a) Spatial distribution pattern; b) The process of cone
placement; c) The entire equipment used during the process of scanning.
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Figure 3.2. Example of LIDAR field survey: a) 360° photographs taken during the scanning
process; b) Panoramic view of the scanned data through Polyworks software; c) Specific
part of the scan that presents the railway bridge through Polyworks software.

During the LiDAR data measurements, several problems have been encountered such
as:

e The transportation of the entire heavy equipment to the field was a difficult
process, especially when the weather was really hot. In some cases, the entire
equipment had to be transferred by hands for more than 500 meters (Figure 3.3a).

e The scanning process needed more than one person (Figure 3.3b).

e Extended surface preparation (vegetation removal, settle down the equipment,
etc.) was necessary for the installation of the LIDAR equipment in a scan stop
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(Figure 3.3b).

e The scanning process, for finer resolution point cloud data, was very time
consuming (Figure 3.3b).

e |LRIS 3D laser scanner was very sensitive to high and low temperatures (Figure
3.3¢,d). In many cases, the LIDAR stopped the scanning process because of
overheating or freezing, and the entire scan had to be repeated from the
beginning because of severe distortion in the point cloud data.

e During a very light rainfall, the laser scanner was unable to produce normal point
cloud data.

e Despite the fact that LIDAR can work in the darkness, the entire scanning process
had to be done during the daylight in order to have the photographs of the area.

e Damage in the power generator due to high temperatures paused the scanning
process for approximately one month.

e The entire process of scanning lasted 38 days.

Figure 3.3. Difficulties encountered during the scanning procedure: a) Carrying heavy
equipment; b) Settle down the equipment and wait for the scanning procedure; c) Protect
the equipment from high temperatures; d) Protect the equipment from low
temperatures.
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3.1.2 LiDAR point cloud processing and Processed LIDAR DEM generation

Despite the recent technological developments in the field of TLS data processing, the
elimination of natural and built features from the DSM in order to create the “bare earth”
DEM remains a difficult process. In this study, several softwares have been used for the
processing of the scan data in order to create the georeferenced DSM and to remove the
natural and built features (DEM generation process). The entire process of the LIDAR scan
data processing in order to create the georeferenced DSM and the final “bare earth” DEM
is presented in Figure 3.4. First and foremost all the collected point cloud data, produced
by TLS, has been transformed into PIF format in order to be available for processing by
Polyworks v10.0 software (Figure 3.2b,c). Then, each scan data has been pre-processed
with the use of PIF-Edit tool. This pre-processing step involves the manual removal of the
rough erroneous points. Afterwards, all point cloud data, derived from the 86 scans, were
merged using IMAlign tool (Polyworks software).

The merging process has been achieved with a best fit analysis process using the Iterative
Closest Point (ICP) algorithm. The best fit analysis between two point cloud data-sets
involves the following steps:

1. Cautiously selection of the five (5) benchmark points (cones), which exist in the
overlay area between the two point clouds, in order to bring closer the two point
clouds.

2. Identification and selection of recognized common points within the overlapping
area of the two point clouds in order to apply a better approaching of the two
areas.

3. Step 2 is repeated until the two point clouds were close enough.

4. Implementation of the best-fit analysis process that uses the ICP algorithm.

5. Steps 2, 3 and 4 are repeated until the acceptable fitting is achieved.

The ICP algorithm is iteratively converging the selected points and registering them in a
common coordinate system. The registration of the points is iteratively calculated by the
ICP algorithm (Besl and McKay, 1992). In each iteration, the algorithm selects the closest
points as correspondences and calculates the transformation (R, t) for minimizing the

following equation (1):
Nm Ng

i=1 j=1

Where Nm and Ng are the numbers of points in the model, set M and data set D,
respectively, and wi; are the weights for a point match. The weights are assigned as

43

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

follows: wij = 1, if m; is the closest point to d; within a close limit, wi; = 0 otherwise
(Magnusson et al., 2009).

Subsequently, using the above-mentioned procedure, all point cloud data-sets are
merged progressively. Then, the entire merged point cloud has been spatially referenced
to the Greek Grid datum (EGSA87). The spatial distributed referencing has been based on
approximately 3000 spatial referenced points retrieved from topographical survey data
and the ICP algorithm using best-fit analysis (Figure 3.4). After the spatial referencing of
the entire point cloud, the data has been separated into 86 parts similar to the initial
areas. The separation of the point cloud has been applied due to data handling purposes,
software limitations and computational limitations issues. With the use of the merged
raw point cloud data, the Raw LIDAR DEM (Figure 3.5a) has been created.

In order to remove the natural and human features from each separate referenced point
cloud data-set, all the data-sets have been transformed into LAS format and imported in
Quick Terrain Modeler Version 7.0 (QTM) software. In this analysis, QTM has been used
with a free temporary trial license. A powerful tool that is provided within QTM is the
Above Ground Level (AGL) analysis. Using the AGL analysis, the elevation values of a
point cloud is transformed to elevation values relative to the ground surface (lower
elevation values of the point cloud). Hence, the recognition and elimination of the above
ground points became feasible. The estimation of the ground level has been based on an
auto-calculate command and by selecting different grid sampling values. This procedure
was performed iteratively until the elimination of the non-ground points. All point cloud
parts have been processed with the proposed iteratively procedure (Figure 3.4). Finally,
an initial “bare earth” model has been produced by separating the ground and non-
ground points using AGL analysis (QTM tool), as well as by manually removal of the
unnecessary points.

Eventually, all the QTM-processed point cloud data were transformed to shapefile format
(point) and inserted in ArcGIS (ArcMap v. 9.3/10.1, ESRI) for further processing. For
computational and software limitations purposes all data has been transformed within
ArcGlIS into terrain datasets elements. The method applied for the construction of the
terrain datasets elements is the z minimum point selection with a z-tolerance of 22 cm.
The majority of the terrain datasets has been updated numerous times by manually
removing erroneous points (Figure 3.4). Then, the final Processed LIDAR DEM has been
created using 4,387,224 nodes (Figure 3.5b). In Figure 3.5 is highlighted the difference
between the DSM (Raw LIDAR data) and DEM (processed LIDAR data) for a specific part
of the study area. The entire process of the LIDAR point cloud processing and the
processed LIDAR DEM generation lasted approximately six (6) months. The author spent
for the merging and georeferenced process more than a month to the Laboratory of
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Photogrammetry and Remote Sensing, School of Rural and Surveying Engineering,
Aristotle University of Thessaloniki.
During the LiDAR data processing, several problems have been encountered such as:

a) The point cloud data handling was very difficult due to the extremely high number
of the scanned points and the huge file size (e.g. the entire spatially referenced
point cloud was 11GB in txt format).

b) Several file format conversions have been applied in order to have the data in the
proper format for each software used.

¢) The demands on computing power were really high, and due to computational
limitations (graphic card, RAM, computer processor and hard disk demands were
really high) the processing of the data has been achieved by decomposing the data
into parts and composing them into one element many times.

d) The merging and georeferenced process were only applicable to a specific
computer that was prepared only for this kind of analysis into the Laboratory of
Photogrammetry and Remote Sensing, School of Rural and Surveying Engineering,
Aristotle University of Thessaloniki.

e) The software limitations issues resulted to the decomposition of the data into
parts and their composition into one element many times. Moreover, due to
software limitations, the author used many times manual applications.

f) The entire process of the LIDAR point cloud processing and the generation of the
processed LIDAR DEM lasted longer than the expected time.

Figure 3.4. Flowchart of the LIDAR point cloud processing and the Processed LIDAR DEM
generation.
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Figure 3.5. a) Digital Surface Model (Raw LIDAR data); b) Digital Elevation Model
(processed LIDAR data).

3.2 Post flood analysis

The estimation of flood-peak in ungauged watersheds and streams is usually determined
by indirect measurements. The majority of the indirect measurements were based on the
open-channel hydraulic principles and the peak-stage profiles along specified cross
sections of the stream. Usually, the indirect methods are applied in open channels where
stage data is available or at several constructions such as bridges, culverts, and dams using
stream stage instruments placed at those locations. Some of the traditional flood peak
detection methods are the slope-area, the step-backwater, the contracted openings and
the slope-conveyance technique. The traditional flood peak detection methods are
usually based on high-water marks, precipitation records and specific open-channel
hydraulic characteristics for at least two cross sections. These techniques are common
practices in flow determination at ungauged watersheds.

In this analysis, the typical Manning formula, the slope-area method, and the hydraulic-
hydrodynamic model HEC-RAS have been used for the validation of the estimated
discharge and the roughness coefficient. For the implementation of the above-mentioned
parameters (i.e. the open channel hydraulic parameters), a topographical survey was
conducted in specific cross sections of the river. The selected parts of the river were
selected based on a photograph taken at approximately 9.5 hours after the beginning of
the extreme rainfall event of 09/10/2006. Unfortunately, the peak of the flood had passed
by the time the picture was taken but as it can be seen in the photograph (Figure 3.6b)
the water depth is satisfactory in order to implement a post flood analysis. The heights of
the watermarks and the hydraulic parameters have been estimated, for specific river
cross sections, based on data retrieved from a topographical survey.
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Figure 3.6 shows the photograph with the watermarks, the river topography for the post
flood analysis and a photograph of the river channel in dry conditions. Some of the
necessary hydraulic parameters that were estimated using the watermark height value
are the hydraulic radius and the cross sectional area. The evaluation of the roughness
coefficient selection and the flood hydrograph has been achieved using the techniques of
the post flood analysis. The first comparison involves the calculation of the discharge

value using the estimated watermarks height and Manning formula (King, 1918):
2 1

1 1
Q= HARgsg (3.2)

where A = cross sectional area; R = hydraulic radius; Sy = slope of the channel; and n =
Manning roughness coefficient.

The Manning formula was implemented in all three cross sections independently (Figure
3.6a), the discharge value was estimated approximately to 200 m3/s and the Manning’s
roughness coefficient value was approximately found to be 0.035 in all cross sections.
Thus, the Manning formula approximation of the discharge value was almost the same as
the discharge value of CIUH (Figure 3.7). In the discharge value comparison process the
captured time of the photograph (and the watermarks height) have been taken into
account. The second methodology used for the evaluation of the roughness coefficient
and the flood hydrograph was accomplished with the use of the flow measurements
slope-area method (Herschy, 2009):

2
K = AR (3.3)
n

Q = \/SK;K, (3.4)

where, A = cross-sectional area; R = hydraulic radius ; conveyance K = a measure of the
carrying capacity of the channel; n = Manning roughness coefficient; S = slope or energy
gradient; and Q = discharge. The S parameter is computed with the assumption that

(Z, —Z7)

and in the later stage, S is computed as follows:

_ i_
(BT L)+ 05 (3-3) (3.6)

L

where L = length of channel reach; Z; = elevation of water surface at section 1 above a
common datum; Z; = elevation of water surface at section 2 above a common datum; v;
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= mean velocity at section 1; U,= mean velocity at section 2; g = acceleration due to
gravity = 9.81.

The slope-area technique was implemented in the two pairs of the cross sections. The
first pair consisted of the cross sections CR1 and CR2 and the second pair consisted of the
cross sections CR2 and CR3 (Figure 3.6a). Both comparisons gave a discharge value of
approximately 205 m3/s and a roughness coefficient value of approximately 0.035. Thus,
the estimated slope-area discharge was approximately the same as the discharge value
of CIUH (Figure 3.7). Also, the last methodology was applied in the post flood analysis
process using the HEC-RAS hydraulic-hydrodynamic model.

A trial and error optimization technique has been used in the wider area of the
watermarks for a better approximation and testing of the roughness coefficient value
(Figure 3.7). HEC-RAS trial and error optimization technique gave a discharge value of 210
m3/s using 0.035 roughness coefficient value. The results of the validation techniques
gave a good agreement of the discharge value with the flood hydrograph (Figure 3.7) and
similar results for the roughness coefficient. Finally, the Manning roughness coefficient
was set to 0.035 for the First level of sensitivity analysis (preliminary sensitivity analysis).

Figure 3.6. Post flood analysis river topography with watermarks (captured photograph).
a) Photograph of the river in dry period, b) Photograph of the river from the 2006 flood
event, ¢) Topographical survey cross sections.
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Figure 3.7. Validation of the flood hydrograph through post flood analysis

3.3  Wolman Pebble Count

A typical process used for the indirect estimation of the roughness coefficient at
ungauged catchments is the evaluation of the size and type of the bed, banks and over-
bank material of the channel (Coon, 1998). The estimation of the roughness coefficient is
usually based on empirical formulas where the particle size is a keypoint parameter.
However, the evaluation of the particle size based on the experience of the researcher
can lead to an erroneous roughness coefficient value. Thus, for accurate estimation of the
bed material size and roughness coefficient estimation, several sample techniques have
been developed. The bed materials can be sampled either by Surface sampling methods
or with Volumetric sampling methods. Surface sampling methods are accurate and fast
methods and are typically used for predefined particle diameters.

The surface sampling methods are separated in pebble count, grid count and aerial
sample method. Pebble count method is a typical technique for the estimation of the
particle size in gravel and cobble-bed streams (Bunte et al., 2009; Ward et al., 2016). Also,
pebble count method is appropriate for large sampling area coverage and in cases of dry
streams (i.e. dry conditions) the field time can be minimized. In order to minimize the high
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uncertainty related to the roughness coefficient values, the pebble count method and
several empirical formulas have been used to estimate the final Manning’s n roughness
coefficient values.

During the Wolman pebble count process, the researcher has to measure the distance of
the three major axis of a particle as shown in Figure 3.8. The three major axis are a) Long
Axis; b) Intermediate Axis; c) Short Axis (Harrelson et al., 1994). In order to estimate the
predefined diameters, all data should be classified based on standard particle size tables.
The classification of the particles in standard classes is based on the pebble diameter. The
pebble diameter is equal to the Intermediate Axis value when the value of Intermediate
Axis is larger than the value of the Short Axis, else the value of the Short Axis is taken into
account (Harrelson et al., 1994).

A-Long Axis
B-Intermediate Axis
C-Short Axis

Figure 3.8. Particle axis taken into account during Wolman pebble count process: a) Long
Axis-A; b) Intermediate Axis-B; c) Short Axis-C.

In Xerias stream reach, the Wolman pebble count method was conducted by using a zig-
zag pattern and by selecting 958 particles with a step-toe procedure (Figure 3.9a). Typical
examined stream bed materials are presented in Figure 3.9b,c. As expected, the size of
the stream bed particles decreased while moving towards the lower part of the river. The
data collected, covers approximately 70% of the entire area (Figure 3.9a) and has been
used for the statistical analysis of the particle size (Table 3.1, Figure 3.10, Figure 3.11) and
the computation of predefined diameters of dso, des, d7s, dsa, and daa (Table 3.3). In Table
3.1 is presented the detailed classification of all Pebble count samples. Figure 3.10
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presents the percentage cumulative frequency distribution of pebble count sample sizes
and the pebble count sample size frequency graph can be seen in Figure 4.11. As shown
in Table 3.1 and Figure 3.11 the river bed is covered mainly by cobbles (46.1 %) followed
by gravel (36.1 %) and boulder (17.8 %). Moreover, as illistrated in Figure 3.10, the median
diameter of the collected data is approximatelly 90 mm.

Figure 3.9. Pebble count field survey: a) Wolman pebble count method and typical
examined river bed materials b) upstream section and ¢) downstream section.
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Table 3.1. Pebble count data classification based on Wentworth scale (Bunte and Abt,

2001).
Particle Descriptions Pebble Count Data
Particle Sub-  Particle Particle size Number Frequency Cumulative
Category Category (mm) of (%) Frequency
samples (%)
Silt/Clay SILT/CLAY <0.062 0 0.0% 0.0%
Very Fine SAND 0.062-0.125 0 0.0% 0.0%
Fine SAND 0.125-0.25 0 0.0% 0.0%
Medium SAND 0.25-0.50 0 0.0% 0.0%
Coarse SAND 0.50-1.0 0 0.0% 0.0%
Very Course SAND 1.0-2 0 0.0% 0.0%
Very Fine GRAVEL 2-28 0 0.0% 0.0%
Very Fine GRAVEL 2.8-4.0 0 0.0% 0.0%
Fine GRAVEL 4-57 0 0.0% 0.0%
Fine GRAVEL 57-8 0 0.0% 0.0%
Medium GRAVEL 8-11.3 5 0.5% 0.5%
Medium GRAVEL 11.3-16 9 0.9% 1.5%
Coarse GRAVEL 16-22.6 18 1.9% 3.3%
Coarse GRAVEL 22.6-32 49 5.1% 8.5%
Very Course GRAVEL 32-45.0 137 14.3% 22.8%
Very Course GRAVEL 45.0 - 64 128 13.4% 36.1%
Small COBBLE 64 - 90.0 166 17.3% 53.4%
Small COBBLE 90.0-128 108 11.3% 64.7%
Large COBBLE 128 - 180 90 9.4% 74.1%
Large COBBLE 180 - 256 77 8.0% 82.2%
Small BOULDER 256 - 362 63 6.6% 88.7%
Small BOULDER 362 -512 48 5.0% 93.7%
Medium BOULDER 512-724 24 2.5% 96.2%
Medium BOULDER 724 - 1024 23 2.4% 98.6%
Large BOULDER 1024 - 1450 13 1.4% 100.0%
Large BOULDER 1450 -2048 0 0.0% 100.0%
Very Large BOULDER 2048 - 2900 0 0.0% 100.0%
Very Large BOULDER 2900 - 4096 0 0.0% 100.0%
Bedrock BEDROCK > 4096 0 0.0% 100.0%
958 100.0% 100.0%
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Several empirical formulas recommended in the international literature for the
estimation of Manning’s roughness coefficient (n) values, mainly for gravel and cobble-
bed streams, (Table 3.2), have defined the choice of the predefined size diameters (Table

3.3).

Table 3.2. Empirical relationships in the international literature for assessing Manning’s
roughness coefficient (n/ values).

Roughness (n)

A/A Equation Coefficient Value Source
1 Gwinn and Ree
1 n= 0.035 !
(2.1 + 2.3x + 6In(10.8vR)) 1980
1/6
_ 0.1129R"/ Marcus et al.,
2 " le+a (R/p..) 0.043 1992
. og /Ds4
3 n = 0.0326 + 1.3041Sy 0.052 Loukas and Quick,
1996
Romero et al.
_ 0.38—0.16 ,
4 n=0.3225:"°R 0.074 5010
1.7628P:2581\1 /D367 Romero et al
=10.183 +1 . ) “
5 n [ + n( Fr02631 \/E 0.074 2010
6 n=(nyg+n; +n, +n;+n,)m 0.103 Jarret, 1985
7 n = (ny+n; +n, +nz + ny,)m 0.074 Jarret, 1985
8 n = 0.121(Sy)%38(R)%-08 0.061 Chang, 2012
9 Base scenario estlmat.ed u.smg gt.ude.lmes of Chow (1959) 0.106 Chow, 1959
Extreme case scenario using guidelines of Chow (1959) 0.12
10 n = 0.104(Sy)%77 0.049 Chang, 2012
1/6
1 . Dy, 0.056 Ho and Huang,
15.29 1992
1/6
12 _ [)i 0.054 Ho and Huang,
16 1992
13 n = 0.0593D2}7° 0.038 Javan et al., 1992
14 n = 0.0561D2"° 0.039 Javan et al., 1992
15 n = 0.0495DJ¢ 0.043 Javan et al., 1992
_ 1/6 McKay and
16 n = 0.0431Dgp 0.037 Fischenich, 2011
McKay and
_ 1/6 y
17 n = 0.0439D, 0.038 Fischenich, 2011
1.746280:°81\ ] (Dgq)/® Ugarte and
=10.183 +1 S .
18 n [ + n< Fro0.2631 \/g 0.072 Madrid-Aris, 1994
00785 (R \*0211
19 n=l0183 +1n 1.3014Sg (Ds4) (Dga)*/® 0.076 Ugarte and
=Y Fr0-1705 \/g ’ Madrid-Aris, 1994
0.0932 ( R~ 0.026
20 n=10219+n 1.3259S¢ (DSO) (Dsp)/® 0.075 Ugarte and
=Y Fr0-2054 \/E ’ Madrid-Aris, 1994
21 Optimum value according to calibration process 0.09

n = Manning’s n roughness coefficient (m3/s), x = retardance class, v= velocity (m/s), R = hydraulic radius (m), D; =
characteristic size of bed material which is larger than i% of particles (m), Sw = water surface slope (m/m), S = energy slope
(m/m), Fr = Froude number, g = acceleration due to gravity (m/s2).
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Table 3.3. Estimated predefined diameters

Predefined ds,
diameters  (mm)

dis 38.86
dss 62.41
dso 84.83
dss 188.39
dss 285.81
dso 400.13
dos 618.88

The estimation of the roughness coefficient values has been based on the empirical
formulas shown in Table 3.2, in which the following assumptions apply:

1. The energy gradient friction slope is assumed similar to the stream bed slope.
Thus, the normal depth determination has been estimated using the stream bed
slope.

2. All necessary hydraulic parameters (e.g. flow velocity, hydraulic radius, Froude
number) have been determined based on their estimation using HEC-RAS
hydraulic-hydrodynamic model and the optimum roughness value derived from
the deterministic optimization analysis using Critical Success Index scores (Figure
3.12). Thus, the median of the total estimated hydraulic parameters has been used
in the associated empirical formulas. Further details on the deterministic
optimization analysis using CSI scores can be found in Chapter 5 and Chapter 6.

Finally, the results derived from the application of Table 3.2 empirical formulas have been
used for the determination of the empirical distribution of roughness coefficient.

Figure 3.12. HEC-RAS model responses to changes in roughness coefficient values
(Manning’s n), regarding CSI and selected threshold for acceptable behavioral models.
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In summary, this chapter presents several field measurements used for data collection,
and related methodologies used for data processing and parameters estimation. The
outcomes of the LIDAR field survey process are the Processed (bare earth) and the Raw
(including natural and built environment) LIDAR DEM. The post flood analysis process has
been used for the validation of the produced flood hydrograph and the primary
estimation of the Manning’s n roughness coefficient. The generated LIDAR DEMs and the
outcomes of the post flood analysis are major parameters needed for sensitivity and
uncertainty analysis of floodplain modelling and mapping process (Chapter 5,6). Finally,
with the use of Wolman Pebble Count Field survey several typical particle size diameters
have been estimated. Thus, several empirical formulas have been used for the estimation
of Manning’s n roughness coefficient and the generation of the empirical probability
distribution. The derived empirical probability distribution has a key role in the sensitivity
analysis of the “Uncertainty analysis component” which is presented in Chapter 6.
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CHAPTER 4°
IDENTIFICATION AND MAPPING OF FLOOD PRONE AREAS
COMPONENT

4 Identification and mapping of flood prone areas component

4.1 Introduction

Over the last 15 years many combined Geographical Information Systems with Multi-
Criteria Analysis techniques have been used for the estimation of flood-prone areas, flood
hazard and/or risk mapping and flood vulnerability analysis (Rahmati et al., 2016;
Radmehr and Araghinejad, 2015; Sowmya et al., 2015; Khosravi et al., 2016; Nandi et al.,
2106; Tang et al., 2017; Gigovic et al., 2017; Kourgialas and Karatzas, 2017; Xiao et al.,
2017). The rise in these studies is justified due to the complex nature of the decision
problems, the evolution in GIS applications and the need for spatially distributed answers-
solutions and in many cases the severe lack of data. Some of the already mentioned
indicative studies use criteria based on previous studies without further investigation
(e.g., Xiao et al., 2017), or the criteria are clustered based on predefined subjective tables
(e.g., Rahmati et al., 2016) and common GIS clustering techniques (e.g., Gigovic et al.,
2017). In other cases, the use of classified criteria to identify flood prone areas and/or
produce the flood hazard maps (e.g. Radmehr and Araghinejad, 2015) is done in the
beginning of the analysis and sometimes the structure of the proposed frameworks is
assumed perfect without further investigation (luck of sensitivity analysis for the selected
methodologies) (e.g., Sowmya et al., 2015). A typical methodology followed in the
recognition of Areas of Potential Significant Flood Risk (APSFR), is based on the
intersection of flood related elements such as the potential flooded area, important areas
and historical flood positions (collected by many sources). Each of this elements is
estimated using simple indexes such as slope (<2%) and the alluvial deposition; buffers of
Protected Habitats and/or River network, etc.; and points of historical flood locations )
(e.g. SSW-MEECC, 2012). With the use of such simplistic indexes the results tend to lead
to flood prone areas overestimation and erroneous flood hazard maps. Therefore, it is
obvious that the overestimation of flood prone areas can adversely affect the entire
process of flood risk management mitigation strategies and planning.

This study develops an objective GIS-based spatial multi-criteria evaluation component at
catchment scale for the identification and mapping of potential flood prone areas at
ungauged watersheds. Potential flood prone areas are identified using GIS data and
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techniques such as clustering/classification procedures and two MCDA methods the AHP
and the FAHP. Two different approaches have been implemented and compared in order
to investigate the sensitivity of the proposed component in the identification of the flood
prone areas at ungauged watersheds. The first approach is a process where all the criteria
(DEM-derived geomorphological and hydrological attributes which are related to the
flood generation process) are normalized before the MCA method and then, several
clustering and classification techniques are applied to derive the final potential flood-
prone areas. The second approach is a method where all the criteria are clustered before
and after the MCA process for the production of the potential flooded area maps. The
derived flood prone maps in the two approaches have been classified with five different
clustering techniques. The methodology is demonstrated to Xerias watershed, Thessaly
region, Greece. Historical flood inundation data (flash flood event of 2006 that flooded
sub-urban and urban areas of Volos city) and simulated flooded area derived from
hydrologic - hydraulic modelling of the flood event have been used to validate the
methodology. The proposed component is developed for decision makers to identify
potential flood prone areas caused from flash and fluvial floods with minimum
subjectivity in order to be applied at larger spatial scales for gauged and ungauged
catchments. The employed component could be applied in flood hazard estimation and
mapping at areas with limited information available, and/or in areas where preliminary
flood hazard evaluation is required for flood mapping purposes using typical hydrologic
and hydraulic methods at ungauged watersheds.

4.2 Study Area

The study area is the watershed of Xerias stream located in the region of Thessaly and in
the prefecture of Mangesia, Greece (Figure 4.1.a). The selection of Xerias stream based
on the fact that the city of Volos has been repeatedly experienced severe flood events
due to the location of the river (Xerias stream drains through the City of Volos) and
intense storm phenomena. This study investigates the flood episode on 9t October 2006
which is one of the most hazardous flood events that the city of Volos experienced. The
impacts of this flood event were mainly on agricultural areas, transportation networks
and other technical infrastructures at the study watershed (Papaioannou et al., 2013).
Validation of the methodology based on the analysis of the flood episode occurred in
October 9th, 2006, the historical flood inundation data and flooded area derived from
hydrologic and hydraulic modelling were used (Papaioannou et al., 2011). The historical
flood records filed by several authorities, newspapers, local interviews and testimonies of
flood victims have been collected and digitized within a GIS (Figure 4.1.b). The final
dataset includes points, polygons and polylines digitized by the following records (Figure
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4.2): 1) Houses that were refunded for electrical machines damages, 2) Companies that
were compensated for flood damage, 3) Buildings that were refunded for structural
damages, 4) Flooded streets recorded by the Fire Department of the City of Volos, 5)
Estimated area by newspaper articles and 6) Testimonies of flood victims.

Hydraulic modelling has been used to estimate the flood extent (validation are referred
as “modelled flooded area”) (Figure 4.2, Figure 4.3). The data used in hydraulic modelling
consist of high resolution DEM (Terrestrial laser scanner DEM with vertical accuracy of 25
cm) and the derived Clark’s instantaneous unit hydrograph (see Chapter 2). A first
attempt for the calibration of roughness coefficient value and the validation of the Clark
Instantaneous Unit Hydrograph, as presented in Chapter 2, has been achieved with the
use of different post flood analysis methods, as presented in Chapter 3. The results of the
post flood analysis showed that the optimized value of Manning’s roughness coefficient
is 0.035. Thus, this value of roughness coefficient and the CIUH have been used in one-
dimensional hydraulic model HEC-RAS for the estimation of the “modelled flooded area”
presented in Chapter 5 (Figure 4.3). Finally the total percentage of the validation area is
divided to 91% validation area that consist of the historical data and the 9% which is based
on the hydraulic analysis. Further details about the study area can be found in Chapter 2.

Figure 4.1. The study watershed a) Xerias Watershed and b) historical flood inundation
areas used for validation of the component.
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Figure 4.2. Detailed representation of all data used for the validation of the component.

Figure 4.3. Study area for the hydraulic simulation and the estimated flood extent using
1D HEC-RAS hydraulic model (“modelled flooded area”).
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4.3 Methodology

The developed flood prone areas identification and mapping component composed by a
GIS-based spatial multi-criteria analysis and the evaluation structure. The component is
implemented in catchment scale and, its primary objective is to identify potential flood
prone areas. Figure 4.4 presents in detail the flowchart of AHP, FAHP and GIS processes
of the applied method. The methodology is separated in two different approaches, but
both approaches have some common steps in the analysis and these are: a) Criteria
selection procedure, b) Development of AHP and FAHP methods and their evaluation
process, c) Use of Boolean Algebra and the weights estimated from AHP and FAHP for the
union of the criteria in a single flood-prone area map, d) Validation of the final flood-
prone area maps with historical flood data and hydraulic simulation data. The difference
in both approaches is that, in the first approach, all criteria are normalized, with min-max
methodology, in order to perform Boolean algebra through GIS analysis, while in the
second approach, the criteria are classified at the start of the process using all used
clustering techniques and then, they are applied for flood-prone areas mapping using
Boolean algebra through GIS.

All methodologies that applied in the proposed component, have been examined
thoroughly and combined in order to minimize the subjectivity of the entire system.
Minimization of the subjectivity is an essential constraint in the application of multi-
criteria evaluation methods. The proposed component, described in this chapter (Chapter
4), is developed for the identification of potential flood prone areas using mainly
geomorphological data and minimum subjectivity. The component can be a valuable tool
for decision makers and the flood management authorities.
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Figure 4.4. Flowchart of the applied methodology: a) 1st Approach b) 2nd Approach
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4.3.1  Multi-Criteria Analysis Methods

Multiple criteria analysis (MCA) is a framework of methodologies aiming to help decision
making for complex problems. With the use of MCA techniques the decision makers can
improve the transparency and the subjectivity of their choice (Dunning et al., 2000;
Romero and Rehman, 1987). Multi-Criteria Analysis (MCA) is used to analyse a series of
alternatives or objectives intending to rank them from the most preferable to the least
preferable using a structured approach. The results of MCA consist of a series of weights
connected to the objectives.

Hajkowicz and Collins, (2007) defined MCA as a decision model which contains:

e The decision options (policy makers ought to rank or assign score to them)
e The criteria (typically in different units) and
e The performance measures (decision option scores against each criterion).

An evaluation matrix X of n decision options of the problem and m criteria is the structural
element of a MCA model. x;; is the evaluation given to decision option ith counting on the
criterion jth, w; is the weight of criteria j. A limitation of the MCA model is that it should
have a minimum number of two criteria and two decision options (n>2 and m>2). The
composition of X and W can be either qualitative and/or quantitative data. For ranking or
score evaluation of the decisions, options can be used a variety of MCA algorithms.

The following, one or both, functions can be defined by the MCA algorithms:
r=hH& W) (4.1)

Where the rank position of decision option i is expressed as the number r;and the overall
performance score of option i is expressed with u;. A wider MCA decision-making process
includes the solution of riand u;.

MCA process described by many authors (RAC, 1992; Howard, 1991; Hajkowicz and
Collins, 2007) and contain the following main steps: 1) Define the decision options
(objectives), 2) Define evaluation criteria, 3) Construct the evaluation matrix (xij), 4)
Normalization of the datasets, 5) Weight estimation of the criteria, 6) Evaluation of the
options (rank or score the options), 7) Sensitivity analysis process, 8) Decision making
stage. This step-by-step procedure includes many iterations and re-evaluation of each
step as the analysis occurs. Two MCA methods have been applied and compared for the
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estimation of the relative weight importance. These methods are the Analytical Hierarchy
Process (AHP) and the Fuzzy Analytical Hierarchy Process (FAHP).

Analytical Hierarchy Process

Analytical Hierarchy Process (AHP) belongs to Multi-criteria analysis (MCA)
methodologies, and its employment is based on the factors structuring into a hierarchical
framework. The structure of this framework describes the problem. Afterward, several
priorities for alternatives are constructed according to the user judgment. Moreover, with
the use of pairwise comparison table the decision-makers can examine the relative
importance of various elements. In AHP, the estimation of the scores of each alternative
can be accomplished with the transformation of the evaluations to numerical values
(weights or priorities) (Saaty, 1980). In this study, the regular Saaty (1980) extent analysis
method of AHP has been applied. A lower than 10% Consistency Ratio is used to have an
acceptable consistency in the pairwise comparison table.

Four axioms govern the theoretical basis of AHP (Golden et al., 1989). A short description
of the axioms is presented in the next paragraph for a better understanding of the
methodology (a thorough description of the axioms can be found in Saaty, T.L. 1986; Saaty
1987; Harker and Vargas, 1987).

Axiom 1. The reciprocal condition. With the assumption that j and j are two sub-criteria

(or alternatives) out of the set of sub-criteria A, a pairwise comparison table a;j; of this sub-
criteria can be created, by the decision maker, under any criterion ¢ € C on a reciprocal
ratio scale; i.e.

aji= 1/aj for all ij € A.

Axiom 2. p-homogeneity. The infinite advantage of one sub-criterion against another one,

by the decision maker, is not allowed when comparing any two sub-criteria (or
alternatives) i,j € A, under any criterionc € C; i. e.,
aj # oo foralli,j € A.

Axiom 3. Dependence. The decision problem can be formulated as hierarchy

Axiom 4. Expectations. All alternatives and criteria that influence the specified decision

problem are formulated in the hierarchy. According to the intuition of the decision maker,
all decisions must be represented as alternatives and criteria in the hierarchical structure.
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Moreover, compatible priorities should be assigned according to the intuitions (Golden
et al., 1989).

AHP involves the following six essential steps (Lee et al., 2008; Bhushan and Ray, 2004):
Step 1: Definition of the unstructured problem and absolute declaration of the objectives.

A major phase in AHP is the decomposition of the decision problem into the goal, criteria,
sub-criteria and alternatives and its appropriate hierarchical structure. The structure of
hierarchy is based on the direct connection between the elements of stage one with those
of the below stage. This type of connection of the lowest stages of hierarchy, every
element is directly or indirectly associated with every other. A hierarchy is comparable to
upturned tree design and similar to a neat network. According to Saaty (1980), a
convenient way to structure the hierarchy is to work Top-down from the goal and bottom-
up from the alternatives until the levels are connected and comparisons can be made
possible. A generic hierarchic structure can be seen in Figure 4.5. At the top level of the
hierarchy is the objective or goal of the problem and at the bottom level of the structure
are the alternatives. The levels of criteria and sub-criteria are positioned between the
levels of goal and the alternatives. An important tip in the comparison of the elements is
that the decision maker should count the contribution of the levels with a bottom-up
logic.

Figure 4.5. Generic hierarchic structure

Step 2: Development of the AHP hierarchy. Decision-makers and/or experts are expected

to correspond to the hierarchic structure to collect the data. The collection of the data is
achieved with the use of a qualitative scale pairwise comparison. Decision-makers and/or
experts rate the compared elements according to Table 4.1 format. In the example of
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Table 4.1, the comparison shows that two factors (A, B) have equal significance. After the
evaluation of each criterion, the data is converted into qualitative numbers. Table 4.2
presents the linguistic scale for importance, the intensity of importance and the values
for reciprocal scale.

Table 4.1. Format of pairwise comparisons

A X B
Extremely Very strong Marginally Equal Marginally Strong Very  Extremely

strong strong strong strong strong strong

Table 4.2. AHP and FAHP linguistic scales for relative importance (Adapted from Saaty,
1980 and Zhou, 2012)

AHP FAHP
Linguistic scale for Intensity of Val.ues for Triangular Triangular fuzzy
importance imprortance :i:::rocal fuzzy scale reciprocal scale
Equally important 1 1 (1,1,1) (1,1,1)
Intermediate 1 2 1/2 (1,2,3) (1/3,1/2,1)
Moderately 3 1/3 (2,3,4) (1/4,1/3,1/2)
important
Intermediate2 4 1/4 (3, 4,5) (1/5, 1/4, 1/3)
Important 5 1/5 (4,5, 6) (1/6, 1/5, 1/4)
Intermediate 3 6 1/6 (5,6,7) (1/7,1/6, 1/5)
Very important 7 1/7 (6,7, 8) (1/8,1/7, 1/6)
Intermediate 4 8 1/8 (7,8,9) (1/9, 1/8, 1/7)
Absolutely important 9 1/9 (9,9,9) (1/9, 1/9, 1/9)

Step 3: Creation of the pairwise comparison table. The qualitative numbers (Table 4.2)
derived from the second step (criteria evaluation) are concentrated and structured to a

matrix that is well known as pairwise comparison table. The matrix is separated in the
upper right part, and the lower left part from the diagonal elements of the matrix equal
to 1. One of the two parts of the matrix (e.g. (j, i) values) consists of the reciprocal values
of the other part (e.g. (ij) values). If the value in the ith row is more than 1, then the
criterion the ith row is assumed of better importance than the criterion in the jth column
and vice versa. An example of a pairwise comparison table can be seen in Table 4.3.
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Table 4.3. Example of AHP pairwise comparison table

Flow
DEM Slope Aspect A HOFD VOFD TPI WI CN MFI
c.

1/6 2 1/7 1/3 1/5 1/3 1/9 1/6 1

Slope 2 1/5 1/2 1/7 1/2 4
Aspect 1/2 1/6 1/5 1/8 1/5 1/3
Flow Ac. 4 2 3 1/2 2

1/3

Step 4: Estimation of the relative weights. The first stage of the relative weights

estimation consists of the multiplication of all values in each row (for the same criterion)
together. Then the calculation of the nth root of all criteria or sub-criteria or alternatives.
In the first stage, the process calculates the eigenvector. In the second stage, the decision-
maker should normalize the aforementioned nth root to get the final normalized
eigenvector that is termed as “weight” for each criterion. In the process of step 4, the
eigenvalue of each criterion is calculated and is going to be used in the next step.

Step 5: Consistency evaluation. The comparison table consistency is evaluated with the

Consistency Ration (CR) estimation process. This, is a crucial step (of AHP method)
because the decision maker's choice in the comparison table introduces the subjectivity.
If the CR fail to achieve an acceptable level, the comparison table should be re-examined.
Details about Consistency Ratio (CR) are presenting in the Sub-Section 4.4.2.

Step 6: Overall rating of the method. For the final estimation of the ratings, the priorities

are categorized to local and global. The transformation from local to global priorities goes
with a bottom-up process where the ratings are multiplied by the weights and aggregated
first to local and then with the same process to the global rating.

Fuzzy Analytical Hierarchy Process

With the establishment of the AHP in the family of MCA techniques several variations of
AHP have been created. One that is used frequently, in the last decade, is the Fuzzy
Analytical Hierarchy Process (FAHP). FAHP combine several fuzzy logic methods or
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theories with AHP (van Laarhoven and Pedrycz, 1983; Buckley, 1985; Chang, 1996;
Mikhailov, 2003). According to Erensal and his associates (Erensal et al., 2006) the
standard process of AHP cannot totally present the human way of thinking, despite the
varied range of its applications. Regardless of the fact that FAHP may require tedious
computations, it can be a skilfil/helpful method that captures human judgment of
uncertainty (Erensal et al., 2006). In this study, the basic concept of FAHP by Chang (1996)
has been applied. The steps of this process are similar to the AHP steps that were
described in the previous paragraphs. FAHP is using triangular fuzzy numbers (TFN) M
(Figure 4.6) in the pairwise comparison process and is denoted as (/,m,u) where I<s m<u. |
denotes the lower possible value, m denote a possible value, and u denote the biggest
possible value of the described fuzzy event. The TFN can be defined as:

(x=D/(m=10) I<x<m

uy(x) =Ju—x)/(u—m) m<x<u (4.3)
0 otherwise

Figure 4.6. Triangular fuzzy number M

Different sets of linguistic scales to fuzzy numbers transformations have been tested
(Bulut et al., 2012; Lee, 2010). The defuzzification method used in this analysis is the
centroid method:

S na(x)xdx

A= T Godx

(4.4)

where the TFN is indicated as A=(I,m,u). For TFN as in equation 3.3, the centroid is equal
to (+m+u)/3.
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According to Basaran (2012), many researchers do not take into account the CR process
when using FAHP process. In this analysis, the CR process is taken into account and all of
the comparison tables and the transformed linguistic scales of importance to fuzzy
triangular scale numbers with the lowest consistency ratio (lower than 10 %) finally are
used, as proposed by Zhou (2012) ( Table 4.2 ).

4.3.2 Clustering-Classification Techniques

Cluster analysis (clustering) is used to group a set of objects according to their similarity.
Cluster analysis is extensively used in a variety of applications e.g. data analysis, image
processing, etc. In some applications, the cluster analysis can also be called as data
segmentation (Han et al., 2009). World widely, a variety of clustering algorithms and
models is used in many scientific fields. The categorization of the clustering algorithms is
based on their cluster model. Maimon and Rokach, (2005) suggest dividing the clustering
algorithms to the following categories: 1) Partitioning Method 2) Hierarchical Method 3)
Density-Based Method 4) Grid-Based Method 5) Model-Based Method 6) Constraint-
Based Method.

The methods that have been selected in this analysis belong to the category of
partitioning methods because they construct k partitions of the data and were applied
with k equal to five in order to create five vulnerability classes of flood prone areas.
Therefore in this study, the clustering methods have been used are : 1) Natural Breaks
classification method (Jenks), 2) K-mean clustering method, 3) Fuzzy c-mean (centroid-
based clustering methods), 4) Gaussian Mixture Model Clustering (distribution-based
clustering methods), 5) Clustering Large Applications method (CLARA).

The discretization of the spatial distribution of hazard areas was set to five (5) hazard
classes. This setup was set a priori due to the variety of the different selected criteria, the
different spatial distribution of the values in each criterion and to minimize the
computational time of the classification-clustering techniques. This assumption is also
followed in similar studies for the identification of flood-prone areas, flood hazard
mapping and flood risk mapping (eg. Diakakis, 2011; Kourgialas and Karatzas, 2011;
Stefanidis and Stathis, 2013; Zou et al., 2013; Asare-Kyei et al., 2015; Chen et al., 2015;
Kourgialas and Karatzas, 2016).

As mentioned previously, two approaches have been applied: in the first approach, all
clustering techniques were applied only at the end of the component in order to classify
the final potential flooded areas and, in the second approach, the clustering techniques
were applied directly to the criteria (at the beginning of the component) and after the
MCA application for the creation of flood-prone areas and their associated flood hazard
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degree. The abovementioned clustering-classification techniques are described in the
next paragraphs.

Natural Breaks: Jenks’ Natural Breaks is the most widely used clustering method that
exists in the majority of the GIS softwares. Natural breaks is a data classification method
for the determination of the optimum arrangement of values into separate classes so that
they can be displayed on a choropleth map (Jenks, 1967). The method is based on the
identification of class breaks where the data that has similar values are grouped. With this
approach, the difference between the classes is maximized. The method can locate
grouping and patterns inherited in the data, reducing the differences within a class and
accentuates the differences between the created classes. In short, Jenks Optimization
method is trying to lessen the variance within classes and to maximize the variance
between classes. The most applied and well known (in GIS packages) algorithm is a follow-
up of Fisher, (1958) work and can be found in Jenks and Caspall, (1971). Natural breaks
classifiction technique is one of the most common classification methods that is used in
GIS and especially for flood risk areas classification. Jenks’ Natural Break clustering
technigue involves the following four essential steps (de Smith et al., 2015):

e Stepl: The number of classes, k, of the chosen attribute x, depends on the user
selection.

e Step2: Asinitial class, boundaries are used a pair of k-1 uniform or random values
that created with a [min(x), max(x)] range.

e Step3: Calculate the mean of all initial classes and the sum of squared deviations
of class members from the mean values. Furthermore, it is estimated the Total
Sum of Squared Deviations (TSSD).

e Step4: Symmetrically assigns the individual values of each class to the adjacent
classes. This is achieved with the adjustment of the class boundaries and the
observation of the TSSD if it can be reduced. This procedure works iteratively and
ends when the TSSD values are under the threshold level. A true optimization is
not guaranteed and it should optionally be repeated the steps to achieve more
TSSD values for their comparison.

K-mean: K-mean clustering method uses an iterative algorithm that minimizes the sum of
distances from each object to its cluster centroid, over all clusters. The algorithm moves
objects between clusters until the optimization of sum. Lloyd's algorithm (k-means
clustering) allocate any n observations to precisely one of k clusters defined by centroids
(the number of k clusters is specified at the beginning of the process). The algorithm
involves the following five steps (Lloyd, 1982):

1. Selection of initial k cluster centers (centroid).
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2. Computation of the distances (point-to-cluster-centroid). The distances
calculated for all observations to each centroid.

3. The observations are assigned to the cluster with the shortest centroid distance
or are assigned to a different centroid if the realignment minimizes the sum-of-
squares point-to-cluster-centroid distances.

4. Obtain new k centroids by computing the mean of the observations per cluster.

5. Steps two (2) and four (4) are repeated until a maximum number of iteration is
achieved or the clusters assignments stabilized.

The k-mean clustering method that is implemented in this analysis is using the k-means++
algorithm for cluster center initialization. The k-means++ algorithm uses a heuristic
process to find centroid seeds for k-means clustering. By using the k-means++ algorithm
can be improved the running time and the quality of Lloyd's algorithm results (Arthur and
Vassilvitskii, 2007). With the assumption that the number of clusters is k, the k-means++
algorithm select the seeds as (Mathworks, 2013 ):

1. Uniformly at random select, from data set X, an observation value. The chosen
value c; is declared as the first centroid.

2. Estimate the distances between observations and ci. Where the distance between
the centroid j (¢j) and the observation m is designated as d(xm, cj).

3. For the selection of the following centroid, c> at random from X with probability
is used the following equation:

dz (xml Cl)

?:1 d? (xj' Cl)

(4.5)

4. For the selection of the j center the following stages should be implemented:
a. Calculation of the distances between observations and centroids and
assignment of observations to the centroid with the shortest distance
b. Selection of centroid j at random from X (form=1,..,nand p=1,...,j— 1)
with probability

d?(xm, cp)
Z{hithCp} dz (xj' Cl)

(4.6)

Where G, is the set of all observations closest to centroid ¢, and xm
belongs to C,.
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With abovementioned stage, each subsequent center is selected with a
probability comparative to the distance from its center to the closest
center that has already been chosen.

5. Step four (4) is repeated till k centroids are chosen.

The default and mostly used distance method in k-mean function is the ‘sqEuclidean’ (i.e.
the Squared Euclidean distance) method where each centroid is the mean of the points
in that cluster. The alternate distance method is the ‘cityblock’ (i.e. the Sum of absolute
differences) where each centroid is the component-wise median of the points in that
cluster (Mathworks, 2013). The formulas of ‘sqEuclidean’ and the ‘cityblock’ distance are:

‘sqEuclidean’ dx,c)=(x—c)(x—c) (4.7)
P
‘cityblock’ d(x,c) = Z|xj — cj| (4.8)
j=1

Where, x is an observation (eg. a row of X numerical matrix), cis a centroid (a row vector),
and p is the dimensional space.

These two variances of K-means cluster method were employed and examined. In order
to avoid local minima the method has been applied iteratively 1,000 times, for both
distance methods, with a new set of initial cluster centroid positions each time.

Fuzzy C-mean: In 1981, Bezdek established the Fuzzy C-Means (FCM) clustering technique
(Bezdek, 1981) which is an evolution of previous clustering techniques. In FCM clustering
approach the components of the analysis may belong to two or more clusters with
different membership value. FCM is a typical method used in pattern recognition. The
algorithm works iteratively until the production of an optimal C partition by minimizing
the weighted within group sum of squared error objective function:

D N
= > wil =l (4.9)

i=1 j=1

where mis any real number greater than 1, and it is set to 2.00 by Bezdek; u;iis the degree
of membership of x; in the cluster j; x; is the ith of d-dimensional measured data; ¢; is the
dimension center of the cluster; | | *| | is an equation that defines the similarity between
any measured data and the center; D is the number of data points, and N is the number
of clusters (Alata et al., 2008).
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The Fuzzy C-mean algorithm involves the following five steps (Mathworks, 2013):

1. Arbitrarily initialize the cluster membership values, u;j
2. For the calculation of the cluster centers is used the algorithm:

D m
i=1 HijXi
G =50 m (4.10)
i=1Mij
3. wjis updated with the following equation:
1
ﬂij = 2
v, (el (4.11)
K=1 \lx—cxl

4. Estimate Jn (objective function)

Steps two (2) and four (4) are repeated till the improvement of J,. Objective function Jn
assumed as improved when it is above the minimum threshold or until it reaches the
maximum number of iterations.

In order to achieve crisp values from the FCM clustering technique, a defuzzification
process should be applied. In this study, the maximum membership procedure was
applied for the transformation of the fuzzy partition matrix U to a crisp partition. The
procedure assigns object k to the class C with the highest membership (Yang and Huang,
2007):

C, = arg;{max(uy)},i =1,2,..c. (4.12)

With this procedure, the fuzzy values were converted to crisp values and made possible
the visualization of the results.

Gaussian Mixture Model: Gaussian Mixture Model Clustering (GMMC) is an important
and widely used clustering technique that is based on probability density estimation using
Gaussian mixture models and the procedure Expectation-Maximization algorithm to fit
the model parameters (Bishop, 2008; Dempster et al., 1977; Nock and Nielsen, 2006). The
algorithm assigns posterior probabilities to each component density on each observation.
Then, the clusters are allocated by selecting the component that maximizes the posterior
probability. In Gaussian Mixture Models (GMM) the clusters are modeled as Gaussian
distributions and the algorithm works iteratively in order to converge to a local optimum.
The GMMC method implemented in this analysis uses the main principle of k-means++
algorithm (use of heuristic to find centroid seeds for the clustering technique) to initialize
the EM algorithm (i.e. the initial parameter values for a fitted Gaussian mixture model
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were selected by k-means++ algorithm). With the assumption that the number of clusters
is k the k-means++ algorithm choose the initial parameter values as follows (Mathworks,
2013):
1. The component mixture probability is selected to be the uniform probability
pi=1/k, wherei=1, ..., k.
2. The covariance matrices is selected to be diagonal and identical, where
oi=diag(ai,az,...,ax) and aj=var(X;).
3. The first initial component center u; is selected uniformly from the entire dataset
of X.
4. The selection of the center j is achieved by:
a. Computing the Mahalanobis distances from each observation to each
centroid
b. Assign each observation to its closest centroid
c. Select centroid j at random from X (form=1,..,nand p = 1,...,j — 1) with
probability

d’ (xm' n“p)
Zh;thMp dZ (xh' .up)

(4.13)

Where M, is the series of all observations closest to centroid yp and xm
belongs to M, and d(xm, ) is the distance among observation m and pp.
With abovementioned stage, each subsequent center is selected with a
probability comparative to the distance from its center to the closest
center that has already been chosen.

5. Step four (4) is repeated till the k centroids are chosen.

Most of the studies categorize the GMMC as a soft clustering method where the posterior
probabilities for each point indicate that each data point has some probability of
belonging to each cluster (Mathworks, 2013). In this study, the method was applied
iteratively 1,000 times.

CLARA: Clustering LARge Applications (CLARA) is a k-medoid partitioning clustering
technique created to deal with large data sets (Kaufman and Rousseeuw, 1986). The
obstacle of the large datasets has been overcome with the transformation of the time
and storage requirements to linear rather than quadratic. This was achieved with the use
of sampling process. Accordingly, rather than finding similar objects from the complete
data set, CLARA selects a sub-dataset (sample) and partition it into k clusters with the use
of Partitioning Around Medoids (PAM) clustering technique (Kaufman and Rousseeuw,
1990). After the selection of the k representative objects from the sub-dataset, each
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observation (of the complete dataset) is approximated to the closest medoid (Ng and Han,
1994). The k representative objects are selected to minimize dissimilarity (Kaufman and
Rousseeuw, 1986):

el
;;(l, m,) (4.14)

where n = objects of the dataset, d = dissimilarity measure, m; = representative object
closest to object i.

The process is functioning iteratively and, each time, is trying to select a better set of
clusters till the k representative objects to be located closer the medoid.

In each iteration, the evaluation of the clustering is conducted with the estimation of the
average (equivalent to the sum) of the dissimilarities of the observations against their
closest medoid. Then, the sub-dataset with the minimum value is retained. On the last
partition, additional analysis is accomplished. In each iteration, the observations are
added randomly to the set. Finally, the medoids acquired from the best sub-dataset are
stored in each data set until a better update prevails and/or till the sample size is reached
(Maechler et al., 2016). The method is applied iteratively 1,000 times with one percent
sample size (3,000 points) of the total dataset size.

4.4 Estimation of Flood-Prone Areas in the Xerias Watershed

The proposed flood prone areas identification and mapping component have been
applied at Xerias Watershed, Greece (Figure 4.1, see Chapter 2). The criteria used in this
analysis mainly consist of quantitative geomorphological and hydrometeorological
indices that can be produced quickly with the utilization of the digital elevation models.
The combination of the multi-criteria analysis methods and clustering-classification
techniques derived several relationships among the selected criteria. Then, based on
several combinations, different flood-prone area maps have been produced and
incorporated to the final flood prone areas maps.

4.4.1 Criteria Identification

A critical step in flood prone areas recognition procedure using geomorphologic indices is
the choice of the criteria. An effective flood hazard mapping framework that detects
flood prone areas and flood hazard degree is a framework where the selected criteria are
well associated with the physical process of the flood generation mechanism. Another
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important factor in the criteria selection is the time consumption for their analysis and
their availability; the selected features should have a quick and straightforward
estimation procedure for the entire study area. In order to investigate the use of flood-
related possible criteria, a preliminary analysis has been conducted using linear
correlation analysis. In this analysis, 32 flood-related geomorphological attributes setups
were examined (Table 4.4) (Papaioannou et al., 2011). For the estimation of the
correlation coefficient have been used the equation:

Correl(X,Y) = L - D —y) (4.15)

VI — 02y — )2

where X and y are the sample means of array X and array Y.

The preliminary analysis involved the following criteria: 1) DEM= Elevation, 2) Slope 3)
Aspect = Modified aspect according to the direction of storms, 4) Flow Ac = Flow
Accumulation , 5) Flow Dir = Flow Direction, 6) Fill = depressionless DEM, 7) Hillshade =
surface representation, 8) HOFD = Horizontal Overland Flow Distance, 9) VOFD = Vertical
Overland Flow Distance, 10) OFD = Overland Flow Distance, 11) VDCN = Vertical Distance
to Channel Network, 12) SPI = Stream Power Index, 13) TPl = Topographic Position Index
(implemented with different pixel sampling perimeter of 3,5,10,20,30,40,50,75,100 ), 14)
WI = Wetness Index (modified wetness index from SAGA GIS software), 15) TWI =
Topographic Wetness Index, 16) CN = Curve Number (SCS method), 17) WE = Wind Effect
(implemented with different grid directions of 0,360,45,90,135,180,225,270,315), 18)
MFI = Modified Fournier Index.

The resulting criteria setup consists of 10 criteria (Table 4.5) that prevailed among the
others according to the Pearson correlation analysis and the personal engineering
judgment according to the flood generation mechanisms and the knowledge of the study
area. The selected criteria are: 1) DEM, 2) Slope, 3) Aspect, 4) Flow Ac., 5) HOFD, 6) VOFD,
7) TPI, 8) WI, 9) CN, 10) MFI. The spatial resolution used in this analysis is 20m cell size.
Furthermore, all the chosen features have been transformed as normalized indices to
improve the objectivity and strengthen the general applicability of the proposed
component in other watersheds. Figure 4.7 shows the ten selected geomorphologic
indices and their normalized spatial distribution used for the detection of potential flood-
prone areas. An extensive analysis of each selected criterion is presented in the following
paragraphs.

DEM: The DEM of the study area was created with the use of 20m contour lines. The DEM
was scaled conversely because lowlands are more vulnerable to flooding (Burrough et al.,
2015).
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Slope: Slope is one of the main byproducts of the DEM. The slope created with the use of
the DEM and the standard slope estimation formula (percent of slope = (rise/run)*100).

Flow Ac.: Flow accumulation is somehow a byproduct of the DEM and is frequently used
for the definition of channel networks. Its implementation is based on flow direction
(single flow D8 algorithm). The accumulated flow is estimated by the accumulated weight
of the total cells amount that is flowing into each lower cell in the output raster. A cell
with high flow accumulation value defines concentrated flow and can be interpreted as
stream channel cell (Jenson and Domingue, 1988).

HOFD: Horizontal Overland Flow Distance index is estimated using the movement of the
water from cell to cell and not as Euclidean distances. The main input data of HOFD index
is the DEM and the river network of the area. In this study, the Multiple Flow Direction
algorithm has been used (Quinn et al., 1991). The metric system of the distance is in the
same units as the heights and cells size values from the DEM.

VOFD: Vertical Overland Flow is estimated using the vertical distance among the cell
elevations and the elevations calculated for the channel network in that cell. The main
input data of VOFD index are the DEM and the river network of the area. The process is
separated into two steps (Olaya, 2004):

1) Inthe first step, the channel elevation is assigned from the DEM elevation for each
channel network cell. For the oddment cells, interpolated elevation values of the
channel cells are assigned. With this process, an elevation level based channel
network is estimated.

2) In the second step, the new estimated channel network is subtracted from the
DEM in order to create a new feature where the channel cells have zero value, and
the rest cells have a different one.

Non-channel cells will be assigned with a value which represents the elevation difference
between these cells and the channel that flows through them, where applicable. The
metric system of the distance is in the same units as the heights and cells size value from
the DEM (Olaya, 2004).
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Table 4.4. Pearson correlation coefficient matrix of the preliminary criteria analysis.

DEM Slope Aspect F/';;W FD"I’rW Fill ”;L':“ HOFD VOFD OFD VDCN P T(:)' T(s")' (le; (TZZ; (TS';)' (Z’;; (TS’;; (T;; J(')’O') Wi TwI CN W;((JO) (Zf_j) (Zﬁ) (1‘2’550) (1";050) (2"2"550) (2"7VOEO) (S‘Q’SEO) MFI
DEM 1.00 037 008 0.05 -0.02 -1.00 -0.15 -0.23 029 023 -0.28 0.01 -0.04 0.05 -0.07 -0.11 -0.14 -0.17 -0.20 -0.28 -0.34 0.44 0.28 -0.03 -0.06 -0.49 -0.60 -0.49 -0.33 -0.25 0.8 0.09 -1.00
Slope 0.37 1.00 000 005 -0.08 -0.37 0.03 -0.25 026 0.24 -0.28 -0.02 0.00 -0.03 0.08 0.12 0.12 0.2 0.11 0.08 0.06 0.69 0.64 -0.08 0.1 -0.20 -0.20 -0.13 -0.04 -0.04 0.16 0.21 -0.37
Aspect 008 000 1.00 -0.01 -0.53 -0.08 -0.55 -0.14 005 0.14 -0.12 0.01 0.00 0.01 -0.02 -0.03 -0.03 -0.04 -0.04 -0.06 -0.07 0.01 -0.10 0.07 0.06 0.01 -0.09 -0.17 -0.20 -0.14 -0.03 0.06 -0.08
FlowAc. 005 005 -0.01 1.00 -0.03 -0.05 0.0 0.05 006 -0.05 -0.06 0.37 -0.09 0.10 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 0.14 0.28 -0.05 -0.07 -0.08 -0.08 -0.08 -0.08 -0.08 -0.07 -0.07 -0.05
FlowDir.  .0.02 -0.08 -0.53 -0.03 1.00 0.02 0.30 0.07 -0.03 -0.07 0.09 -0.01 0.3 -0.03 0.02 0.01 0.01 0.01 0.02 0.02 0.03 -0.07 -0.06 -0.02 -0.07 -0.06 0.04 0.09 011 0.08 005 -0.03 0.02
Fill -1.00 -0.37 -0.08 -0.05 0.02 1.00 015 023 -0.30 -0.22 0.29 -0.02 0.04 -0.06 0.08 0.11 0.14 0.17 0.20 028 0.34 -0.45 -029 004 006 049 0.60 050 033 0.26 -0.08 -0.08 1.00
Hillshade -0.15 0.03 -0.55 0.0 0.30 0.5 1.00 0.02 -0.08 -0.02 0.04 -0.01 0.00 -0.01 0.03 0.05 0.06 0.07 0.07 0.08 0.09 002 0.04 -0.04 -0.08 0.06 017 0.19 0.18 007 -005 -0.11 0.15
HOFD  .0.23 -0.25 -0.14 0.05 0.07 023 002 1.00 0.35-1.00 -0.10 0.04 -0.08 0.11 -0.15 -0.19 -0.20 -0.19 -0.18 -0.15 -0.11 -0.19 -0.08 -0.13 -0.12 0.01 -0.01 -0.02 -0.02 -0.04 -0.23 -0.22 0.23
VOFD 0.29 026 005 006 -0.03 -0.30 -0.08 0.35 1.00 -0.36 -0.73 0.05 -0.31 0.39 -0.50 -0.55 -0.53 -0.50 -0.46 -0.40 -0.36 0.46 0.35 -0.13 -0.38 -0.51 -0.47 -0.49 -0.49 -0.46 -0.24 -0.28 -0.29
OFD 0.23 024 0.4 -0.05 -0.07 -0.22 -0.02 -1.00 -0.36 1.00 0.11 -0.04 0.09 -0.12 0.16 0.20 0.21 0.20 0.19 0.15 0.11 0.18 0.08 0.3 0.2 -0.01 0.02 003 0.02 005 023 0.22 -0.23
VDCN 028 -0.28 -0.12 -0.06 0.09 029 0.04 -0.10 -0.73 0.11 1.00 -0.05 0.40 -0.50 0.63 0.69 0.66 0.61 0.56 0.47 0.41 -0.51 -0.40 0.06 0.46 058 054 0.61 059 058 0.32 038 028
Pl 0.01 -0.02 001 037 -0.01 -0.02 -0.01 0.04 005 -004 -0.05 1.00 -0.21 0.19 -0.17 -0.16 -0.15 -0.14 -0.14 -0.13 -0.12 0.08 0.17 -0.03 -0.09 -0.07 -0.08 -0.08 -0.09 -0.08 -0.10 -0.09 -0.01
TPI(3) -0.04 000 0.00 -0.09 0.03 0.04 0.00 -0.08 -0.31 009 0.40 -021 1.00 -0.94 0.76 0.55 0.45 0.39 0.35 0.29 025 -0.25 -0.34 0.02 041 0.40 039 042 043 044 041 0.41 0.04
TPI(5) 005 -0.03 001 0.0 -0.03 -0.06 -0.01 0.1 0.39 -0.12 -0.50 0.19 -0.94 1.00 -0.90 -0.70 -0.58 -0.51 -0.46 -0.38 -0.32 0.28 0.35 -0.03 -0.49 -0.45 -0.45 -0.49 -0.50 -0.51 -0.46 -0.48 -0.05
TPI(10) .0.07 008 -0.02 -0.09 0.02 008 0.03 -0.15 -0.50 0.6 0.63 -0.17 0.76 -0.90 1.00 0.89 0.77 0.69 0.62 052 0.44 -0.29 -0.32 0.05 057 051 051 057 060 058 051 055 0.07
TPI(20) -011 012 -0.03 -0.09 001 011 005 -0.19 -0.55 0.20 0.9 -0.16 055 -0.70 0.89 1.00 0.96 0.89 0.83 0.71 0.61 -0.28 -0.27 0.09 0.64 055 054 0.63 068 0.63 0.54 060 0.11
TPI(30) -0.14 012 -0.03 -0.09 001 0.14 0.06 -0.20 -0.53 021 0.66 -0.15 0.45 -0.58 0.77 0.96 1.00 0.98 0.93 0.82 072 -0.29 -0.24 0.11 066 055 055 064 071 0.64 054 061 0.14
TPI(40) .017 012 -0.04 -0.09 001 0.17 0.07 -0.19 -0.50 0.20 0.61 -0.14 0.39 -0.51 0.69 0.89 0.98 1.00 0.99 0.90 081 -0.30 -023 0.12 067 055 0.55 065 072 0.65 054 061 0.17
TPI(50) -0.20 0.1 -0.04 -0.09 0.02 020 0.07 -0.18 -0.46 0.19 056 -0.14 0.35 -0.46 0.62 0.83 0.93 0.99 1.00 095 087 -0.30 -022 0.12 066 055 0.56 0.66 072 0.65 053 0.60 0.20
TPI(75) -0.28 0.8 -0.06 -0.09 0.02 0.28 0.08 -0.15 -0.40 015 0.47 -0.13 029 -0.38 0.52 0.71 0.82 0.90 0.95 1.00 097 -0.32 -022 0.12 063 053 056 065 071 0.64 051 057 0.28
TPI(100) -0.34 0.06 -0.07 -0.09 0.03 034 009 -011 -0.36 011 0.41 -0.12 025 -0.32 044 0.61 072 0.81 0.87 0.97 1.00 -0.33 -021 0.11 058 052 055 0.63 067 062 048 053 0.34
wi 0.44 069 001 014 -0.07 -0.45 002 -0.19 0.46 0.18 -0.51 0.08 -0.25 0.28 -0.29 -0.28 -0.29 -0.30 -0.30 -0.32 -0.33 1.00 0.76 -0.22 -0.33 -0.52 -0.48 -0.48 -0.44 -0.44 -0.16 -0.21 -0.45
TWI 0.28 064 -0.10 028 -0.06 -0.29 0.04 -0.08 0.35 008 -0.40 0.17 -0.34 0.35 -0.32 -0.27 -0.24 -0.23 -0.22 -0.22 -0.21 0.76 1.00 -0.16 -0.24 -0.38 -0.37 -0.36 -0.32 -0.32 -0.17 -0.17 -0.28
CN -0.03 -0.08 0.07 -0.05 -0.02 0.04 -0.04 -0.13 -0.13 0.3 0.6 -0.03 0.2 -0.03 0.05 0.09 0.1 0.12 012 012 0.11 -0.22 -0.16 1.00 019 0.13 0.08 007 0.0 0.08 007 0.13 0.03
WE (0°,
360°  -0.06 0.11 0.06 -0.07 -0.07 0.06 -0.08 -0.12 -0.38 0.12 0.46 -0.09 0.41 -0.49 057 0.64 0.66 0.67 0.66 0.63 0.58 -0.33 -0.24 0.19 1.00 056 0.30 055 077 059 027 0.72 0.06
WE (450) -0.49 -0.20 0.01 -0.08 -0.06 0.49 0.06 001 -0.51 -0.01 0.58 -0.07 0.40 -0.45 0.51 055 0.55 0.55 0.55 0.53 052 -052 -0.38 0.13 056 1.00 0.64 055 062 0.83 021 0.29 0.49
WE (900) -0.60 -0.20 -0.09 -0.08 0.04 060 0.17 -0.01 -0.47 0.02 054 -0.08 0.39 -0.45 051 0.54 055 055 0.56 0.56 0.55 -0.48 -0.37 0.08 030 0.64 1.00 078 055 054 0.60 0.37 0.60
WE (1350) .0.49 -0.13 -0.17 -0.08 0.09 0.50 0.19 -0.02 -0.49 003 0.61 -0.08 0.42 -0.49 0.57 063 0.64 0.65 0.66 0.65 0.63 -0.48 -0.36 0.07 055 055 078 1.00 078 0.55 044 0.64 0.49
WE (1800) .0.33 -0.04 -0.20 -0.08 0.11 0.33 0.18 -0.02 -0.49 002 059 -0.09 0.43 -0.50 0.60 0.68 0.71 0.72 0.72 0.71 067 -0.44 -0.32 0.10 077 0.62 055 078 1.00 070 031 051 0.33
WE (2250) -0.25 -0.04 -0.14 -0.08 0.08 0.26 0.07 -0.04 -0.46 005 058 -0.08 0.44 -0.51 0.58 0.63 0.64 0.65 0.65 0.64 0.62 -0.44 -0.32 008 059 0.83 054 055 070 1.00 040 043 0.26
WE (2700)  0.08 0.16 -0.03 -0.07 0.05 -0.08 -0.05 -0.23 -0.24 023 0.32 -0.10 0.41 -0.46 0.51 054 054 054 0.53 051 0.48 -0.16 -0.17 0.07 027 021 0.60 044 031 040 1.00 059 -0.09
WE (3150) 0.09 0.21 0.6 -0.07 -0.03 -0.08 -0.11 -0.22 -0.28 022 0.38 -0.09 0.41 -0.48 0.55 0.60 0.61 0.61 0.60 0.57 053 -0.21 -0.17 0.13 072 029 037 064 051 043 059 1.00 -0.08
MFI -1.00 -0.37 -0.08 -0.05 0.02 1.00 015 023 -0.29 -0.23 0.28 -0.01 0.04 -0.05 0.07 0.11 0.14 0.17 0.20 0.28 0.34 -0.45 -028 003 006 049 0.60 049 033 0.26 -0.09 -0.08 1.00

* DEM= Elevation, Aspect = Modified aspect according to the direction of storms, Flow Ac = Flow Accumulation , Flow Dir = Flow Direction, Fill = depressionless DEM, Hillshade = surface representation, HOFD = Horizontal Overland Flow Distance,
VOFD = Vertical Overland Flow Distance, OFD = Overland Flow Distance, VDCN = Vertical Distance to Channel Network, SPI = Stream Power Index, TPI = Topographic Position Index, Wl = Wetness Index, TWI = Topographic Wetness Index, CN =
Curve Number, WE = Wind Effect
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Table 4.5. Pearson correlation coefficient matrix of the ten (10) sellected criteria.

Flow
DEM Slope Aspect A HOFD VOFD TPI Wi CN MFI
(o

DEM 1.00
Slope 0.37 1.00
Aspect 0.08 0.00 1.00
Flow
Ac.
HOFD -0.23 -0.25 -0.14 0.05 1.00
VOFD 0.29 0.26 0.05 0.06 0.35 1.00

0.05 0.05 -0.01 1.00

TPI 0.05 -0.03 0.01 0.10 0.11 0.39 1.00

wi 0.44 0.69 0.01 0.14 -0.19 0.46 0.28 1.00

CN -0.03 -0.08 0.07 -0.05 -0.13 -0.13 -0.03 -0.22  1.00

MFI -1.00 -0.37 -0.08 -0.05 0.23 -0.29 -0.05 -045 0.03 1.00

Figure 4.7. Selected criteria and their normalized spatial distribution
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Aspect: Another byproduct of the DEM is the consideration of the slope direction. This is
termed as “Aspect” and determines the maximum change rate of the downslope direction
from each cell to its neighbors. The reference point of aspect is the actual north of zero
degrees (0°, 3600). The Aspect feature is calculated with the technique of 3 x 3 moving
window (Burrough et al., 2015). In this study, the feature of aspect has been modified by
implementing different weights in the aspect. The additional weighting was made
according to the direction of storms based on extreme weather conditions at the study
area. A case of extreme weather conditions is presented in Chapter 2. The South aspect
has been selected as the most critical aspect of flood generation due to the main direction
of the extreme weather conditions in the study area. The final modified aspect criterion
was separated to the following flood-prone area classes (Figure 4.8): 1) Very Low—North,
2) Low—Northeast, Northwest, 3) Moderate—East, West 3, 4) High—Southeast and
Southwest, 5) Very high—South.

Figure 4.8. Variation of the Aspect criterion including its flood-prone area classes that
emphasizes southbound storm systems
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TPI: Topographic Position Index is an index that displays the landscape locations into
different morphological classes (eg. valleys, canyons, flat areas, mid-slope areas,
ridgetops, hilltops etc ) The TPl used in this study is a generalization of Fels and Zobel,
(1995) Landscape Position Index (LPI) that was presented thoroughly by Weiss (2001). The
estimation of TPl is based on the difference between the elevation value of a cell and the
mean elevation value of the neighboring cells. A small circular neighborhood should be
used when screening refers to small streams or drainages (Tagil and Jenness, 2008). In
our study, the TPl was estimated with the use of circle neighborhood option and a radius
of 5 cells.

WI: Topographic Wetness Index (TWI) or Compound Topographic Index (CTl) isa common
index that describes the soil water content and surface saturation zones (indicates the
tendency of a cell to produce runoff). According to Kirkby (1975), a physical attribute of
flood inundation areas is the Topographic Wetness Index (TWI). TPl can be estimated with
the use of the slope gradient (8) and the upslope contributing area (or catchment area)
(As) (Kringer, 2010):

Ag
TWI = ln( ) (4.16)
tanf
The upslope contributing area (As) is calculated with the use of Freeman (1991) multiple
flow direction method. In this study, an evolution of the TWI, the SAGA Wetness Index
(W1) (Bohner et al., 2002) is used where, hydrologically homogeneous conditions are
assumed. The WI is based on a modified version of upslope contributing area (Asm) that
is estimated with the use of slope gradient (8) and the neighboring maximum values of
the upslope contributing area (Asmax). The modified upslope contributing area (Asm)
algorithm functions iteratively till no further change is observed (Bohner and Selige,

2006):
1 \Bexp(15F) 1 \ Bexp(15F)
Asm = Asmax (E) for Agm < Agmax (E) (4.17)
Then, the WI calculated as:
wi=in(Girg) @19

WI does not consider the flow as a slim layer, in contrast with conventional algorythms,
in the estimations of the upslope contributing area. Hence, WI predicts for cells situated
in valley floors with a small vertical distance to a channel a more realistic, higher potential
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soil moisture and iteratively modifies the upslope contributing area of each grid cell in
dependence of neighboring maximum values using a slope-dependent equation unless
the results remain unchanged by additional iterations (Bohner et al., 2002).

CN: An extensively used method in hydrologic practices is the Curve Number (CN),
developed by the USDA Natural Resources Conservation Service (Natural Resources
Conservation Service). CN is an empirical parameter used in hydrology for predicting the
runoff volume in small ungauged catchments (typical application of rainfall-runoff
models) or the infiltration from rainfall excess. CN is defined with the use of
geomorphologic and physiographic properties such as the soil type and land use.
Furthermore, CN is assumed to be constant in different parts of a catchment or even in
the entire catchment (Rutkowska et al., 2015). CN value ranges from 0 to 100, is provided
by tables given in the National Engineering Handbook, Section 4 (SCS, 1956). In this study,
the CN values that have been used (Table 4.6) proposed by Miliani et al. (2011), where
the CN value is based on the hydrologic soil group and the CORINE land cover
classification.

MEFI: One of the most widely used indices of rainfall erosivity is the R factor of USLE. Many
studies have proven that R factor is highly correlated with soil loss (Renard and Freimund,
1994). In 1960, Fournier created the Fournier Index (F/) that is correlated with river
sediment loads:

Dhax
FI = (4.19)
P

Where pmax = average monthly rainfall of the wettest month of the year (mm), P =average
annual rainfall amount (mm).

A paradox in the F/ formula is that, if the denominator (P) increases and the nominator
(pmax) remains constant, the F/ decreases, thus concluding to erroneous results.
Therefore, in 1980 Arnoldus evolved the MFI to the Modified Fournier Index and proved
that MFl is linearly correlated to the R factor and is a better approximation of it. MFl takes
into account the rainfall of all months in the year:

12
P’ 20)
MFI = Z— A
1 P (

Where J: the 12-month summation, p: the average monthly rainfall, and P: the average
annual rainfall.
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Table 4.6. Curve Number Value on Based on Hydrologic Soil Group and CORINE Land Cover

Hydrologic soil group

CORINE land cover class
A B C D

1.1.1 Continuous urban fabric 89 92 94 95
1.1.2 Discontinuous urban fabric 77 85 90 92
1.2.1 Industrial or commercial units 81 88 91 93
1.2.2 Road and rail networks and associated land 98 98 98 98
1.2.3 Port areas 81 88 91 93
1.2.4 Airports 72 82 87 89
1.3.1 Mineral extraction sites 72 82 87 89
1.3.2 Dump sites 72 82 87 89
1.3.3 Construction sites 72 82 87 89
1.4.1 Green urban areas 68 79 86 89
1.4.2 Sport and leisure facilities 49 69 79 84
2.1.1 Non-irrigated arable land 49 69 79 84
2.1.2 Permanently irrigated land 49 69 79 84
2.1.3 Rice fields 59 70 78 81
2.2.1 Vineyards 67 77 83 87
2.2.2 Fruit trees and berry plantations 65 75 82 86
2.2.3 Olive groves 65 75 82 86
2.3.1 Pastures 49 69 79 84
2.4.1 Annual crops associated with permanent crops 62 71 78 81
2.4.2 Complex cultivation patterns 67 78 85 89

2.4.3 Land principally occupied by agriculture, with significant areas of
. 67 78 85 89
natural vegetation.

2.4.4 Agroforestry areas 45 66 77 83
3.1.1 Broad-leaved forest 60 65 70 77
3.1.2 Coniferous forest 60 65 70 77
3.1.3 Mixed forest 60 65 70 77
3.2.1 Natural grassland 60 65 74 80
3.2.2 Moors and heathland 60 65 74 80
3.2.3 Sclerophyllous vegetation 60 65 74 80
3.2.4 Transitional woodland-scrub 60 65 74 80
3.3.1 Beaches, dunes, sands 25 55 70 77
3.3.2 Bare rocks 68 79 86 89
3.3.3 Sparsely vegetated areas 68 79 86 89
3.3.4 Burnt areas 68 79 86 89
3.3.5 Glaciers and perpetual snow 79 79 79 79
4.1.1 Inland marshes 98 98 98 98
5.1.1 Water courses 99 99 99 99
5.1.2 Water bodies 99 99 99 99
5.2.1 Coastal lagoons 99 99 99 99
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Rainfall is a significant factor of flood generation process and has been used in this and
other similar studies as MFI factor (extreme precipitation case scenario) (Kourgialas and
Karatzas, 2011, Kazakis et al., 2015). Monthly and annual precipitation values, and rainfall
intensity were estimated with the use of the data retrieved by four (4) meteorological
stations that located close to Xerias watershed. The period selected for this analysis is
from 1960 to 2002. The data used for MFI estimation are presented in Table 4.7.

Table 4.7. Meteorological stations data and MFI values

Meteorological

. X (longitude inm) Y (latitudein m)  Z (elevation in m) MFI
Stations
Volos 409346 4357591 3 45.65
Makrinitsa 412380.4 4361533 690 85.53
Ali Meria 412644.41 4358127 120 49.46
Anghialos 396252 4344804 15 48.69

The creation of MFI based on a regression analysis with the elevation and MFI values of
the stations plus the interpolated residuals created with the Spline method. Table 4.5
shows that only MFI is correlated to the DEM as expected, since MFl is calculated based
on DEM using a linear precipitation gradient.

4.4.2 Pairwise Comparison Tables—Expert Survey

In 1860, Fechner initially proposed the pairwise comparison method which was evolved
into its current state by Thurstone 1927. Saaty, developed the analytic hierarchy process
based on pairwise comparison. As mentioned before in Sub-section 4.3.1, an essential
step in the AHP application is the pairwise comparison analysis where the criteria and
alternatives are evaluated by the decision makers. Table 4.1, Table 4.2 and Table 4.3 show
the format of pairwise comparison, the linguistic scales of importance and an example of
a pairwise comparison table respectively. Furthermore, a significant step of pairwise
comparison analysis in AHP is the estimation of the reliability of the decision maker’s
answers regarding CR. CR is used to estimate the consistency of judgments in comparison
to random judgments taken from large samples. Saaty (1987) defined the CR as:
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CI
CR = — 4.21
o7 (4.21)

A -n
c] =1ax (4.22)
n—1
where CR = consistency ratio ; Cl = consistency index ; Rl = Random consistency index
(Table 4.8) ; Amax = principal eigenvalue (largest eigenvalue) ; n = size of the comparison

matrix.

Table 4.8. Average random consistency index of sample size 500 matrices

n 1 2 3 4 5 6 7 8 9 10
RI 0 0 0.58 0.9 1.12 1.24 1.32 141 1.45 1.49

According to Saaty, if the CR is smaller or equal to 10%, the inconsistency is acceptable
otherwise a revision of the judgments is obligatory (Alonso and Lamata, 2006). The use of
pairwise comparison tables decreases the complexity of a problem because it uses only
two components (a pair) each time. In this study, nine (9) experts in the field of hydrology
filled the pairwise comparison tables. All the results were normalized and examined with
the CR indicator. In FAHP case, CR has been estimated with the use of the simple centroid
method (Chang and Wang, 2009). The acceptable CR has been assigned to 10% according
to the number of the selected indices and the methodology used. In AHP when the CR
was bigger than the threshold used, the experts modified their pairwise comparison
tables until an approved CR was achieved. Similarly, in FAHP, CR has been used with
acceptable results (equal or less than 10%). Finally, two different configurations have
been used where the term “Expert Knowledge” refers to a scientist that his research field
is focused on flood modelling and mapping and the “Group of Experts” refers to the
answers of all nine (9) experts in the field of hydrology. Thus, the weights extracted from
the comparison tables categorized in two cases where the weights of “Expert Knowledge”
and the median of all expert weights are presented as “Group of Experts” have been taken
into account for the analysis.

4.4.3 Criteria Classification

The clustering/classification techniques used in this study are presented thoroughly in
Sub-Section 4.3.2 and are: 1) Natural Breaks, 2) K-mean with Euclidean distance method,
3) K-mean with Cityblock distance method, 4) FCM, 5) GMMC and 6) CLARA with
Euclidean distance calculation. The entire methodology has been applied using two
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different approaches according to the clustering choice. In the first approach, all criteria
are normalized at the beginning of the process, then, Boolean algebra has been applied
through GIS analysis, and, finally, the results have been classified (or clustered) into five
(5) flood prone categories. In the second approach, all criteria classified (or clustered)
into five (5) classes at the onset of the process, then Boolean algebra has been performed
through GIS analysis, and, finally, the results have been classified (or clustered) into five
(5) flood prone categories to produce the final results. In both approaches, Boolean
algebra and the summation of the criteria multiplied by the respective relative weights
(AHP, FAHP) have been used to create the potential flood-prone areas criteria. Finally,
these criteria were classified according to the presented clustering methods. In the
second approach, the clustering techniques were applied only with the respective
clustering technique for the production of the final classified results (i.e. the criteria that
have been classified with FCM technique at the beginning are connected only with the
same clustering technique, FCM, at the end of the analysis to produce the final map of 5
flood prone categories, see Figure 4.4). The combination of AHP-FAHP and GIS is very
popular among a wide variety of studies, and most of these studies do not examine the
clustering-classification technique effect. Usually, the classification technique used in
these cases is a simple technique provided by the GIS software. With the use of several
classification techniques a sensitivity analysis has been conducted to 1) discover the
dependency of the output on input parameters, 2) identify the most sensitive criteria in
clustering techniques, 3) reveal the effect of using different clustering methods on the
mapping results. After the application of the AHP and FAHP, the final flood-prone areas
(criteria) were classified with the above six clustering techniques. The five potential flood
prone classes are 1) Very Low—value 1, 2) Low—value 2, 3) Moderate—value 3, 4) High—
value 4, 5) Very high—value 5.

4.5 Results — Discussion

Pairwise comparison application and analysis produced the relative weights of the study
factors. Table 4.9 presents these weights for both MCA methods (AHP and FAHP,
respectively) and shows that the most important factors are the Wetness Index followed
by the Curve Number (CN). Hence flood prone areas identification depends mainly on
these two factors. An important finding revealed from Table 4.9 is that in AHP all criteria
contribute in the estimation process whereas in FAHP some criteria with minor weights
are eliminated from the process. Consistency ratio of the pairwise comparison is 4.3 and
6.8 % for AHP and FAHP, respectively. An example of the spatial distribution of the applied
clustering methods in MCA is presented in Figure 4.9. This figure shows the final maps of
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AHP Group of Experts (1st approach), whereas Figure 4.10 shows the same approach for
FAHP application.

The majority of the clustering techniques demonstrates a similar spatially-distributed
pattern in the classes of potential flooded areas with an exception at lowlands for the first
approach and with differences in GMMC method for the second approach. The choice of
experts (group of experts or expert knowledge) seems to be insensitive to the MCA
methods in both approaches. The distribution of the classes of the derived flood prone
maps is presented in Table 4.10 for the two approaches and MCA methods using Expert
knowledge. The classes for all classification methods in the first approach are ranging
between 3.13 and 18.16 % and in the second are ranging from 5.17 to 24.53 % (Table
4.10).

Table 4.9. AHP and FAHP relative weights of the criteria and their consistency ratios.

Relative weights

Criteria and AHP G f FAHP G f
consistency  AHP Expert FOUP 0T L AHP Expert roup o
tios experts experts (median
ra Knowledge . Knowledge
(median value) value)
DEM 0.03 0.03 0 0
Slope 0.09 0.11 0.09 0.13
Aspect 0.02 0.02 0 0
Flow Ac. 0.14 0.15 0.18 0.19
HOFD 0.13 0.08 0.14 0.05
VOFD 0.05 0.07 0 0.03
TPI 0.07 0.08 0.02 0.06
WI 0.25 0.26 0.31 0.32
CN 0.2 0.17 0.26 0.22
MFI 0.02 0.03 0 0
CR 4.30% 4.30% 6.70% 6.80%
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Table 4.10. Percentage of flood prone areas classes of AHP and FAHP “Expert Knowledge”
for both approaches.

1st approach

Natural K-means K-means
:Z:I c;:::: Breaks euc. cit. FeM GMMc CLARA
AHP Expert Knowledge
Very Low 17.31 17.29 20.53 17.10 8.22 20.26
Low 33.25 32.24 27.48 31.88 25.18 27.43
Moderate 25.99 25.93 24.13 26.05 36.11 24.30
High 16.86 17.41 17.19 17.66 20.13 17.32
Very High 6.60 7.13 10.66 7.30 10.35 10.69
FAHP Expert Knowledge
Very Low 20.76 20.45 22.44 19.80 19.31 22.21
Low 34.05 32.19 27.47 32.07 15.89 27.19
Moderate 24.02 24.70 24.05 25.18 37.72 24.44
High 15.63 16.67 16.47 16.94 20.92 16.58
Very High 5.54 5.99 9.56 6.01 6.16 9.57
2nd approach

Natural K-means K-means
Flood prone Breaks euc. cit. FCM GMMC CLARA -
areas classes ) i ) ) CLARA

Natural K-means K-means FCM GMMC

Breaks euc. cit.
AHP Expert Knowledge
Very Low 19.54 18.60 19.87 16.36 14.70 18.81
Low 28.28 27.45 24.94 25.69 15.31 23.00
Moderate 23.62 23.79 22.42 25.98 46.27 21.74
High 20.76 22.18 21.34 22.07 0.00 21.16
Very High 7.80 7.99 11.44 9.90 23.73 15.29
FAHP Expert Knowledge
Very Low 21.09 23.08 21.77 21.10 14.53 29.46
Low 30.75 30.78 27.18 27.70 25.06 28.14
Moderate 25.93 25.23 24.23 25.59 36.63 22.54
High 15.18 14.27 18.19 16.15 9.79 12.33
Very High 7.05 6.64 8.64 9.46 13.99 7.53
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Figure 4.9. Final maps of AHP Group of Experts, 1st approach
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Figure 4.10. Final maps of FAHP Group of Experts, 1st approach

For validation of the produced flood prone area, based on the analysis of the flood
episode occurred in October 9th, 2006, the historical flood inundation data and flooded
area derived from hydrologic and hydraulic modelling were used (Papaioannou et al.,
2011) (Figure 4.2, Figure 4.3) (details for the hydraulic modelling are presented in Chapter
5). Figure 4.11 presents the comparison of all clustering methods for both approaches
and shows the contribution of each class on the validation flooded areas only. Flood
hazard degree based on the derived flood prone areas mapping shows that only three
hazard classes are participates in the validation area.
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Furthermore, it is observed that K-means cit. and CLARA techniques have the largest
contribution in the Very High class, in the first approach (Figure 4.11). In the 2nd approach
none of the methods consistently outperformed the other study methods. A general
remark is that AHP has larger agreements than FAHP in Very High hazard class (Figure
4.11) and the choice of the selected pairwise comparison tables (Expert knowledge or
Group of experts) is insensitive on the MCA methods. This finding demonstrates the
general application of the procedure and the minimization of subjectivity of MCA
methods. In the first approach all classification methods show similar patterns in the
estimation of flood prone areas. However, K-means cit. and CLARA have the highest
contribution percentage in Very High class (i.e. for AHP Expert knowledge 77.9 % and 78
%, respectively).

Finally, it is observed that in one case (first approach), the GMMC technique for FAHP
group of experts has larger differences in the classes’ distribution. This is probably due to
the convergence algorithm of GMMC method which gave different distribution patterns.
In general GMMC technique was the most unstable method for this case study and in
some cases even failed to create the desired number of classes. The comparisons
between the two different approaches showed that, using normalized data (criteria)
before the MCA application have better response to the component than the clustering
application. In general, at watershed scale, the two approaches present approximately 25
% discordant classes. In validation, flooded area was better represented using the first
approach. Finally, in the majority of the cases, Natural Breaks (Jenks) method had the
smallest contribution percentage in Very High class. Hence, caution and comparison with
other clustering techniques is recommended when only Jenks method is applied in
mapping purposes.
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Figure 4.11. Classes participation percentage on validation areas for all the examined
cases. a) 1%t approach, b) 2" approach

92

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

4.6 Concluding Remarks

Last decades, many researchers have examined the use of AHP, FAHP or GIS modelling
techniques for the estimation of flood-prone areas, flood hazard, flood risk and other
natural disasters (e.g. Meyer et al., 2009; Chen et al., 2011; Kourgialas et al., 2011;
Manfreda et al., 2011; Zou et al., 2013; Stefanidis and Stathis, 2013; Tehrany et al., 2013;
Chen et al., 2015; Hazarika et al., 2016). All of the above mentioned studies are using AHP
or FAHP or other techniques. An important remark from the selected studies is that the
selection of the criteria is based usually on literature review and/or on the authors’ choice
according to the respective study area. The majority of this studies specify the flood
hazard of each criterion using fixed classes for each criterion (e.g. DEM flood hazard
classes: Very High “Om-50m” , High “50-100”, Medium “100-150”, Low “150-200”, Very
Low “200-250"). The separation of these classes depends on the knowledge of the specific
study area and/or literature reviews and/or specific classification approach. Another
notable remark is that many of the selected studies have classified the criteria in a
specified number of flood hazard classes at the beginning and before the application of
merging (Boolean algebra) were the final flood prone area map is produced. Moreover,
some of the selected studies have used specified weights, according to literature review,
for each criterion.

In this study an objective GIS-based spatial multi-criteria evaluation component has been
applied at catchment scale and could be used in decision making for flood prone area
assessment. The methodology is based on limited data and information with minimum
subjectivity in multicriteria analysis. The selection of the criteria is based on literature
review and on preliminary criteria analysis using Pearson correlation coefficient.
Furthermore, it incorporates expert opinion and knowledge on the criteria and their
weights, and provides a component for helping the decision maker through multi-criteria
combination problems. Several sensitivity analysis test has been conducted in order to
highlight the optimum component configuration. The main results obtained from the
methodology against historical flood events and flood inundation modelling verified the
credibility of the method. In the two study approaches, AHP has a better response than
FAHP, is independent on the choice of the selected pairwise comparison tables (Expert
knowledge or Group of experts) and is insensitive to the MCA methods. All previous
studies have used only one MCA method either AHP or FAHP and thus, no comparison
could be made with the results of the present study. The first approach, in which all
criteria have been normalized at the beginning of the process and the flood hazards
classes estimated after the criteria merging process using Boolean algebra, gave better
results than the second approach, in which the criteria classified in classes at the
beginning and after the Boolean algebra merging classified into flood hazard classes. This
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result shows that the estimation of the flood prone areas can be optimized by using the
same range value for all criteria and make feasible the general applicability of the
component. In addition, the majority of clustering techniques is giving a similar spatial
pattern in the classes of potential flooded areas with an exception at lowlands where two
clustering techniques have better response (K-means cit. and CLARA) (Figure 4.9, Figure
4.10 and Figure 4.11). Most of the previous studies are using the Jenks’ Natural Breaks
method because it is the typical approach provided in the majority of the GIS packages or
the classification is achieved using standard tables of flood hazard classification. In this
study the Jenks’ Natural Breaks method provided the smallest contribution percentage in
Very High Flood Hazard class among the other tested clustering techniques. Moreover,
the use of K-means cit. and CLARA clustering approaches provided better estimations of
the flood hazard classes at lowlands where the flood prone areas are likely to exist. The
sensitivity analysis using different clustering techniques proved that the selection of a
clustering technique may provide an important improvement to the results. This results
indicate the general application of the procedure and the minimization of subjectivity of
MCA methods.
Application of the proposed component in Xerias Watershed showed that multiple MCA
techniques should be taken into account in initial low-cost detection surveys of flood-
prone areas. Furthermore, the use of multiple clustering techniques is necessary in
preliminary analysis of flood risk mapping where observed flood inundation areas have
been estimated in order to not only simulate the flood-prone areas but also to evaluate
their associated flood hazard degree. The integration of spatial data and application of
GIS-based multi-criteria evaluation procedures could provide a superior database and
guide map for decision makers in order to produce potential flood prone areas maps. The
employed component could be applied in flood hazard estimation at areas with limited
available information, and/or in areas where preliminary flood hazard evaluation is
required for flood mapping purposes using hydrologic and hydraulic modelling.
The proposed component in its current form can be used only for flood hazard estimation.
The simulation using a hydraulic-hydrodynamic model is mandatory for accurate
investigation of the flood extent.
Finally, the optimum combination of the tested methodologies that is proposed for flood
prone areas recognition is the use of the fist approach with the following configurations:

e Production of the following criteria according to the proposed guides: 1) DEM, 2)

Slope, 3) Aspect, 4) Flow Ac., 5) HOFD, 6) VOFD, 7) TPI, 8) WI, 9) CN, 10) MFI.
e Normalization of all criteria with min-max methodology at the beginning of the
entire process.
e Implementation of AHP technique using CR evaluation metric.
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e Application of Boolean algebra in GIS environment using the AHP derived weights
from the previous step.

e (lassification of the produced maps from the previous step using the K-mean
clustering technique with “cityblock” distance configuration. Five hazards classes
should be selected in the clustering procedure.

e Generate the final flood prone areas maps

The proposed component could be further investigated. Possible areas of investigation
are:

e Application/verification of the proposed component to other river watersheds.

e Application/verification of the proposed component in a study area were the flood
extent can be produced with the use of remote sensing techniques.

e Investigation of other MCA techniques (e.g. rough number theory in MCA
analysis).

Perform an uncertainty analysis on final results of the methodology due to the ariability
of the results of AHP for the Group of Experts. This analysis could be achieved by fitting
probability distributions on the responses of the experts for each criterion and performing
Monte Carlo simulations by checking the sum of weights (it should be equal to 1).
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CHAPTER 5°
SENSITIVITY ANALYSIS COMPONENT

5 Sensitivity analysis component

5.1 Introduction

The hazardous effect of the extreme flood events occurred in the last decades motivated
several researchers for further investigation of the floodplain dynamics, as well as their
feedbacks, and the role of hydrological/hydraulic variables (e.g., flood hydrograph,
roughness coefficient, river and riverine terrain spatial resolution, DEM accuracy, etc.) in
flood risk management and mapping (e.g. Bates and De Roo, 2000; Horritt and Bates,
2002; Pappenberger et al., 2005; Dutta et al., 2007; Apel et al., 2009; Neal et al., 2010;
Grimaldi et al., 2013; Kourgialas and Karatzas, 2014; Dimitriadis et al., 2016; Bellos and
Tsakiris, 2016; Teng et al., 2017; Altenau et al., 2017). Despite the increasing studies in
the field, rapid and accurate flood modelling and mapping remains a substantial challenge
in hydraulic and hydrologic researches. This is due to the nature of the flooding process
that is chaotic and complex.

Another important fact that supports the ongoing investigation on flood inundation
modelling is the uncertainty introduced by the high number of input parameters (e.g.,
DEM spatial resolution and accuracy, roughness coefficient etc.), the severe lack of data
in some cases (ungauged catchments), the hydraulic-hydrodynamic modelling approach
selection and the parameterization process used in flood inundation modelling (Merz and
Thieken, 2005; Neelz and Pender, 2009, 2010, 2013; Freer et al., 2013). However, most
of the studies mentioned above pay attention at a certain type of models or specific
modelling types such as 2D hydraulic-hydrodynamic models, or at shock capturing
schemes or study areas with sufficient amount of data. Furthermore, with the new
technological advances in computer sciences and informatics the evolution of several
hydraulic-hydrodynamic modelling packages has resulted in great improvements in them,
while other modelling packages have been surpassed or even discontinued.

One of the main purposes of this study is to address the sensitivity of different hydraulic-
hydrodynamic modelling approaches in combination with several types of river and
riparian areas spatial resolutions on floodplain mapping and flood inundation modelling
at ungauged watersheds. The first part of the analysis (preliminary analysis) examines
four different types of riverine geomorphology: a) Digital Terrain Model (DTM) created
from TLS data, b) Digital Surface Model (DSM) created from TLS data, c) topographic land
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survey data and d) typical digitized contours from 1:5000 scale topographic maps.
Modelling of the stream flow has been approached by the implementation of the
following models: HEC-RAS 1D, MIKE11 (interpolated cross sections, DEM compilation),
MIKE21 HD (Grid-based), MIKE21 HD FM (Flexible mesh), MIKE11/MIKE21 HD (Grid-
based) and MIKE11/MIKE21 HD FM (Flexible mesh) through MIKE FLOOD platform. The
second part of the analysis examines the sensitivity derived only by the modelling
approaches using the riverine geomorphology created by TLS data (DTM). The models
used in this analysis are: a) One dimension (1D) hydraulic models: HEC-RAS 1D, LISFLOOD
(kinematic and diffusive wave approximation), MIKE11 (interpolated cross sections and
DEM compilation approach), XPSTORM; b) Two dimension hydraulic models: HEC-RAS 2D,
LISFLOOD, MIKE21 (Grid-based and Flexible mesh), XPSTORM, FLO2D; c) Coupled (1D/2D)
hydraulic models: HEC-RAS, MIKEFLOOD (Grid-based and Flexible mesh), XPSTORM. In the
analysis, standard hydrological methods for ungauged watersheds have been used for
both the hydrograph and the flood peak estimation. The validation process consisted of
2x2 contingency tables that compare the simulated flooded area and the observed
flooded area based on the historical extreme flash flood event of October 9t", 2006. The
simulated flooded area was derived from combinations of the study hydrodynamic
models at several riverine configurations and DEMs derived by various
methods/measurements.

5.2 Study Event and Area

In October 09/10/2006, the city of Volos in Magnesia, Greece, was severely affected by
an extreme flash flood event. That day, several types of the local infrastructure,
transportation networks, and agricultural areas were damaged by the destructive power
of the flood. The return period of the specific flood event is estimated to approximately
100 years according to previous analysis of Intensity-Duration-Frequency curves in the
wider region. Xerias watershed is characterized by a lack of data (ungauged watershed).
Thus, Clark Instantaneous Unit Hydrograph (CIUH) was used for the estimation of the
2006 extreme flash flood event hydrograph. In the preliminary part, calibration of the
model parameters (roughness coefficient) and validation of the CIUH were based on post-
flood analysis using watermarks. In the second part of the analysis, a deterministic
parameter calibration has been performed to obtain the optimized values of model
parameters (e.g. roughness coefficient). Finally, the flood extent of the specific event
(Figure 5.1), was estimated with the use of historical data and records, such as a) flood
records from newspapers, b) records collected from several authorities, c) local
interviews and testimonies of flood victims. Further details on the study event and area
can be found in Chapter 2.
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Figure 5.1. The study watershed of Xerias and the flood routing stream reach with the
historical flood inundation area used for validation of the component.

99

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

5.3 Modelling approaches

All EU member states are obligated by the EU Directive on floods (2007/60) to produce
and update their flood maps using the most efficient and suitable tools for floodplain
modelling and mapping. A typical choice when it comes to the selection of hydraulic
modelling approach is the 1D-models for reasons of simplicity, efficiency, availability (i.e.
existence of open source and freeware software) and the small computational time
(Tsakiris, 2014).

Nonetheless, the effectiveness of the 1D-modelling approach may be decreased creating
inaccurate flood maps when complex river topography is examined. Therefore, the
investigation and selection of the most appropriate modelling approach are mandatory
in flood modelling and mapping of areas with complex river and riverine terrain.

One dimension (1D) hydraulic models

e HEC-RAS model.

HEC-RAS hydraulic hydrodynamic model is one of the most acknowledged and applied
one-dimensional (1D) models worldwidely. HEC-RAS was developed by the Hydrologic
Engineering Center (HEC) of United States Army Corps of Engineers (USACE) (Brunner,
2016a). HEC-RAS model is associated with numerous studies on floodplain modelling and
mapping (e.g. Pappenberger et al., 2005; Kunzler et al., 2012; Gain et al., 2015). In many
of these studies, the choice of HEC-RAS was mainly based on the fact that the model can
simulate the flow over a plethora of hydraulic structures with standard or irregular shape
(culverts, weirs, road overtopping, etc). A significant advantage of HEC-RAS is the ease is
assessing both steady and unsteady flow conditions in the river channel, floodplain, and
riparian areas.

Below follows a presentation of both steady and unsteady flow conditions equations.

a) 1D Steady Flow
The one-dimensional (1D) steady flow water surface solver is founded on the one-

dimensional energy equation (Figure 5.2):
a,V? a, V2

Z,+ Y, + + h, (5.1)
Where Z;, Z; are the elevation of the main channel inverts; Y3, Y, are the water depth at
cross sections; V1,V> are mean velocities (total discharge/ total flow area); a;,a2 are the
velocity weighting coefficients; g is the gravitational acceleration and; he is energy head
loss (Brunner, 2016a).
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Figure 5.2. Energy equation parameters representation (Source: Brunner, 2016a)

The equation of the energy head loss (he) takes into account the friction losses and
comparison or expansion losses that occur between two cross sections and is expressed
as:

a, Vi  a,V{

29 29

where Lq is the discharge-weighted reach length; S¢ is the representative friction slope
between two sections and; C is the expansion or contraction loss coefficient (by default
the contranction value is 0.3 and the expansion value is 0.1).

According to the discharge, the average weighted distance between two successive cross-

sections L is calculated according to the following equation:
Ldl — Llob Ql(ib + Lciiéch +_Lr0b Qrob (5'3)
Qlob + Qch + Qrob

where Liop,Len, Lrop are the cross section reach lengths specified for flow in the left
overbank, main channel, and right overbank, respectively.

In order to determine the cross section velocity and total conveyance, HEC-RAS uses a
subdivision technique to split the flow into units where the velocity has a uniform
distribution. Thus, the process of subdivision technique includes the flow separation in
the overbank areas with the use of the n-value breakpoints that are defined by the user
for each cross section (points where the n-value change) (Figure 5.3).
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Figure 5.3. Default Conveyance Subdivision method, HEC-RAS (Source: Brunner, 2016a)

The conveyance is estimated for each subdivision using the Manning’s equation (English

units):
Q =KS}/? (5.4)
1.486
K= AR?/3 (5.5)
n

where K is the conveyance for subdivision; n is the Manning's roughness coefficient for
subdivision; A is the flow area for subdivision; R is the hydraulic radius for subdivision
(area / wetted perimeter) and; Sy is the slope of the energy gradeline.

Finally, all the incremental conveyances in the overbanks are summed in order to obtain
a conveyance for the left and the right overbank. The conveyance of the main channel is
estimated as a single conveyance element. The summation of the three conveyances
(right, channel, left) gives the total conveyance for each cross section.

b) 1D Unsteady Flow
The solver of the unsteady state conditions is based on the full, dynamic, 1-D Saint Venant

Equation (Brunner, 2016a). Figure 5.4 shows the interaction between the floodplain and
the channel flows by illustrating the two-dimensional characteristics of the flow. With the
rise of the water depth, the flow is transferred aside from the main channel resulting in
the inundation of the floodplain and the filling of the setup storage areas. With the rise
of the water depth, the floodplain starts to transfer the water downstream. This flow
usually follows a shorter path in comparison to the main channel. As soon as the stream
stage starts to decrease, the supplement water starts to move from the overbank to the
main channel (Brunner, 2016a).
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Figure 5.4. Floodplain and main channel flows (Source: Brunner, 2016a)

The fact that the main flow direction is aligned along the channel has a result of an
accurate approximation of the two-dimensional flow field by a one-dimensional
representation. The ponding areas observed outside of the main channel can be
simulated as storage areas where the channel and the storage area interact (water is
moving from the channel to the storage area and back forward). The overbank flow can
be estimated as flow from a different river network (Brunner, 2016a).

The presented floodplain/channel complication has been met with a plethora of
solutions. A typical approach is to totally neglect the overbank conveyance by assuming
that the overbank operates as storage. In cases where the channel is restrained by levees
and the floodplain operates as a storage area or is covered with dense vegetation, the
proposed assumption can be suitable, especially for large rivers (e.g.,. Mississippi River).
In the late 70s, Fread (1976) and Smith (1978) solved the problem with the division of the
entire system in two different channels. They assessed the momentum and continuity
equations for each channel. The problem was simplified using the assumption that at each
cross section the horizontal water surface is regular to the flow direction; such that the
momentum exchange among the floodplain and the channel was insignificant and the
distribution of the discharge follows the conveyance, i.e. (Brunner, 2016a):

Qc = 9Q (5.6)

where Qcis the channel flow; Q is the total flow; ¢ = K/( Kc + K¢) ; Kc is the channel
conveyance and; Kris the floodplain conveyance.

With the use of the above-mentioned assumptions, the one-dimensional equations of
motion are merged into the following single set (Brunner, 2016a):
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In Equations (5.7) and (5.8), the full expression of the 1D Saint Venant equations has been
taken into account (i.e. the estimation of the flood wave propagation is based on the
dynamic wave solution). The differential equations (5.7) and (5.8) solution is achieved
with the use of the indirect scheme of finite difference (Box Scheme). The graphical
illustration of the Box Scheme is presented in Figure 5.5.

Figure 5.5. Common graph of finite difference cell (Source: Brunner, 2016a)

e MIKE11l model.

The MIKE 11 software that has been developed by the Danish Hydraulic Institute (DHI) is
a one-dimensional hydraulic-hydrodynamic model. The unsteady flow simulation of
streams and floodplains is accomplished with the use of an implicit, finite difference
scheme. An essential feature of the model is the availability to use several hydraulic
structures (culverts, weirs, road overtopping, etc.) in a flow routing analysis (DHI, 2014a).
MIKE 11 is a worldwidely acknowledged 1D hydraulic-hydrodynamic model for floodplain
modelling and mapping. In the literature, many studies indicate the extent of use of the
MIKE 11 model. (e.g. Ahmed, 2010; Yazdi et al., 2012; Kourgialas and Karatzas, 2012; Jena
et al., 2016; Papaioannou et. al, 2016; Gu et al., 2016; Duc Tran et al., 2017).

MIKE 11 uses the well-known “Saint Venant” equations where the vertically integrated
equations of conservation of volume and momentum are solved with the fully dynamic

104

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

description (fully dynamic shallow water flow equations). For the solution of ‘Saint
Venant’ equations, MIKE11 software assumes the following: (DHI, 2014a):
= the water conditions characterized by homogeneity and incompressibility, i.e. the
variations of density are assumed insignificant.
= the gradient of the river bottom is small
= the water depth is small in comparison to the wave lengths. With this assumption
is ensured the flow direction can be parallel to the river bottom, i.e. vertical
acceleration may be ignored and can be assumed a hydrostatic pressure
fluctuation along the vertical one.
= the flow is subcritical

The first transformation of “Saint Venant” Equations regarding the conservation of mass
and the momentum conservation respectively are (DHI, 2014a):

d(Hb)  A(HbW)
at  ox

(5.9)

o(Hbu) o(aHbu? dh
(Hb®) _ 3(aHbT®)

oh 5.10
ot ox 9 ox (5.10)

where H is the depth; b is the width; i is the average velocity along the vertical and; a’
is the distribution coefficient of vertical velocity.

The integration of equations (5.9) and (5.10) aims to describe the flow through cross-
sections of any shape (even irregular). This is achieved by the division of the entire cross
section to multipart sets of rectangular cross sections (Figure 5.6).

7

7

Figure 5.6. Cross-section divided into a series of rectangular channels (Source: DHI, 2014a)
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The final transformed “Saint Venant” Equations for the conservation of momentum and
mass that include the hydraulic resistance are respectively (DHI, 2014a):

0Q 0A
P T 5.11
ax Tar 1 (511}
QZ
aﬁ{.@.}. A%_}_gQIQl =0 (5.12)
0x 0x g dx CZ?AR

where Q is the discharge (m3/s); A is the flow area (m?); q is the lateral inflow (m?/s); h is
the stage above datum (m); n is Manning’s coefficient (m/2/s); R is the hydraulic radius
(m); y is the momentum distribution coefficient; g is the acceleration due to gravity
(9.81m?/s); x is the longitudinal distance in the direction of the flow (m) and; t is the
elapsed time (s).

In the following text, there is an outline of the process of the equation solver at each time
step. Each model level (kinematic, diffusive, dynamic) uses the same solution method.
The transformation of Equations (5.11) and (5.12) to an implicit finite difference
equations set is executed on a computational grid where Q- and h-points are altered, i.e.
in Figure 5.7 can be seen the computation process for each time step where the discharge,
Q and water level h, are calculated respectively. Based on the user demands, the model
generates the computational grid automatically. The Q-points have a standard positioning
in the midway among neighboring h-points, while h-points distance may vary (Abbott and
lonescu, 1967). Discharge is defined as positive in the positive x-direction (increasing
chainage). The numerical scheme used in MIKE11 implementation consists of a 6-point
Abbott-scheme and can be seen in Figure 5.8.

i o //

-

22,007

Figure 5.7. Channel section with computational grid (Source: DHI, 2014a)
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Figure 5.8. Centred 6-point Abbott scheme (Source: DHI, 2014a)

e XPSTORM model.

XPSTORM is another model that can be used for hydraulic-hydrodynamic simulations and
has been applied for flood modelling and mapping. XPSTORM hydraulics engine also
solves the well-known “Saint Venant” equations where the vertically integrated equations
of conservation of volume and momentum are solved with the fully dynamic description
(fully dynamic shallow water flow equations) (Akram et al., 2014; XPSTORM, 2017a). The
fully dynamic shallow water equations are similar/the same as in HEC-RAS 1D and
MIKE11. The model can simulate accurately backwater effects, flow reversal, surcharging,
pressure flow, tidal outfalls, and interconnected ponds. The modelling of looped
networks, multiple outfalls, and accounts for storage in conduits are also allowed. Finally,
the 1D solver platform is based on the EPA SWMM engine, but various proprietary
enhancements have been applied in its present form (XPSTORM, 2017b).

Two-dimensional (2D) hydraulic models

e MIKE21 model
MIKE 21 is a widely used two-dimensional hydrodynamic model with many applications
in floodplain modelling and mapping (e.g. Karim et al., 2015; Teng et al., 2015; Ticehurst
etal., 2015; Liu and Lim, 2017). MIKE 21 was also developed by Danish Hydraulic Institute.
A favorable feature that the model provides is the selection of two diverse terrain setups:
i) rectangular grid (MIKE21 HD), ii) flexible mesh elements (MIKE 21 HD FM). Furthermore,
the model has the ability to use several hydraulic structures (culverts, weirs, road
overtopping, etc) in the flow simulation process. Independent of the terrain setup
selection, the main solver core of the MIKE 21 hydrodynamic module is based on the
numerical solution of the two-dimensional shallow water equations (DHI, 2014b). Below,
is a detailed presentation of the three-dimensional incompressible Reynolds-averaged
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Navier-Stokes equations that the model uses, subject to the assumptions of Boussinesq
on hydrostatic pressure. The basic equations of the solver are the local continuity
equation and the two horizontal momentum equations for the x- and y-component,
respectively (DHI, 2014c):

AL (5.13)
ox dy 0z '
ou 0du® OJvu OJwu d 10 "9
adt Jdx  0dy 0z ox po 0x polJ, Ox
(5.14)
1 [0syx O0Sxy d ou
_poh( o + 3y + +Fu+&(vt£>+u55
ov 0v? Ouv Owv d 10 "9
fv Ov Bw owy . 00 10p._g ("0,
Jdt dy  Ox 0z 0y po 0y pol, 0y
(5.15)

1 (0sy, 0sy, d ov
_p0h<ax + 3y + +Fv+£(vt£)+v55

where t is the time; x, y and z are the Cartesian co-ordinates; n is the surface elevation; d
is the still water depth; h = n + d; is the total water depth; u, v and w are the velocity
components in the x, y and z direction; g is the gravitational acceleration; p is the density
of water; f = 2Qsin¢ is the Coriolis parameter (Q is the angular rate of revolution and ¢
the geographic latitude); sx,Sxy ,Syx ,and s,y are components of the radiation stress tensor;
vt is the vertical turbulent (or eddy) viscosity; pa is the atmospheric pressure; po is the
reference density of water; S is the magnitude of the discharge due to point sources and;
Us, Vs is the velocity by which the water is discharged into the ambient water; F, and F, are
the horizontal stress terms described using a gradient-stress relation which is simplified
to (DHI, 2014c):

Fo= (2428 4 2 (a( 42 (5.16)
2= (3) o5\ ) -

g =2 A<6u+6v> + 2 <2Aav) (5.17)
v ox dy Ox dy dy '

where A is the horizontal eddy viscosity.
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a) MIKE 21 Hydrodynamic Module (Grid-based- Single grid) (DHI 2014d,e)
The Hydrodynamic Module (HD) of MIKE 21 converts, in the space-time domain, the
equations of mass and momentum (continuity) by integrating them with the Alternating
Direction Implicit (ADI) methodology (DHI, 2014d). The Double Sweep (DS) algorithm is
used to solve the equation matrices calculated for each direction and each individual grid
line. Figure 5.9 shows the expression of different terms (basic equations of the solver) on
a staggered grid in x, y-space (DHI, 2014e).

e+ 1—

$

-

> >
A A )k A ey
hik
k —e e >—
Y Pj-1,k Pik
A A 9j k-1 A
AL SRR (RN G
j-1 j j+1
AX
Lx 4_.'

Figure 5.9. Difference Grid in x,y-space (source: DHI, 2014e)

An illustration of the time centering of the three top equations of MIKE 21 HD can be seen
in Figure 5.10 (DHI, 2014e).

n+3/2 —
n+1 -
1 - R —_——t——_—y————— I——— ———+——- Time centre
oo
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g P q g P q
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Figure 5.10. Time Centering (source: DHI, 2014e)
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One-dimensional sweep is used during the process of solving the equation by alternating
between x and y directions. The selection of the "side-feeding" technique (Figure 5.11) is
the optimum estimation methodology that avoids further iterations (DHI, 2014e).

first x-solution on
< this grid line

¥
<4— second x-solution
¥

«— etc -«— etc
k 4
-« s:-cond x-solution
T «— first x-solution on
— this grid line
- I y)
e s ——
“down” sweep at “up” sweep at
time step n time step n+1

Figure 5.11. Side-feeding technique (source: DHI, 2014e)

b) MIKE 21 Hydrodynamic Module FM (Flexible mesh)

A cell-centered finite volume method is used for the spatial discretization of the original
equations (DHI, 2014b). The discretization of the spatial domain is achieved with the
subdivision of the continuum into non-overlapping cells/elements. The elements shape,
in the horizontal plane of an unstructured grid, can be either triangular or quadrilateral.
The model allows for two different approaches in spatial domain discretization: 1) Simple
bathymetry adjustment approach (Figure 5.12) and, 2) Advanced bathymetry adjustment
approach (Figure 5.13) (DHI, 2014c). The solver is based on Roe’s scheme (Roe, 1981) that
computes the convective fluxes. With the use of this approximation of Riemann solver,
the discontinuous solutions are possible to be handled (DHI, 2014b).
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Figure 5.12. Simple bathymetry adjustment approach (source: DHI, 2014c)
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Figure 5.13. Advanced bathymetry adjustment approach (source: DHI, 2014c)

e HECRAS model
HEC-RAS 2D solves the full 2D Saint Venant equations or the 2D diffusive wave equations.
A simplified version of Navier-Stokes equations is the Shallow Water equations. In order
to approximate the turbulent motion using eddy’s viscosity the following assumptions
are: a) Reynolds averaged equation is used, b) the flow is incompressible, c) the density
and the hydrostatic pressure are uniform and d) the horizontal length scale is bigger than
the vertical length scale. Thus, the implementation of these assumptions to the Navier-
Stokes equations results to small vertical velocity and hydrostatic pressure (Brunner,
2016a) and, also, to the differential form of Shallow Water equations.
In some shallow flows the main terms of momentum equations are the barotropic
pressure gradient (gravity) term and the bottom friction terms. In these cases, the
unsteady, advection, and viscous terms can be neglected resulting to the transformation
of the momentum equation to a two dimensional form of the Diffusion Wave
Approximation. The combination of mass conservation with the two dimensional form of
the Diffusion Wave Approximation results to the Diffusive Wave Approximation of the
Shallow Water (DSW) equations. In addition, the sub-grid bathymetry approach is used in
HEC-RAS 2D modelling (Brunner, 2016a).
The discretization of the mass conservation equation is achieved with the use of a finite
volume technique. Each grid cell includes information (e.g. hydraulic radius, volume and
cross sectional area) and can be computed using the bathymetry in a pre-processing step
(Casulli, 2009). In the mathematical equations below, the bottom surface elevation is
given by z(x,y); the water depth is h(x,y,t); and the water surface elevation is (Brunner,
2016a):

H(x,y,t) = z(x,y) + h(x,y,t) (5.18)

111

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

Using assumption b, the continuity equation is expressed as:

oH 0d(h a(h
OH  9(hw) o(hv)
Jt 0x dy

q=20 (5.19)

where tis time; uand v are the velocity components in the x- and y- direction respectively;
and g is a source/sink flux term.

Combining the previously mentioned assumptions (assumptions a,b,c,d) results to small
vertical velocity and to an almost hydrostatic pressure. A vertically-averaged version of
the momentum equation is suitable if the baroclinic pressure gradients (variable density)
are absent, strong wind forcing exists and the pressure is non-hydrostatic. Under these
conditions, the terms of Vertical velocity and vertical derivative can be omitted and the
shallow water equations can be obtained. Therefore, the momentum equations are
expressed as follows (Brunner, 2016a):

ou N ou N ou o0H N 0%u N 0%u N (5.20)
ot TVt Ve T 9 U g tayz) Tt '
ov ov N v 0H kLY N kLY N (5.21)
ot T Yax T Ve T 9o TG T oy ) TVt '

Where u and v are the velocities in the Cartesian directions; g is the gravitational
acceleration; v: is the horizontal eddy viscosity coefficient; cs is the bottom friction
coefficient; and f is the Coriolis parameter.

Diffusion Wave Approximation of the Shallow Water Equations

With the use of extra constrains on the physics of the flow, the barotropic pressure
gradient and bottom friction can be related using the diffusion wave form of the
momentum equation. This leads to the Diffusion Wave Approximation of the Shallow
Water Equations which is a very useful relation due to its simplicity (Brunner, 2016a). A
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convenient denotation is that the hydraulic radius and the face cross section areas can be
expressed as a function of the water surface elevation H, so R= R(H), A=A(H).

Diffusion-Wave Form of the Momentum Equation.

The Shallow water momentum equation can be simplified, in cases where shallow
frictional and gravity controlled flow conditions exist, by disregarding the terms of
unsteady, advection, turbulence and Coriolis. Thus, the flow movement is driven by the
barotropic pressure gradient balanced by bottom friction. The simplification of the
momentum equation results to the typical Diffusion-Wave form of the Momentum

Equation (Brunner, 2016a):

(R’ wH

n |VH|1/2

|4 (5.22)

where Vis the velocity vector; R is the hydraulic radius; H is the surface elevation gradient;
and n is the empirically derived Manning’s n.

Diffusion-wave approximation of the Shallow Water Equations.

The determination of velocity by a balance between barotropic pressure gradient and
bottom friction can lead to the use of the Diffusion Wave form of the Momentum
equation (5.22) instead of the full momentum equation and the corresponding system of
equations. Finally, the substitution of Diffusion Wave equation (5.22) in the mass
conservation equation (vector form) generates the typical differential form of the
Diffusion Wave Approximation of the Shallow Water (DSW) equation (Brunner, 2016a):

0H
E—V-,BVH+q=O (5.23)

_ (re)*”
where f = A VHIT2

e LISFLOOD model (quasi 2D approach).
LISFLOOD-FP (bristol.ac.uk) developed by University of Bristol (LISFLOOD-FP, 2017) is a
raster-based model (quasi-2d) that examines both steady and unsteady flow conditions
(Dimitriadis et al., 2016). The two-dimensional base model uses the equation of continuity
of mass in each cell and the equation of continuity of momentum between cells. Even
though the two-dimensional base model is applied in two dimensions, the one-
dimensional momentum equation is implemented across each face of each grid cell so
that the fluxes through each cell face are separated from each other (Neal et al., 2012).
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Thus, the two-dimensional base model represents 2-D dynamic flow fields on the
floodplain. Figure 5.14a presents the conceptual diagram of the two-dimensional base
model LISFLOOD-FP. The main assumption of this model is that the flow among two cells
is a function of the free surface height difference among those cells (LISFLOOD-FP, 2017):

i i-1j _ bj Li-1 _ Abj
dh"’ _ Q, x TQy y

(5.24)
dt AxAy
. h5/3 i-1,j _ pij 1/2
W= f;:W(h — i ) Ay (5.25)

where h;; is the water free surface height at the node (ij); Dx and Dy are the cell
dimensions; n is the effective grid scale Manning’s friction coefficient for the floodplain;
Qx and Qy describe the volumetric flow rates between floodplain cells (Qy is defined
analogously to Qx); hsow (flow depth) represents the depth through which water can flow
between two cells. The parameter hsow is estimated by subtracting the highest bed
elevation from the highest water free surface among the two cells (LISFLOOD-FP, 2017).

A modification of the Two-Dimensional Model is the Subgrid Channel Two-Dimensional
Model. The main changes adapted in the Subgrid Channel Two-Dimensional Model are:
1) the model can represent (or simulate) the river channel at any size lower than the
represented grid resolution and 2) hydraulic geometry theory is used for the estimation
of the unknown channel depth from observable variables (e.g. bank elevation and channel
width) (Neal et al., 2012). Using the subgrid approach, the channel is represented as a
feature within the 2D grid structure.

An approximation of one-dimensional St. Vernant equation is used (without advection).
The Subgrid Channel Two-Dimensional Model can calculate the merged flow of water
within each cell. This flow contains both the channel flow and the related across the
adjacent floodplain flow. Figure 5.14b,c shows the subgrid channels model and an
example of a subgrid section respectively.

114

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

Figure 5.14. Conceptual diagram of (a) LISFLOOD-FP base model, (b) subgrid channels
model, and (c) subgrid section (source: Neal et al., 2012).

e XPSTORM model. XPSTORM

XPSTORM is another model that is used for two dimensional hydraulic-hydrodynamic
simulations and has been applied for flood modelling and mapping. The two dimensional
XPSTORM hydraulics engine solves the depth averaged 2D shallow water equations
(SWE). The computational solver is based on the alternating direction implicit (ADI) finite
difference methodology (Stelling, 1983). The derivation of SWE is based on the
assumptions that the vertical acceleration is insignificant and the horizontal velocity is
vertically uniform. This hypothesis is valid when the value of wave length if much bigger
than the water depth. In the 2D mass continuity differential equation, X momentum
conservation and Y momentum conservation equations are presented respectively (XP2d,
2017):

a¢ N d(Hu) N d(Hv) _ 0

— 5.26
at 0x dy ( )
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where {is the water surface elevation; u and v are the depth average velocity components
in X and Y directions; H is the water depth; t is time; x and y are the distances in Xand Y
directions respectively; ¢y is the Coriolis force coefficient; n is the Manning’s n roughness
coefficient; fi is the energy loss coefficient; u is the horizontal diffusion of momentum
coefficient; p is the atmospheric pressure; p is the water density and; Fx and F, are the
sum of components of external forces in X and Y directions respectively.

e FLO2D model. FLO2D
FLO2D is another raster-based model (quasi-2d) that, although the model is applied in
two dimensions, the one-dimensional mass continuity and momentum conservation
equations are implemented using an explicit central finite difference scheme (Dimitriadis
et al., 2016). The mass continuity and momentum conservation equations that FLO2D
uses are expressed respectively (Flo-2d, 2017):

oh 0ohV
o — 5.29
py + praal (5.29)

Sf = SO _______ (530)

where h is the flow depth; V is the depth-averaged velocity in one of the eight flow
directions x; i is the excess rainfall intensity; Sy is the friction slope component; Sp is the
bed slope.

Despite the fact that the FLO2D solver has the ability to simulate flow movement in multi-
directions, for the floodplain flow simulation, it computes the average flow velocity at one
direction at a time across the grid element boundary. The total possible flow directions
are eight: north, east, south, west, northeast, southeast, southwest and northwest (Flo-
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2d, 2017). The average flow velocity is computed independently across each one of eight
potential flow directions (Dimitriadis et al., 2016).

Coupled one/two (1D/2D) dimensional hydraulic models

e MIKE FLOOD (MIKE11/MIKE21).

The coupling platform, developed by Danish Hydraulic Institute, which combines the two-
dimensional model MIKE 21 and the one-dimensional model MIKE 11 in a single
environment is MIKE FLOOD. The process of coupling between MIKE 21 and MIKE11 is
accomplished using the following linkage options: 1) Standard Link, 2) Lateral Link, 3)
Structure Link, 4) Side Structures Link and 5) Zero Flow links (XFlow=0 and YFlow=0) (DHI,
2014f). Many studies have demonstrated the MIKEFLOOD model applicability in flood
modelling and mapping (e.g. Chen et al., 2012; Wen et al., 2013; Samantaray et al., 2015;
Vozinaki et al., 2015). Details about Mike 21 and Mike 11 solvers can be found in the
previous paragraphs of subchapter 5.3 (Chapter 5). MIKE 11 is generally used for the
simulation of flow inside the river channel and MIKE 21 (Gird based or Triangular mesh
based) is used for floodplain flow simulation.

e HEC-RAS model.

A typical combination of coupled 1D/2D flood modelling applications is the use of HECRAS
1D solver in the river channel and the HECRAS 2D solver in the floodplain. The linkage of
the different solver schemes can be established with the use of 1) Lateral structures
(weirs), 2) Directly connecting an upstream river reach to a downstream 2D flow area, 3)
Directly connecting an upstream 2D flow area to a downstream river reach. Details about
HECRAS 1D and HECRAS 2D solvers can be found in the previous paragraphs of subchapter
5.3 (Chapter 5).

e XPSTORM model.
XPSTORM 1D solver is applied in the river channel and XPSTORM 2D solver is applied in
the floodplain. The linkage of the different solver schemes is established by carving a 1D
network through a 2D domain (Syme, 1991). Details about XPSTORM 1D and XPSTORM
2D solvers can be found in the previous paragraphs of subchapter 5.3 (Chapter 5).

e LISFLOOD model.
The two-dimensional base model is used in the floodplain analysis while the hydraulic-
hydrodynamic simulation of the main river is achieved with the use of either Diffusion or
Kinematic wave solver. Details about LISFLOOD 2D solvers can be found in the previous
paragraphs of subchapter 5.3 (Chapter 5). The linkage of the different solver schemes is
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established using the diffusive wave scheme. Thus, the linking of the floodplain (2D) and
the channel (1D) schemes is accomplished using the quasi, two-dimensional continuity
equation (Trigg et al., 2009; Bates et al., 2013; Dimitriadis et al., 2016).

9A 0Q

04 00 _ 5.31
ot "ox 1 (531)

=0 (5.32)

Q2n2Pw*/3  [dh
s, P ol

A10/3 |9«

where Q is flow of the channel; A the cross sectional wetted area; g the flow into the
channel from other sources; n the Manning’s roughness coefficient; and Pw the wetted
perimeter of the flow; So is the bed slope, h is the flow depth.

The term in brackets in equation (5.32) is the diffusion wave term. By switching off or on
this term the model can use either kinematic or diffusion wave approximations (Bates and
Roo, 2000). Finally, when the depth exceeds over the banks in a specified channel cell the
water is transferring to the adjacent floodplain areas.

5.4 Dem accuracy

In a hydraulic-hydrodynamic model, the accuracy of the river and riverine geometry
representation is a major factor that influences significantly the flood simulations and
depends on the accuracy of the Digital Elevation Model that is used. In the First level of
sensitivity analysis in sub-chapter (5.6), several DEMs have been used while in the Second
level of sensitivity analysis, sub-chapter (5.7), the DEM with the best results from the
preliminary analysis was selected. The preliminary analysis part includes the use of several
packages as HEC-GeoRAS tool, MIKE GIS, MIKE ZERO to generate four different DEMs.
These DEMs differ in vertical accuracy, bathymetry details and horizontal resolution. The
DEMs used in the First level of sensitivity analysis (subchapter 5.6) are:
= Processed LIDAR DEM

Optech ILRIS 3D laser scanner has been used to produce point cloud data. The point cloud
data collection process was feasible for unbiased sampling under several conditions such
as sunny weather without clouds, satisfactory hydraulic conditions (dry river channel),
etc. The pattern followed in the data collection was in zigzag in order to have overlay
areas for the merging process. The total number of scans for both bank sides of the river
is 86. After data was collected, all scanned areas were merged to a single one in the
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Polyworks 3D environment. Then, in order to create the high-resolution Processed LIDAR
(bare earth), several DEM editing processes have been used such as geomorphological
filters, expert knowledge, and GIS operations. The pre and post processing methodology
of the TLS Digital Terrain Model (Processed LIDAR DEM) is described in CHAPTER 4 and
Papaioannou et al. (2013). The triangular irregular network that was produced has a
vertical accuracy of 22 cm (due to software limitations).

= Raw LIDAR DEM
Raw LIDAR DEM created by raw point cloud LIDAR data. The produced triangular irregular
network has a vertical accuracy of 22 cm (due to software limitations). Points from the
vegetation and other physical or technical objects- obstructions were also included. This
information led to several discrepancies in the DEM.

= Topographical surveying DEM
The Topographical surveying DEM has been created using typical topographical surveying
processes. Although such a survey can give accurate topographical characteristics about
the points, when this information is used for DEM creation, the gaps between the points
are usually filled with linear interpolation. In this analysis, there have been used
approximately 3000 points for the DEM creation. The final derived DEM is in triangular
irregular network format using Delaunay triangulation. The vertical resolution ranges
between millimeters and few centimeters. Independent of the accuracy of the points, the
final DEM lacked of detailed geometry information in specific areas of the river. Several
corrections have been applied especially in the bridges sections to make the DEM
appropriate for hydraulic simulations.

= Digitized 1:5000 map DEM
Topographic maps of 1:5000 scale with contour lines at 4 meters interval have been used
to create the Digitized 1:5000 map DEM. The initial contour lines have been digitized and
included in the final DEM. The derived DEM is in triangular irregular network format using
Delaunay triangulation. The vertical accuracy of the contour lines is low, since 4 meters is
long for an interval and the final DEM was missing critical values in and outside the river.

All the DEMs created in this analysis have been tested for the creation of the following
different river geometries: 1) Processed LIDAR River Geometry derived, 2) Raw LIDAR
River Geometry derived 3) Topographical surveying River Geometry derived and 4)
Digitized 1:5000 map River Geometry. In the Second level of sensitivity analysis (sub-
chapter 5.7), only the Processed LIDAR DEM has been used and several packages as GIS,
HEC-GeoRAS tool, MIKE GIS, MIKE ZERO, XPSTORM, FLO-2D in order to create the river
and riverine area topography for each modelling configuration.

119

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

5.5 Validation process

The validity of the outcomes in hydraulic-hydrodynamic modelling is accomplished in
many studies with the use of gauged data or with sufficient amount of watermarks with
good spatial distribution upon the study area (eg. Aronica et al., 1998; Pappenberger et
al., 2005; Kiczko et al., 2103). An alternate process to test the validity of the outcomes in
floodplain mapping is to take into account the flood extent using accurate satellite images
taken at the time of the flood event (eg. Horrit and Bates, 2001, 2002; Aronica et al., 2002;
Alfieri et al., 2013).

In many cases, especially in the Mediterranean region, the watershed is ungauged, water
level measurements data do not exist and satellite data is not available. For these cases,
the most common techniques, for flood extent approximation, include field investigation,
local people interviews, flood compensation documents, etc. Thus, the validation data is
reproduced by many sources and usually it’s a specified area of the flood extent. In this
study because of the ungauged character of Xerias stream the above-mentioned
techniques have been used for the flood extent approximation.

A common index that is used as a performance measurement between a simulated area
comparative to a validation area is known as skill scores. A Standard Verification System
for the skill scores estimation is provided by the World Meteorological Organization
(WMO) (Jolliffe and Stephenson, 2011). The most common process in skill scores
estimation is the establishment of 2x2 contingency table (Table 5.1). In both analysis
conducted in this study, several skill scores have been analyzed such as CSI, POD (Hit Rate
aka probability of detection), HSS (Heidke Skill Score), EDI (Extreme Dependency Index)
etc. Among the tested skill scores, CSI was identified in a recent study as an effective
validation measure in flood mapping when the focus is on the spatial distribution of the
flood extent (Horrit and Bates, 2001; Aronica et al., 2002; Alfieri et al., 2014; Nguyen et
al., 2015; Altenau et al., 2017). Thus, in validation of the simulated flooded areas against
the historical flooded area (reference area), the well-established skill score entitled
“Critical Success Index” (CSI) or “Threat Score” (TS) has been selected. This validation
methodology was applied in both the First level of sensitivity analysis (Subsection 5.6) and
the Second level of sensitivity analysis (Subsection 5.7).

Table 5.1. Typical example of 2x2 contingency table

Event Event Observed
simulated Yes No Total
Yes A (Hit) B. (False alarm) Ac + B
No C.(Miss)  D. (Correct rejections) C.+ D¢
Total Ac+C Bc + D Ac+B+Cc+D.
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The estimation of CSl is based on the 2x2 contingency table values and is expressed with
the following equation:

Cc

(Ac + B+ Co)

CSI = (5.33)

where A; = Hit - event simulated to occur, and did occur; B. = False alarm - event simulated
to occur, but did not occur and; C. = Miss - event simulated not to occur, but did occur.

5.6 First level of sensitivity analysis

The aim of the First level of sensitivity analysis is to address the sensitivity of different
hydraulic-hydrodynamic modelling configurations and several river and riparian areas
spatial resolutions on floodplain mapping and flood inundation modelling at ungauged
watersheds. Typical hydrological methodologies have been used for the generation of the
hydrograph (details can be found in Chapter2: Study Area). A post flood analysis process
with watermarks has been used for the validation of the Manning’s n roughness
coefficient and the generated hydrograph.

Three different configuration sets have been established for the analysis. The first
configuration setting consists of the examination of one dimensional hydraulic-
hydrodynamic models, HECRAS and MIKE 11. The second configuration setting consists of
the examination of two dimensional hydraulic-hydrodynamic models, MIKE 21 HD and
MIKE 21 HD FM. The third configuration setting consists of the examination of the coupled
1D/2D hydraulic-hydrodynamic models MIKE11/MIKE21 HD and MIKE11/MIKE21 HD FM
through MIKE FLOOD platform.

All the different configurations sets have been applied using four different types of DEMs
accuracies: a) Digital Terrain Model (DTM) created from TLS data, b) Digital Surface Model
(DSM) created from TLS data, c) topographic land survey data and d) typical digitized
contours from 1:5000 scale topographic maps. Figure 5.15 illustrates the flowchart of the
First level of sensitivity analysis. The purpose of this analysis is to examine the sensitivity
of the main factors involved in hydraulic modelling and, by extension, to examine the
influence in the accuracy of the flood inundation mapping process at ungauged
watersheds.
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Figure 5.15. First level of sensitivity analysis Flowchart. a) Data preprocessing and input
data, b) one dimension (1D) hydraulic model approach, c) two dimension (2D) hydraulic
model approach, d) coupled 1D/2D dimensions hydraulic model approach.
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5.6.1 Post flood analysis

In many studies, especially at ungauged watersheds, the flow determination is based on
indirect measurements. These measurements take into account open-channel hydraulic
principles in combination to peak-stage profiles along specified cross sections of the
stream. In this analysis, the typical Manning formula, the slope-area method and the
hydraulic-hydrodynamic model HEC-RAS has been used for the validation of the
estimated discharge (CIUH) and the roughness coefficient.

The post flood analysis based on topographical survey data (Figure 3.6c) that has been
collected for specific cross sections of the river. A photograph from the flood event has
been used for the estimation of the high water marks among the selected cross sections
(Figure 3.6a,b). Based on topographical survey data it was possible to estimate the
hydraulic parameters and the height of the watermarks in the study cross sections.
Further details about the post flood analysis can be found in CHAPTER 3 (Field
measurements). The results of the validation techniques showed a good agreement of
the discharge value with the flood hydrograph (Figure 3.7) and similar results for the
roughness coefficient. Finally, the Manning’s roughness coefficient was found to be equal
to 0,035.

5.6.2 Estimation of flooded areas in the Xerias stream flood routing stream reach

The methodology of First level of sensitivity analysis on flood modelling and mapping
using different hydraulic-hydrodynamic models associated with several DEM accuracies
was applied at a selected 2.2 km river reach of the lower part of Xerias Watershed at
Volos, Greece (Figure 5.1). Common hydrological methods and techniques for ungauged
watersheds have been used for the estimation of flood hydrograph: 1) time area curves
and 2) CIUH. The flood hydrograph estimation is presented in details in CHAPTER 2.
Different modelling configurations have been used for the production of the flooded
areas.

This configurations consisted of the combination of different modelling approaches (1D,
2D, 1D/2D) with several DEM with varying accuracy (Processed LIDAR DEM, Raw LIDAR
DEM, Topographical surveying DEM, Digitized 1:5000 map DEM). The validation process
was based on the comparison between simulated flooded areas and historical data of the
flood event using the Critical Success Index (CSI). The sensitivity analysis is presented
below.
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5.6.3 River topography configurations

A basic factor in the First level of sensitivity analysis is the different river topography
spatial resolutions derived from different DEM accuracies. The DEM accuracy that was
used in the analysis of the 1D hydraulic-hydrodynamic models was 1m. HEC-RAS version
4.1 and MIKE 11 version 2012/2014 have been used in 1D flood modelling. The basic
limitation of HEC-RAS model related to the topography is that the model cannot accept
more than 500 points in a cross section. Thus, for the HEC-RAS cross sectional topography
setup an internal automated point filter has been used in order to decrease the number
of points to the acceptable threshold. Concerning MIKE 11 model, two different river
topography setups have been used. The first uses the common setup where the
interpolated cross section data is used in the production of the flood map. The second
river topography setup uses the DEM information between the cross-sections to produce
of the flood map. Both 1D models used equal number of cross sections and with the same
interval distances of 100m. The only difference among the cross sections of the two
models is that HECRAS can provide irregular scheme in cross sections compared to MIKE
11 that the shape of the cross sections can only be in straight lines (Figure 5.16a,b).

MIKE 21 HD and MIKE 21 HD FM version 2012/2014 were used in 2D flood modelling. In
addition, MIKE 21 HD (rectangular grid) was configured with 1m and 5m cell size. MIKE 21
HD FM (flexible mesh) was configured with a mesh spatial resolution of 1m? and 10m? for
the river and the floodplain, respectively. MIKE FLOOD platform version 2012/2014 has
been used in coupled flood modelling. In this model platform, the river channel has been
simulated with the use of MIKE 11 with the second river topography setup and the
floodplain has been simulated with the use of MIKE 21 HD with 1m and 5m cell size. An
additional combination in MIKE FLOOD platform, simulated the river channel using MIKE
11 with the second river topography setup and the floodplain was simulated with the use
of MIKE 21 HD FM with elements 1m? and 10m? (Figure 5.15). Finally the number of linking
points in MIKE FLOOD varies approximately from 230 to 2840 and depends on the
resolution of the geometry.

5.6.4 Modelling configurations

For the implementation of the sensitivity analysis, the parameters of all modelling
configurations were set as constants with exception to DEM accuracy and the spatial
resolution. According to the post flood analysis the Manning’s roughness coefficient value
has been set to 0.035 for the entire flood routing stream reach. Recent studies propose
the use of steady flow simulations for the performance evaluation in flood modelling
(Horritt and Bates, 2002; Dimitriadis et al., 2016). Thus, for all the simulations a constant
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inflow has been used in order to achieve steady state conditions. The utilized discharge
value of 490m3/s was derived from the CIUH. All modelling configurations take into
account the three bridges that appear in the study area. Below, follows a presentation of
some specific parameters settings according to the user manuals guidelines. The bridges
setting has been achieved by using accurate data derived from both the topographical
survey and the construction drawings of the bridges.

Figure 5.16. Example of the examined river topographies configurations: a) MIKE11, b)
HEC-RAS, c) MIKE21 HD, d) MIKE21 HD FM, e) MIKE FLOOD (MIKE 11/ MIKE 21 HD) and f)
MIKE FLOOD (MIKE 11/ MIKE 21 HD FM). The direction of flow is from North-East to South-
West.
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In HEC-RAS the contraction and expansion parameters have been set according HEC-RAS
guides and the existence or not of hydraulic structures (three bridges exist in the study
area) (Brunner, 2016a). In DHI models the initial flooding and drying depth conditions
were adjusted to 0.003 and 0.002, respectively, according to the DHI standards.
Moreover, the Coriolis forcing has been omitted and for the inland flooding the constant
“flux based” eddy viscosity formulation has been selected based on DHI guidelines (DHI,
2014d). In all 2D modelling configurations the bridges have been imported as culverts and
weirs due to software limitations. The width, height and the length of the culverts and
weirs have been adjusted according to the measured opening areas of each bridge
separately. Furthermore, in MIKE FLOOD, the linking process has been achieved with the
use of lateral links among the 1D and 2D modelling configurations. All modelling
configurations that were used in the First level of sensitivity analysis (Subsection 5.6), with
different DEM configurations and several alternative modelling approaches have been
examined and are presented in Figure 5.15.

5.6.5 Results-Discussion

A sensitivity analysis on floodplain mapping and modelling was applied for different
hydraulic modelling and DEM spatial resolution configurations. Historical data and
records of the extreme flash flood event that occurred in October 9%, 2006 were used for
the evaluation of the sensitivity analysis. Based on the available data the observed flood
extent polygon of the event was estimated and then used for the evaluation of the
hydraulic-hydrodynamic simulations. The comparison of the simulated and the observed
flooded area was examined in the validation procedure with the Critical Success Index.
Table 5.2 presents the CSI for several configurations and shows that from the two factors
(input DEM accuracy and model structure) examined the most important one is the DEM
accuracy (variation of the CSI values from 0.14 to 0.64). This finding proves the
importance of the DEM accuracy in flood modelling and mapping efficiency. The
visualization of the results is presented in Figure 5.17 as Box and Whisker plots according
to CSl for (a) all DEM spatial resolution configurations and (b) all the modelling approach
configurations. An important finding revealed from

Table 5.2 and Figure 5.17a is that the processed LIDAR DEM configurations give the
highest CSl values and are in good agreement with the observed historical data (validation
area). A general remark is that the distribution of the CSl in all modelling approaches is
following approximately the same pattern where the processed LIDAR DEM have the
largest CSl scores, following by the topographical surveying DEM and the Raw LIDAR DEM
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(Figure 5.17a). The last position in the ranking belongs to the digitized 1:5000 map DEM
that clearly failed to have a good agreement with the validation flooded area (Table 5.2,
Figure 5.17a).

Specifically, the CSI values for all the examined scenarios of the processed LIDAR DEM
ranged between 0.41 and 0.64, the Raw Lidar ranged from 0.27 to 0.47, the topographical
surveying ranged from 0.31 to 0.44 and the digitized 1:5000 map ranged from 0.14 to
0.17. CSl range values for the DEM accuracy is larger in Raw and Processed LIDAR DEM,
followed by the topographical surveying and the digitized 1:5000 map (Table 5.2, Figure
5.17a). Another significant outcome is the importance of the correct pre-processing of
LIDAR data that affects significantly the outcomes of flood mapping. Finally it should be
mentioned that the topographical surveying configurations gave remarkable results when
compared with the raw lidar results.

The results for the model structure intercomparison are also presented in Table 5.2 and
Figure 5.17b. Highest scores are achieved with the 2D, followed by the 1D/2D and the 1D
modelling approach as expected. However, the range of CS| values is larger in 2D
modelling, followed by the 1D/2D and the 1D modelling (Table 5.2, Figure 5.17b). Figure
5.18 presents in detail, the Box and Whisker plots of the CSI values of the DEM spatial
resolution for each modelling approach separately, for (a) 1D modelling approach (b) for
2D modelling approach and (c) for 1D/2D modelling approach. An important outcome is
that the distribution of the CSI values in Topographical surveying DEM give better results
in the coupled modelling approach instead of the 2D modelling approach and
approximately the same between 1D and 2D model type (topographical surveying in Table
5.2, Figure 5.18a,b,c).

Furthermore, regarding the digitized 1:5000 map accuracy, the 1D and the coupled
(1D/2D) modelling approaches gave slightly better results than the 2D modelling
approach. As far as the processed LIDAR DEM and Raw LIDAR DEM accuracy is concerned,
the distribution of CSl is following a similar pattern as the general one that can be seen in
Figure 5.17b and Table 5.2. Figure 5.19 presents the optimum simulated results of the
flooded validation area (CSI score), where, all modelling approaches are produced with
the LIDAR DEM configuration. From top to bottom, the modelling approaches are: 1D, 2D,
1D/2D. Finally, the best results in 1D modelling approach is achieved with the HEC-RAS
model (0.46 CSI score). In 2D modelling approach the configuration of MIKE 21 HD - 1m
cell size (0.64 CSl score) is the best and in the coupled modelling approach the best results
are achieved with the combination of MIKE11 and MIKE 21 HD with 5m cell size (0.55 CSI
score).
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Table 5.2. Critical Success Index for all the modelling approaches configurations

1D
MIKE11
HEC-RAS Interpolated MIKE 11 DEM
cross section
Processed Lidar 0.46 0.41 0.44
Raw LiDAR 0.31 0.27 0.28
Topographical 0.33 0.31 0.35
surveying
Digitized 1:5000 map 0.17 0.16 0.15
2D
MIKE 21 Flow MIKE 21 Flow MIKE 21 Flow MIKE 21 Flow
Model 1m cell Model 5m cell Model Flexible Model Flexible
size size mesh 1m?/1m?  mesh 1m?/10m?
Processed Lidar 0.64 0.63 0.59 0.54
Raw LiDAR - 0.45 0.46 0.47
Topographical 035 0.36 031 0.35
surveying
Digitized 1:5000 map 0.15 0.15 0.15 0.15
1D/2D
MIKE11 / MIKE MIKE11 / MIKE MIKE11 / MIKE MIKEL1/ MIKE
21 Flow Model 21 Flow Model
21 Flow Model 21 Flow Model . .
1m cell size 5m cell size Flexible mesh Flexible mesh
1m?/1m? 1m?/10m?
Processed Lidar 0.54 0.55 0.48 0.48
Raw LiDAR 0.41 0.42 0.34 0.35
Topographical 0.44 0.42 0.40 0.40
surveying
Digitized 1:5000 map 0.16 0.14 0.17 0.17
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Figure 5.17. Box and Whisker plots according to CSl for (a) all the DEM spatial resolution
configurations and (b) all the modelling approach configurations.
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Figure 5.18. Box and Whisker plots of all the DEM spatial resolution configurations
according to CSI (a) for 1D modelling approach (b) for 2D modelling approach and (c) for
1D/2D modelling approach.
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Figure 5.19. Best simulated results according to the CSl score. LIDAR DEM configuration is
the selected one for all of the cases. From top to bottom the modelling approaches are:
1D, 2D, 1D/2D.
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5.7 Second level of sensitivity analysis

The aim of the “Second level of sensitivity analysis” is to address the sensitivity of various
hydraulic-hydrodynamic modelling configurations on floodplain mapping and flood
inundation modelling at ungauged watersheds. Typical hydrological methodologies have
been used for the generation of the hydrograph (details can be found in Chapter 2: Study
Area). A deterministic optimization technique has been used for the optimization of the
roughness coefficient value. The deterministic optimization has been implemented using
HEC-RAS 1D hydraulic-hydrodynamic model. The final decision for the Manning’s
roughness coefficient determination was based on optimization analysis using CSI scores
and personal judgment according to the 09/10/2006 flood event conditions, and the land
uses of the floodplain area. The optimized value of Manning’s roughness coefficient was
necessary because the value of Manning’s roughness coefficient (n=0,035) used in the
First level of sensitivity analysis was based on the post flood analysis for a flow level much
lower to the peak flow of the event.

Three different configurations sets of models have been established for the analysis and
the estimation of the flooded areas. The first configuration setting consists of the one-
dimensional hydraulic-hydrodynamic models HEC-RAS, MIKE 11 and XPSTORM. The
second configuration setting includes the examination of the quasi-2D and two-
dimensional hydraulic-hydrodynamic models MIKE 21 HD, MIKE 21 HD FM, XPSTORM,
LISFLOOD-FP, HEC-RAS, and FLO2D. The third configuration setting consists of the coupled
1D/2D hydraulic-hydrodynamic models MIKE11/MIKE21 HD and MIKE11/MIKE21 HD FM
through MIKE FLOOD platform, XPSTORM, HEC-RAS, and LISFLOOD-FP.

All the different configuration sets have been applied using the Digital Terrain Model
(DTM) created from TLS data according to the previous “First level of sensitivity analysis”.
The validation process was based on the comparison of the simulated flooded areas with
the historical data of the flood event using CSI. Figure 5.20 illustrates the flowchart of the
“Second level of sensitivity analysis”. The purpose of this analysis is to examine the
sensitivity of the hydraulic modelling selection in combination with different
configurations (i.e. to include or not the use of bridges and to experiment with different
resolutions in the model structure) and, by extension, how this choice influence the
accuracy of the flood inundation mapping process at ungauged watersheds. The
implementation of the “Second level of sensitivity analysis” is presented below.
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Figure 5.20. Second level of sensitivity analysis Flowchart. a) Data preprocessing and input data, b) one dimension (1D) hydraulic model
approach, c) two dimension (2D) hydraulic model approach, d) coupled 1D/2D dimensions hydraulic model approach.
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5.7.1 River topography configurations

A basic factor that has been taken into account in the “Second level of sensitivity analysis”
is the selection of the modelling approach. The same DEM accuracy of the 1D hydraulic-
hydrodynamic models has been set to 1m (same with the “First level of sensitivity
analysis”). HEC-RAS version 5, MIKE 11 version 2014 and XPSTORM commercial version
2014 has been used in 1D flood modelling. HEC-RAS and MIKE 11 limitations and the
topography settings are the same with the “First level of sensitivity analysis”. XPSTORM
has been used in evaluation mode for a 30 day trial with limitations to the nodes and the
cross sections number. The maximum number of nodes and cross sections that were
available and used in XPSTORM evaluation license is only twenty (20).

MIKE 21 HD and MIKE 21 HD FM version 2014, HEC-RAS version 5, XPSTORM commercial
version 2014, LISFLOOD-FP version 5.9.6 and FLO2D GDS commercial version 2009 have
been used in 2D flood modelling. The majority of the 2D hydraulic-hydrodynamic
modelling configurations use a cell size of 5m (25m?) with some exceptions due to
modelling limitations or further investigation purposes (i.e. investigate how the modelling
configuration affects the simulation time and the accuracy of the results). The models
that use different cell size due to software limitations are: 1) XPSTORM evaluation mode
that uses a 12m cell size, 2) FLO2D evaluation mode that uses a 25m (625m?) cell size
(Figure 5.20). XPSTORM model does not allow the user to apply a finer than 12m (144m?)
grid and FLO2D cell size set to 25m (625m?) because of the following limitation of the
program. In FLO2D the result of the division of Qpeak by the surface area of the grid
element Asurf should be in the range of 0.03 cms/m? < Qpeak/Asurf < 0.3 cms/m?. Thus, the
model run faster when the result of the division is closer to 0.03 cms/m?2and slower when
the value is closer to 0.3 cms/m?2. In this case study, the Qpeak is 490.43 m3/s which made
the simulation with FLO2D extremely time-consuming with a finer grid resolution. The
models that use different cell size due to further investigation purposes is HEC-RAS and
MIKE21 FM. HEC-RAS has been tested with the lower grid resolution of 10m (100m?), and
MIKE21 FM has been tested with the finer mesh element resolution of approximately
3.3m (10m?) (Figure 5.20).

MIKE FLOOD platform version 2014, HEC-RAS version 5, XPSTORM commercial version
2014 and LISFLOOD-FP version 5.9.6 has been used in the coupled 1D/2D flood modelling.
All the coupled 1D/2D hydraulic-hydrodynamic modelling configurations used a cell size
of 5m (25m?) with some exceptions due to modelling limitations or further investigation
purposes. The first exception refers to the coupled 1D/2D XPSTORM that has been applied
using 10m cell size (Figure 5.20). The second exception refers to the MIKE FLOOD
configuration that uses the combination of MIKE11 and MIKE21 FM with a finer mesh
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element resolution of approximately 3.3m (10m?) (Figure 5.20). In MIKE FLOOD platform,
the river channel has been simulated with MIKE 11 configuration that uses the DEM
information between the cross-sections and the floodplain has been modelled with the
use of MIKE 21 HD or MIKE 21 HD FM. The number of linking points in MIKE FLOOD was
approximately 230. LISFLOOD-FP coupled model has been implemented with the use of
two different wave approximations for the river channel flow simulation. Thus, the river
channel has been simulated using Diffusion or Kinematic solver and the adaptive solver
was used for the floodplain flow simulation. Finally, XPSTORM evaluation mode has been
applied using 10m cell size for floodplain due to software limitations (evaluation mode
does not allow the user to apply a finer grid) (Figure 5.20).

5.7.2 Modelling configurations

For the implementation of the “Second level of sensitivity analysis”, the parameters of all
modelling configurations were set as constants with exception to the geometry
configuration in some cases. The determination of Manning’s roughness coefficient has
been based on Jarret (1984) formula and a deterministic analysis conducted using several
roughness coefficient values and the CSI score as evaluation metric (Figure 3.12). The
Jarret’s is based on data retrieved from high gradient natural channels with cobble and
bolder bed materials. Thus, the use of the specific formula for the selected study area is
appropriate. The Jarret’s formula is expressed as:

n = 0.39 + Sp;*°R7016 (5.34)

where n is the Manning’s roughness coefficient; St is the energy gradient friction slope;
and R is the hydraulic radius.

The assumption that the energy gradient friction slope is the same with the river bed
slope has been used for the estimation of the roughness coefficient. Furthermore, the
hydraulic radius determination is based on the estimation of the hydraulic radius using
the optimum roughness value derived from the deterministic optimization analysis using
CSI scores (Figure 3.12). Thus, the median of the total estimated hydraulic radius have
been used in the Jarret equation for the determination of the roughness value coefficient.
Further details on the estimation of roughness coefficient values using empirical formulas
is presented in Chapter 4. The estimated value of roughness coefficient by the Jarret
formula is 0.074. Finally, according to the Manning’s roughness coefficient analysis, the
value have been set to 0.07 for the entire flood routing stream reach. All simulations have
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been implemented using the CIUH because all models are using unsteady state flow
conditions. The simulation time step has been set to 1 sec for all models.

The majority of the several modelling configurations (2/3 of the cases) take into account
the three existing bridges (that included) of the study area. The geometry of the bridges
was represented using accurate data retrieved from a topographical survey and the
construction drawings (projects) of the bridges. The bridges were omitted in some cases
due to model limitations and/or to investigate how the simulation time and the accuracy
of the model is affected (Figure 5.20). The modelling configurations that omitted the
bridges setup in the hydraulic-hydrodynamic simulation due to model limitations are the
LISFLOOD-FP configurations (2D, 1D/2D). This is because the model considers a bridge as
a structure only if the pixel size is the same as the bridge length and width. In this study,
one of the bridges has a length (from the upstream to downstream) of approximately 56
m and width (left to right span) of approximately 40 m. In order to implement simulation
with LISFLOOD-FP including the bridges, the configuration of the geometry should be at
least 56 m (3136m?). This pixel resolution is enormous for the study area in consideration.
Below, there are presented some specific parameters settings according to the guides
from user manuals.

HEC-RAS-1D and MIKE 11 configuration based on the preliminary analysis guides
(Brunner, 2016a; DHI, 2014d). XPSTORM-1D modelling configuration based on the default
values proposed by XPSOLUTIONS guides (XPSTORM, 2017a,b). Concerning the 2D
modelling approaches, the bridges configuration is the same as the “First level of
sensitivity analysis”. In the coupled 1D/2D approaches the linking is achieved using
several approaches that depend on the model in use. In all coupled 1D/2D configurations
the 1D model has been used for the channel simulation and the 2D model for the
floodplain flow simulation. Specifically, in MIKE FLOOD, the linking process has been
achieved with the use of lateral links among the 1D and 2D modelling configurations. HEC-
RAS linking was achieved using a lateral structure that worked as a weir. XPSTORM linking
is based on the advanced 2D/1D linking methodology presented in the works of Syme,
2001. Moreover, LISFLOOD-FP linking is based on the use of a Diffusive wave scheme
(quasi-two-dimensional continuity equation). Finally, the “Second level of sensitivity
analysis” was implemented using different modelling approaches that consist of different
modelling configurations.

Some notable comments for the availability of the models and their
capabilities/disabilities are:
» All models have user-friendly window environment except LISFLOOD-FP were all
data preparations should be in specific format files (usually .txt).
» XPSTORM and FLO2D models have been used in free evaluation mode.
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» Allmodels are commercial software, except for LISFLOOD-FP (University of Bristol)
and HEC-RAS (US Army Corps of Engineers).

» For the implementation of LISFLOOD-FP the main channel elevation should have
positive gradient.

» XPSTORM model has been repeatedly crashed down and have limitations in the
number of nodes, cross sections, and mesh elements in the evaluation mode.

> FLO2D limitation in the simulation process (0.03cms/m?2<Qpeak/Asuri<0.3 cms/m?)
caused problems in the setup of the model (the model was prepared for several
DEM resolutions) and in simulation time.

» All models are capable of using bridges in the river channel. LISFLOOD-FP can use
bridges with the limitation that the DEM pixel size should be the same with the
geometry (width, length) and bridges calculations are available only in sub-grid
mode. DHI models (i.e. MIKE models) and XPSTORM recognize bridges as culverts
and weirs. HEC-RAS can simulate the bridges with detailed geometry in the 1D
approach and in the 2D approach are represented as culverts and weirs.

» LISFLOOD-FP and FLO2D have been used without the bridges implementation due
to the size of the bridges, the pixel limitation, and the models limitation.

» Almost a double size area accounted in the mesh construction of MIKE21 HD and
MIKE21 HD FM (version 2012/2014) models due to a problem in the downstream
boundary condition (flow was not eliminated in the boundary). Thus, the entire
DEM has been recreated by interfering in the downstream area form. Specifically,
the downstream area was reshaped in order to work as a reservoir that
concentrates the flow in it, in order not to have back water effect in the river and
the floodplain.

» Forthe conduction of unsteady state simulations, small fiddle of some parameters
have been implemented in all models according to each model guides. The
parameter fiddle affected only the stability of the simulation process and not the
overall flood modelling setup.

» DHI models (e.g. MIKE models) have the ability to select and use a big amount of
parameters (e.g. wind effect, Coriolis forcing, precipitation- evapotranspiration,
wave radiation, etc.).

» All models utilized the original DEM except LISFLOOD-FP, MIKE21 HD and MIKE21
HD FM where the DEM have been edited for simulation purposes.
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5.7.3 Results-Discussion

A sensitivity analysis on floodplain mapping and modelling was applied for different
hydraulic modelling approaches and configurations at an ungauged catchment. LIDAR
high-resolution DEM has been used in order to exclude one of the major factors afflicting
the flood modelling results. The evaluation of the “Second level of sensitivity analysis”
followed the same methodology as in the “First level of sensitivity analysis”. Critical
Success Index score has been used as a comparison measurement between the simulated
and the observed flooded area.

Table 5.3 presents the CSl for all modelling approaches and configurations and shows that
the CSI values vary from 0.49 to 0.7. This finding is significant because it proves that,
independently on the modelling approach selection, almost all results achieved an
acceptable value (acceptable solution can be assumed above 0.5 in CSl score). The
visualization of the results is presented in Figure 5.22 as Box and Whisker plots according
to CSI for all the modelling approach configurations. An important and expected finding
revealed from Table 5.3 and Figure 5.22 is that the highest CSI scores are achieved with
the 2D, following by the 1D/2D and the 1D modelling approach.

A general remark is that the variation of CSl is bigger in 2D modelling approach followed
by the coupled 1D/2D and 1D modelling approaches (Figure 5.22). Specifically, the CSI
values for the 1D examined scenarios range between 0.49 and 0.57, the 2D scenarios
ranging from 0.53 to 0.7, the coupled 1D/2D scenarios ranging from 0.51 to 0.66 (Table
5.3, Figure 5.22). It should be mentioned as a significant outcome that the median CSI
score of 1D modelling approach is included in the range of CSI scores of the other two
modelling approaches. In Figure 5.23, the optimum simulated results of the flooded
validation area (CSl score) are presented for all modelling approaches configurations. The
modelling approaches are: a) 1D, b) 2D, c) 2D, d) 1D/2D. The best results in 1D modelling
approach are achieved with the MIKE11 (DEM) modelling approach (0.57 CSl score). In 2D
modelling approach the configuration of LISFLOOD-FP 2D subgrid (25m? - without bridges)
and HEC-RAS 2D (100m? - without bridges) (0.7 CSl score) are the best, and in the coupled
modelling approach the best results are achieved with the combination of
MIKE11/MIKE21 HD EM (25m?) (0.66 CSI score).

Another significant factor, in hydraulic-hydrodynamic modelling applications for
engineering purposes is the simulation time. The results for the simulation time
intercomparison are also presented in Table 5.4, Figure 5.24 and Figure 5.25. Lowest
simulation times are achieved with the 1D, following by the 1D/2D and the 2D modelling
approach as expected. However, an important factor affecting the simulation time is the
resolution of the mesh geometry and the use of inline structures or not (bridges). Some
simulations were implemented in order to investigate the difference in simulation time
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for the same model when using an alternate mesh resolution or without the bridges (HEC-
RAS 2D without bridges and resolution of 100m? and 25m?, MIKE 21 HD FM with 10m?
resolution).

XPSTORM model achieved low simulation times probably because of the big mesh
geometry value (2D, 1D/2D modelling approaches) and the fact that less nodes and cross
sections have been used in comparison to the other models (1D modelling approach).
Specifically, XPSTORM models have a score of 0.42 min in 1D modelling approach and
follow with approximately the same value 2.5 min in all other simulations (2D with
bridges, 2D without bridges, 1D/2D). Regardless the fact that FLO2D has been used with
a big mesh resolution of 625m?, the simulation time is considerably high (2085 min) due
to software limitations (the mesh resolution is connected to the flow value and the
simulation time). LISHFLOOD-FP has achieved the best simulation times in 2D (5.18 min)
and 1D/2D (2.9 and 3.9 min) among the modelling configurations with the same mesh
resolution (25m?) (Table 5.4, Figure 5.25). Despite that LISFLOOD-FP achieved excellent
simulation times the implementation of the model using inline structures was not feasible
due to model limitations (big inline structures distances and small pixel resolution). Both
MIKE 11 configurations (1D modelling approach) attained the same simulation time of 1.6
min.

Furthermore, the simulation time of MIKE 21 HD (25m? with bridges) configuration, in 2D
modelling attained a value of 340 min and the time decreased approximately 90 percent
(30 min) in the coupled modelling approach. In addition, the simulation time of MIKE 21
HD FM (25m? with bridges) configuration, in 2D modelling attained a value of 533 min and
the time decreased approximately 78 percent (116 min) in the coupled modelling
approach (Table 5.4, Figure 5.25). In the configuration of MIKE 21 HD FM (10m? with
bridges) where a better mesh resolution was used, the simulation time in 2D modelling
approach doubled (1380 min) and almost tenfold in the coupled modelling approach
(1017 min) (Table 5.4, Figure 5.25). The difference between the two MIKE 21 HD FM (10m?
with bridges) configurations (2D, 1D/2D) decreased to 26 percent. The simulation time of
HEC-RAS 1D achieved a value of 2 min.

Moreover, the simulation time of HEC-RAS (25m? with bridges) configuration, in 2D
modelling attained a value of 152 min and the time decreased approximately 45 percent
(82.47 min) in the coupled modelling approach (Table 5.4, Figure 5.25). The comparison
of HEC-RAS 2D (25m?) configuration with and without bridges showed that the simulation
time decreased from 152 min to 39.37 min (74%). The use of HEC-RAS 2D without bridges
and with a lower mesh resolution (100m?) gave even lower simulation time (10.4 min)
(Table 5.4, Figure 5.25). Figure 5.25 presents the Box and Whisker plots of the simulation
time for the modelling approaches configuration with the same mesh resolution of 25m?
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(simulation time in minutes) (a) for 2D modelling approach and (b) for 1D/2D modelling

approach.

An important outcome according to these results is that the existence of inline structures

(bridges) can provide an impressive rise to the simulation time. Furthermore, the changes

in mesh resolution suggested that the simulation time is totally connected with the

resolution used and can be increased dramatically with a finer resolution (Table 5.4,

Figure 5.25). Finally, the variation of the simulation time is smaller in 1D modelling

approach followed by the coupled (1D/2D) and the 2D modelling approach.

Table 5.3. Critical Success Index for all the modelling approaches and configurations
(“Second level of sensitivity analysis”).

1D
Hydraulic MIKE11
¥ XPSTORM 1D (Interpolated MIKE11 (DEM) HEC-RAS 1D
model
DEM)
Csl 0.49 0.54 0.57 0.53
2D
Hydraulic XPSTOR'\Q 2D XPSTOR'\Q 2D MIKE21HD (25m?  MIKE21HDFM  MIKE21 ';'D
model (144m* - (144m*- - bridges) (25m? - bridges) FM (10m?-
bridges) without bridges) & & bridges)
Csl 0.58 0.53 0.60 0.60 0.56
LISFLOOD-FP
2D subgrid FLO2D
Hydraulic (25m? - Hflc(;g’:qsf') HEC-RAS 2D (25m?  HEC-RAS 2D (25m? (625m? -
model without . . - without bridges) - bridges) without
. without bridges) .
bridges) bridges)
Quasi-2D
Csl 0.70 0.70 0.68 0.60 0.56
1D/2D
Hydraulic xisgglgm MIKE11/MIKE21 ~ MIKE1L/MIKE21  MIKE11/MIKE21 Hf;;ggs
2 2 2
model (100m?) HD (25m?) HD FM (25m?) HD FM (10m?) (25m?)
CSl 0.51 0.64 0.66 0.63 0.64
LSFLOOD-FP o1 op-Fp
(Diffusive . .
wave- (Kinematic
Hydraulic wave-channel /
channel/ .
model without without
. 5
bridges/ 25m? brl(:liisd/ 2Ia5ir:) "
in floodplain) P
Csl 0.63 0.54
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Modelling Approach - All geometry configurations
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0.52
0.51
0.50
0.49 -
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Critical Success Index

ALL 1D 2D 1D/2D
Modelling Approach

Figure 5.21. Box and Whisker plots according to CSI for all the modelling approach
configurations (“Second level of sensitivity analysis”).
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Figure 5.22. Best simulated results according to the CSl score. LIDAR DEM configuration is
the selected one for all of the cases. The modelling approaches are: a) 1D, b) 2D, c) 2D, d)
1D/2D.
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Table 5.4. Simulation time for all the modelling approaches and configurations (“Second
level of sensitivity analysis”).

1D
MIKE11l
Hydraulic model XPSTORM 1D (Interpolated MIKE11 (DEM) HEC-RAS 1D
DEM)
sim time (min) 0.42 1.60 1.60 2.00
2D
XPSTORM 2D XPSTOR'\Q 2D ) MIKE 21 HD MIKE 21
Hydraulic model (144m? - (144m ) MIKE21 .HD (25m FM (25m? - HD F';A
bridges) WI.thOUt - bridges) bridges) (1.0m i}
bridges) bridges)
sim time (min) 2.50 2.52 340.00 533.00 1380.00
LISFLOOD-FP
2D subgrid HEC-RAS 2D FLO2D
. (25m? - (100m? - HEC-RAS 2D (25m? HEC'RAf 2D (625m? -
Hydraulic model . . . . (25m? - -
without without - without bridges) bridges) without
bridges) bridges) bridges)
Quasi-2D
sim time (min) 5.18 10.40 39.37 152.00 2085.00
1D/2D
. XPSTORM \ve11/MIKE2T  MIKELL/MIKE21HD  VIKELL/ — HECRAS
Hydraulic model 1D/2D HD (25m?) FM (25m?) MIKE 21 HD 1D/2D
(100m?) FM (10m?) (25m?)
sim time (min) 2.54 30.00 116.00 1017.00 82.47
LISFLOOD-FP
(Diffusive LISFLOOD-FP
wave- (Kinematic
Hydraulic model ch?nnel/ wave-_channel/
without without
bridges/ bridges/ 25m?
25m?in in floodplain)
floodplain)
sim time (min) 3.90 2.90
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Figure 5.23. Box and Whisker plots of the simulation time for all the modelling approaches
(simulation time in minutes) (a) for all configurations of 1D modelling approach (b) for all
configurations of 2D modelling approach and (c) for all configurations of 1D/2D modelling

approach.
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Figure 5.24. Box and Whisker plots of the simulation time for the modelling approaches
configuration with the same mesh resolution of 25m? (simulation time in minutes) (a) for
2D modelling approach and (b) for 1D/2D modelling approach.

5.8 General remarks from the sensitivity analysis

First level of sensitivity analysis

In the First level of sensitivity analysis the use of different hydraulic-hydrodynamic models
and several DEM with varying level of accuracy for flood analysis and mapping have been
examined and compared. The sensitivity analysis methodology is based on limited data,
typical hydrological and post flood analysis techniques for ungauged catchments.
Furthermore, several flood data sources have been incorporated (e.g. data collected from
several authorities, newspapers, local interviews and testimonies) for the estimation of
the historical flood extent area (validation area). The overlay results attained from the
methodology against historical flood extent data were validated through the objective
qualitative criterion of CSI that takes into account the spatial distribution of the flooded
area.

From the two study factors, according to the CSI score, the DEM accuracy dominated
against the selection of the modelling approach. Hence input data uncertainty is more
important than the model structure in this study area. DEM accuracy factor ranked first
in the processed LIDAR, second in the Raw LIDAR DEM and the topographical surveying
DEM and last place was for the digitized 1:5000 map which also gave unsatisfactory
results for the study river reach. CSl scores for the hydraulic modelling approaches follow
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the same pattern with the DEM accuracy. First in ranking was the two dimensional,
second was the coupled and last was the one dimensional modelling approach.

These results indicate the necessity of better spatial resolution accuracies in flood
inundation studies and the testing of different modelling approaches in each case before
the selection of the most appropriate one for flood modelling and mapping. Furthermore,
in complex river and riverine terrain areas, input data with better spatial resolution
accuracy are required for successful flood modelling and mapping. Finally, a first
indication on the modelling approach shows that more sophisticated models (2D
modelling approach) should be used but further research is needed to verify and
generalize this finding. Moreover, the use of alternative statistical qualitative criteria such
as the Critical Success Index values may provide an indicative verification criterion that
considers the spatial distribution of the flood extent and proves to be a useful approach
in the application of ungauged watersheds. Application of the proposed techniques in
Xerias Watershed showed that a sensitivity analysis should be a mandatory process in
flood mapping for ungauged watersheds due to the variation of the results as a result of
the DEM accuracy or the modelling approach that is followed. The employed
methodology could be applied in ungauged watersheds with limited available
information, and/or in areas with compound geomorphology using typical hydrologic and
post flood analysis techniques for flood modelling and mapping purposes.

Second level of sensitivity analysis

In Second level of sensitivity analysis, different hydraulic-hydrodynamic models and
several configurations for flood analysis and mapping have been examined and
compared. The “Second level of sensitivity analysis” methodology is based on the same
processes followed in the “First level of sensitivity analysis” (e.g. limited data, typical
hydrological and post flood analysis techniques for ungauged catchments, validation of
the process using CSl etc.). It was proven that the model structure uncertainty, according
to the CSI score, is important concerning the accuracy level that can be achieved (best
scores of all approaches have a difference of approximately 19 percent) in this study area.
On the other hand, concerning the acceptability of the results, the importance decrease
because all models achieved acceptable solutions (CSl value under 0.5). CSl scores pattern
was first in the ranking of the two dimensional hydraulic modelling approach, second is
the coupled and third the one dimensional. Concerning the simulation time, it was
observed that the ranking pattern was reversed compared to the CSl scores. The one
dimensional modelling approach ranked first, followed by the coupled and the two
dimensional modelling approach was the last. The absence or not of inline hydraulic
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structures and the mesh resolution are very important factors concerning the simulation
time.

All conclusions are under the assumption that the major factor of uncertainty (accuracy
of the river geometry) has been eliminated using an accurate and high resolution DEM.
These results indicate that the simplification of a hydraulic-hydrodynamic problem, using
simple models (e.g. 1D, 1D/2D) and excluding some structures or using courser mesh
elements, should be taken into account in flood risk studies. In floodplain modelling and
mapping for engineering purposes the selection of an appropriate model should take into
account the availability of models (commercial use or freeware) and the computational
cost which must be low, while field measurements are needed in order to minimize the
variability of the most sensitive input variables.

A main question that each modeller should ask is whether the use of a more advanced
modelling approach will be eventually more advantageous than simplified approaches.
The analytical approaches proved very demanding in terms of computational resources
and data and imposed several obstacles to their usage in common engineering problems.
Once more, it is proven that the use of alternative statistical qualitative criteria such as
the Critical Success Index (skill scores) can provide an indicative verification criterion that
incorporates the spatial distribution of the flood extent and is very useful in the
application of ungauged watersheds. The benchmark analysis conducted in Xerias
Watershed showed that a sensitivity analysis should be a mandatory process in flood
mapping at ungauged watersheds for engineering purposes due to the variation of the
results and the simulation. The employed methodology could be applied in ungauged
watersheds with limited available information, and/or in areas with complex
geomorphology using typical hydrologic techniques for flood modelling and mapping
purposes.

The investigation of the sources of uncertainty in floodplain modelling and mapping can
provide supplementary information in order to establish a satisfactory agreement
between parsimony and accuracy, which are till know days an unresolved problem in
hydraulic modelling (Dimitriadis et al., 2016). Finally it is proposed the use of a simple
approach such as the one dimensional hydraulic-hydrodynamic model for calibration and
uncertainty analysis investigation (probabilistic flood inundation mapping).

Overall sensitivity analysis

The comparison of the “primary sensitivity analysis” and the “Second level of sensitivity
analysis” methodologies presented in this chapter can provide valuable information on
how the optimization of the roughness coefficient value affects the overall results. The
following comparisons are based on the configurations with the same DEM accuracy
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(Processed LIDAR DEM) and mesh resolution. In one dimensional modelling approaches
the optimization of roughness coefficient value (increased from 0.035 to 0.07) gave
acceptable results according to CSI scores. Specifically, the CSI value of HEC-RAS 1D
improved from 0.46 to 0.53, MIKE11 with Interpolated DEM configuration CSI value
improved from 0.41 to 0.54 and MIKE11 using DEM configuration CSI value improved
from 0.44 to 0.57. The impact of the roughness coefficient value optimization in two
dimensional modelling approaches is negligible. Finally, the coupled modelling
approaches have a satisfactory improvement with the roughness coefficient change.
Therefore, in MIKE11/MIKE21 HD (25m?) CSI score has been improved from 0.55 to 0.64
and in MIKE11/MIKE21 HD FM (10m?) the score has been improved from 0.48 to 0.63.
The comparison of the two systems showed that the roughness coefficient optimization
has primarily affected the one dimensional approaches, followed by the coupled
dimensional approaches, whereas the response of the two dimensional approaches is
almost immune to the change.
Focusing on two study factors (roughness coefficient, DEM accuracy) during the “primary
sensitivity analysis” and the “Second level of sensitivity analysis” methodologies
presented in this chapter (CHAPTER 5) and implemented on a part of Xerias study area
(ungauged catchment, limited data etc.) the following general conclusions can be
summarized:
= The input data uncertainty (DEM accuracy) is the most important factor in flood
modelling and mapping followed by the roughness coefficient.
= |nthe DEM accuracy factor first in the ranking is the processed LIDAR, second the Raw
LIDAR DEM and the topographical surveying DEM and in the last place is the digitized
1:5000 map that gave unsatisfactory results for the study river reach.
= LIDAR data pre-processing application is a significant process that can affect
considerably the outcomes of flood mapping due to the accuracy of the created DEM.
= The topographical surveying configurations gave remarkably better results when
compared with the raw lidar results.
= Incomplex river and riverine landscapes, the use of data with better spatial resolution
accuracy is mandatory for successful flood modelling and mapping.
= The improvement of the roughness coefficient value resulted to acceptable solutions
for all modelling approaches with significant improvement to the one dimensional and
coupled modelling approaches.
= |n the selection of different hydraulic modelling configurations, based on CSI score,
the two dimensional modelling approach stands first in the rank, followed by the
coupled and the one dimensional modelling approach respectively.
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= Ranking based on the simulation time shows a reverse pattern compared to hydraulic
modelling configurations. Thus, the one dimensional modelling approach ranks first,
followed by the coupled and the two dimensional modelling approach respectively.

= The absence or presence of inline hydraulic structures and the mesh resolution
severely affect the simulation time.

= The simplification of a hydraulic-hydrodynamic problem, by using simple models (e.g.
1D, 1D/2D) or excluding some structures or using courser mesh elements, should be
taken into account in large scale flood risk studies.

= In floodplain modelling and mapping for engineering purposes the availability of the
model (commercial use or freeware) and the computational cost must be kept low,
while field measurements are needed in order to minimize the variability of the most
sensitive input variables.

= The analytical approaches proved very demanding in terms of computational
resources, cost, data availability and parameterization and imposed several obstacles
to their usage in common engineering problems.

= The use of alternative statistical qualitative criteria such as the Critical Success Index
(skill scores) can provide an indicative verification criterion that takes into account the
spatial distribution of the flood extent and is very useful when applied at ungauged
watersheds.

= The benchmark analysis conducted in Xerias Watershed showed that a sensitivity
analysis should be a mandatory process in flood mapping. The variation in the results
and the simulation time due to different modelling approach configurations as well as
the DEM accuracy proved the benchmark hypothesis.

= The employed methodologies can be applied in ungauged watersheds with limited
available information, and/or in areas with complex geomorphology using typical
hydrologic and post flood analysis techniques.

= The investigation of the sources of uncertainty in floodplain modelling and mapping
can provide supplementary information in order to establish a satisfactory agreement
between parsimony and accuracy, which until nowadays remain an unresolved issue
in hydraulic modelling (Dimitriadis et al., 2016).

= The use of a simple approach such as the one dimensional hydraulic-hydrodynamic
model is proposed for calibration and uncertainty analysis investigation.
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CHAPTER 6°
UNCERTAINTY ANALYSIS COMPONENT

6 Uncertainty analysis component

6.1 Introduction

The largest source of uncertainty in flood inundation modelling is the input data
uncertainty. The majority of the studies that deal with flood inundation analysis are based
on several assumptions due to the enormous amount of data needed and/or the severe
lack of data (quantity and quality). The most common sources of input data uncertainty
in flood inundation analysis are: 1) topography data; 2) hydrograph used (rainfall-runoff
analysis); 3) roughness coefficient and; 4) hydraulic structures characteristics (Bates et al.,
2014). The use of deterministic flood inundation maps involves all the sources of
epistemic and natural random uncertainty. All this uncertainties can affect the outcomes
of hydraulic-hydrodynamic modelling significantly (Aronica et al., 1998; Aronica et al.,
2002; Bates et al., 2004; Pappenberger et al., 2005; Montanari, 2007; Solomatine and
Shrestha, 2009; Di Baldassarre et al., 2010; Kiczko et al., 2013; Alfonso et al., 2016; Bellos
and Tsakiris, 2016; Fuentes-Andino et al., 2017). Therefore, the deterministic flood maps
can provide false information to the policy-makers and lead them to erroneous decisions
about the flood risk management strategies and the potential engineering works for flood
disaster reduction. Thus, based on the previous findings of this dissertation and the
paragraphs mentioned above, the use of Probabilistic Flood Maps (PFMs) can provide a
better percentage of certainty in flood inundation analysis to the policy makers.

In this study, a generic procedure for uncertainty analysis of floodplain mapping due to
roughness coefficient is developed for the ungauged Xerias stream, Volos, Greece. The
HEC-RAS 1D hydraulic-hydrodynamic model is used to assess the uncertainty introduced
by the roughness coefficient using Monte-Carlo simulations. Manning’s n roughness
coefficient initial ranges are estimated using several empirical formulas employing pebble
count and field survey data, and various theoretical probability distributions are fitted and
evaluated using several goodness-of-fit criteria. Latin Hypercube sampling has been used
for the generation of different sets of Manning roughness coefficients and several
realizations of flood inundation maps are created. The uncertainty is estimated based on
a calibration process which is based only on the flood extent derived from historical flood
records for an observed extreme flash flood event. Moreover, an extensive sensitivity
analysis has been conducted in many factors of Monte Carlo procedure in order to extract
the best setup options (e.g. different distance between the cross sections, use of several
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realizations sets, use of different acceptable threshold level, and use of different
distribution for roughness coefficient generation). Finally, a stability test of the entire
component has been applied using the optimized choices.

6.2 Study Area

The study area has been presented in Chapter 2 and it is the ungauged Xerias Watershed,
Volos, Greece) (Figure 5.1). The characteristics of the studied extreme flash flood event
of the October 9t", 2006, along with the flood estimation using the Clark Instantaneous
Unit Hydrograph, the watershed characteristics and the selected stream reach can be
found in recent studies (Papaioannou et al., 2015, 2016) and Chapter 2. The validation
area is the same as the one presented in Chapter 2 and was carried out with the use of
historical data and records (i.e. flood recordings from newspapers, several authorities and
local interviews and testimonies) (Papaioannou et al., 2016). A high-resolution DEM
created from processed LIDAR point cloud data (see Chapter 3) has been used for the
river and riverine geometry configuration. The optimal stationing and digitization of the
cross sections in HEC-RAS model have been attained with the use of the high-resolution
DEM that was overlaid with local imagery to provide a highly realistic virtual 3-D
environment (Figure 5.1).

6.3 Methodology

The main objective of this study is to develop a generic procedure for probabilistic flood
inundation mapping at ungauged river reaches. Figure 6.1 presents the flowchart of the
recommended procedure and the necessary steps for the estimation and visualization of
the uncertainty introduced by the roughness coefficient value. The main structural parts
of the suggested methodology are: 1) the Pebble count field survey (see Chapter 3); 2)
The use of different Manning’s roughness coefficient empirical formulas in order to fit
several theoretical probability distributions on the derived empirical one and the
generation of different Manning’s roughness coefficient data sets using Latin Hypercube
Sampling technique; 3) the hydraulic modelling for flood inundation probability mapping
using the HEC-RAS 1D model (Figure 6.1). Based on the main structure of the component,
several sensitivity analysis scenarios have been conducted in order to examine different
configurations of the component and how these affect the outcomes. Finally, the optimal
configuration is proposed for probabilistic flood inundation mapping at ungauged
watersheds.
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Figure 6.1. Flow diagram of the proposed component.

6.3.1 Hydraulic-hydrodynamic modelling

The main objective of the EU Directive on floods (2007/60) is the production of floodplain
maps with the use of hydraulic models that are appropriate and capable for accurate river
flood modelling. The use of 1D hydraulic-hydrodynamic model is a common choice in
river flood modelling due to its acceptable performance in flood inundation processes,
the small input data demands, the low simulation time and the small computing power
needed in simulation process (Tsakiris, 2014) (see Chapter 5). However, in the river and
riverine areas with complex terrain, the selection of 1D-modelling approach appears to
be insufficient and produces erroneous results. Hence, the investigation of different
modelling approaches is a mandatory process in order to select the most appropriate
modelling approach for flood modelling and mapping (Papaioannou et al., 2016) (see
Chapter 5).

Also, new benchmark tests on the evaluation of the modelling approach selection have
proved that the combination of complex 2D models with accurate and high-resolution
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DEMs can provide a significant improvement in flood inundation modelling and mapping
accuracy. However, the use of this modelling configuration can highlight the modelling
instabilities due to the grid size selection (Horritt and Bates, 2002; Dimitriadis et al., 2016;
Papaioannou et al., 2016) (see Chapter 5). Finally, at ungauged river reaches, the
selection of 2-D hydraulic/hydrodynamic models are not favored due to their high data
requirements, their complex structure, and the extensive parameterization that is
necessary in order to asses accurate results (Tsakiris et al., 2009). Thus, the use of a
simple one-dimensional model is proposed for probabilistic flood mapping based on the
literature review.

The sensitivity of several parameters such as the use of different hydraulic-hydrodynamic
modelling approaches (1D,2D,1D/2D), the use of several river topography spatial
resolutions, the use of different mesh/grid resolutions and the use of inline hydraulic
structures or not on floodplain mapping and flood inundation modelling at ungauged
watersheds, is evaluated and presented in Chapter 5 with respect to the accuracy of the
results and other important factors (computational time, computational cost, availability
of the models, etc.) that are usually taken into account in typical engineering problems.
The evidence from the study presented in Chapter 5 indicates that despite the better
results, in terms of accuracy, of two dimensional and coupled hydraulic-hydrodynamic
models, all one-dimensional configurations achieved acceptable solutions. Furthermore,
the median of the evaluation metric Critical Success Index of 1D modelling approach is
included in the range of CSI scores of the other two modelling approaches (2D,1D/2D).
Concerning the computational resources, data availability and parameterization, one
dimensional models achieved higher scores than the analytical approaches that proved
very demanding. Therefore, the use of a simple approach such as the one dimensional
hydraulic-hydrodynamic model is proposed for floodplain modelling, for probabilistic
flood mapping and mapping for engineering purposes and for calibration and uncertainty
analysis investigation.

Moreover, another factor that contributes towards the use of one-dimensional hydraulic
hydrodynamic model for probabilistic flood mapping, is the river gcomorphology of the
study area. The river geomorphology of the selected stream reach is composed of
important elevation variations that lead to narrow floodplain. To conclude, the 1-D
hydraulic model HEC-RAS is adopted for use on the probabilistic flood inundation
mapping component based on the literature review, the results of Chapter 5 and the river
and riverine topography of the study area.

The major purpose of the pre-processing stage is to prepare the channel geometry that is
going to be imported in the HEC-RAS model. This has been achieved using the HEC-
GeoRAS tool in a GIS environment, the high-resolution DEM (LIDAR DEM) and by digitizing
all the necessary elements for the accurate representation of the channel geometry and
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its characteristics (e.g. stream centerline, flowpaths, cross sections, riverbanks, bridges,
etc.). In order to confirm the proper geometry configuration that is ensured by the LiDAR
DEM, all cross sections have been manually evaluated for the geometry and the location
of the banks.

The initial HEC-RAS configuration consists of cross-sections of variable length
(approximately 100m distance) (Figure 5.1) because water surface profiles were found to
be highly sensitive to cross-section spacing and DEM accuracy (Sarhadi et al., 2012).
Finally, the interpolated cross sections with 1m interval have been created and used for
the probabilistic flood hazard mapping at ungauged rivers. This configuration has been
applied in order to use the full potential of the LIDAR DEM accuracy in the generated river
geometry, to minimize the differences between each cross section and to include the
complexity of the river and riverine area in the analysis. Furthermore, this configuration
is used due to the nature of the selected hydraulic hydrodynamic model (1D) in order to
increase the stability of the system and the accuracy of the outcomes.

Finally, all pre-processed river and floodplain geometry has been inserted to HEC-RAS.
The HEC-RAS modelling stage consists of the flood inundation modelling and mapping
using HEAC-RAS model. This stage demands a variety of input data and several parameter
configurations such us cross-section and floodplain topography, inflow data, boundary
conditions, inline structures configuration (bridges) and the friction parameter
determination regarding Manning’s roughness coefficient (n) values. Many recent studies
use 1D hydrodynamic models with steady state flow conditions for probabilistic flood
hazard mapping (e.g. Bales and Wagner, 2009; Kizko et. al., 2013; Dimitriadis et. al., 2016;
Romanowicz and Kizko, 2016). In the work of Pappenberger et al. (2005), HEC-RAS 1D
hydrodynamic model has been used with unsteady state flow conditions but, the
iterations where very unstable (only 52,000 were stable from the total 1,600,000
simulations) and several parameters were optimized in order to achieve acceptable
results.

In order to achieve consistent unsteady flow simulations, some major modifications in the
modelling configurations are: 1) avoidance of “low flow” periods and uneven changes in
the hydrograph by adjusting it; 2) changes in river and riverine geometry, i.e. addition of
extra cross-sections, deletetion of cross sections, exclusion of irregular geometry points
in specific cross sections or, in case of significant drops in elevation, smoothing of the
cross sectional geometry by including weirs or by increasing the base flow; 3)
implementation of an extensive investigation of the time step in order to achieve the best
fit for all possible configurations; 4) application of several parameters optimizations; 5)
changesininline/lateral structures by adjusting the geometry, the wier/gates parameters,
and the simulation step; 6) adjustment of the Manning’s n value since low or high values
may result in instabilities, e.g. Manning’s n value instabilities can affect the modelling
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process by providing lower depths, increase of the stage, large attenuation of the
hydrograph as it moves downstream, supercritical flows; 7) implementation of an
extensive investigation of the initial conditions.

The proposed component deals with the implementation of probabilistic flood
inundation mapping at ungauged streams due to roughness coefficient uncertainty in
hydraulic modelling. To maximize the usefulness of probabilistic flood hazard
assessment, the component is based on a simplified methodology for ungauged
catchments and its application is feasible for practical engineering purposes. The applied
component uses steady state flow conditions. The selection of steady state flow
conditions has been based on the difficulties in the application of unsteady state flow
conditions, as described in the previous paragraphs, and the severe lack of data that
prevent the use of complex modelling configurations.

In the simulations, the upstream boundary condition has been set to the maximum
discharge value (i.e. 490.43 m3/s) and the downstream boundary conditions where set
according to HEC-RAS manual suggestion for ungauged catchments (critical depth is set
equal to the friction slope estimated from the LiDAR DEM). The contraction and
expansion values have been set equal to the default contraction and expansion
coefficients of 0.1 and 0.3 respectively, for the entire channel, except for the bridges
openings where the default values of contraction and expansion coefficients are set equal
to 0.3 and 0.5, respectively (Brunner, 2016b). The LIDAR DEM has been used for the
determination of the topographic characteristics of all cross sections and the floodplain.
An initial approximation of the roughness coefficient values has been carried out based
on field evaluation of the size and type of the bed, banks and over-bank material of the
channel (Coon, 1998). However, in order to minimize the high uncertainty related to the
roughness coefficient values, the pebble count method and several empirical formulas
have been used to estimate the final Manning’s n values. In Xerias stream reach the
Wolman pebble count method was conducted by using a zig-zag pattern and by selecting
approximately 958 particles with a step-toe procedure (Figure 3.9), as fully described in
Chapter 3. Then, the data collected has been used for the statistical analysis of the
particle size and the computation of predefined diameters of dso, des, d7s, dsa, and doa
(Table 3.3). Several empirical formulas recommended in the international literature for
the estimation of Manning’s roughness coefficient (n) values, mainly for gravel and
cobble-bed streams (Table 3.2) have defined the choice of the predefined size diameters.
The Manning’s roughness coefficient has been estimated using these empirical formulas,
as described in Chapter 3. Afterwards, the empirical distribution of Manning’s roughness
coefficient (n) estimated values has been used in order to investigate the fitting of several
theoretical probability distributions (e.g. Normal, Lognormal, Gamma, Logistic).
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The results of the distribution fitting process have been evaluated with the use of many
goodness-of-fit statistics and criteria (Table 6.1) (Venables and Ripley, 2002; R Core Team,
2017). Figure 6.2 presents the comparison of the cumulative distribution function of the
fitted theoretical probability distributions to the empirical distribution of the estimated
Manning’s n values. Based on the results presented in Figure 6.2, the Lognormal and
Gamma distributions appear to fit better than the other ones and should be used for the
simulation of the empirical probability distribution of Manning’s values.

Nevertheless, because of the small sample of roughness values, apart from the visual
inspection of the fitting of theoretical probability distributions to the empirical
distribution, various goodness-of-fit statistics and criteria (Table 6.1) have been used for
the non-subjective choice of the “best” fitted distribution. These results indicated that if
the judgment of the theoretical distribution is based on the Kolmogorov-Smirnov test, the
Logistic and the Weibull distributions should be selected as “best” choices. The
Lognormal distribution best fits the empirical derived Manning’s n distribution based on
the goodness of fit criteria of Akaike Information Criterion (AIC) and Bayesian Information
Criterion (BIC). Moreover, the Gamma distribution is another possible choice after the
Lognormal distribution (Table 6.1).

Finally, based on the optimum theoretical probability distribution (Lognormal) several
Manning’s (n) value data sets have been generated with the use of Latin Hypercube
Sampling generator process. The optimum selection of the theoretical distributions has
been used for the generic applicability of the proposed component for uncertainty
estimation of flood inundation area due to roughness coefficient values. In addition, for
sensitivity analysis purposes, the use of Gamma and Weibull probability distributions
resulted in acceptable values in the statistical analysis (Table 6.1, Figure 6.2).

The goodness of fit statistics of Cramer-von Mises and Anderson —Darling are alternative
tests of the Kolmogorov-Smirnov test. The selected goodness of fit statistics have low
performance on small samples but they are extremely precise for large and very large
sample sizes (Razali and Wah, 2011; Gonzalez-Val et al., 2015). However, the goodness of
fit criteria of AIC and BIC attempt to resolve a problem by introducing a penalty term for
the number of parameters in the model and are based on the whole data sample.
Moreover, both goodness of fit criteria implement a trade-off between the goodness of
fit of the model and the complexity of the model. Therefore, the selection of the proposed
distributions has been based mainly on the goodness of fit criteria AIC and BIC. Finally,
the use of Uniform probability distribution has been examined and evaluated for the
generation of various roughness coefficient data sets based on findings from other studies
(e.g. Di Baldassarre et al., 2010; Kiczko et al., 2013).
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Table 6.1. Evaluation criteria of the applied theoretical probability distributions
Goodness of fit

Goodness of fit statistics

. criteria
Distributions
Kolmogorov- Cramer-von Anderson
. . . AIC BIC
Smirnov Mises -Darling
Normal 0.1307 0.1008 0.6818 97.5191 -95.337
Lognormal 0.1458 0.0793 0.5153 101.437  -99.2552
Exponential 0.4239 0.8333 4.1749 74.8262  -73.7352
Gamma 0.131 0.08 0.5303 100.762  -98.5796
Beta 0.1304 0.0801 0.5327 100.673  -98.4905
Uniform 0.3358 0.7077 inf NA NA
Logistic 0.1292 0.0867 0.625 96.6285  -94.4465
Cauchy 0.2002 0.137 0.9604 87.7592  -85.5771
Weibull 0.1296 0.0848 0.5794 98.6621 -96.48

Figure 6.2. Distribution fitting graphs: Empirical and theoretical CDFs (a) and histogram
and theoretical densities (b).
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6.3.2 HEC-RAS Monte-Carlo component

This study presents an automated HEC-RAS probabilistic flood inundation component for
roughness coefficient uncertainty analysis and calibration at ungauged watersheds. The
main core of the component is based on the handling of the HEC-RAS model using Excel
VBA routines. The outcomes of the hydraulic-hydrodynamic modelling are linked within
a GIS environment (in ArcGIS) where several geoprocessing tools combined into model
builder platform for the production of the flood probability maps (Figure 6.1). The
component is capable of providing Monte-Carlo simulations experiments by operating
several processes and using automated data management within HEC-RAS model (Figure
6.1).

The entire code flow, the VBA routines and the architecture of the component have been
created by the author with exception on some VBA modules and parts of the code that
rely on the work of Goodell (2014). The application of the proposed component is based
on the following steps: 1) import the flood extent area; 2) modify the number of the
preferred acceptable simulations (realizations) for probabilistic flood inundation
mapping; 3) import preferred Manning roughness coefficients data sets; 4) select a
favored statistical criterion based on the inherent calibration process for uncertainty
analysis due to roughness values; 5) generate flood probability maps using the GIS
geoprocessing models.

The flood extent area is imported to the component as values of the wetted area of each
cross section. The estimation of each cross section flood extent can be achieved by using
simple GIS procedures such as erase or clip. The number of the preferred acceptable
simulations (realizations) for probabilistic flood inundation mapping can be adjusted with
a simple change in excel environment. The generation of several Manning roughness
coefficients data sets is based on Latin Hypercube Sampling (LHS) technique where the
best fitted theoretical probability distribution is used. Then, the Manning roughness
coefficient data sets are imported into the component for the application of HEC-RAS
Monte Carlo simulations. A major advantage of LHS, among other generators used for
Monte-Carlo integrations, is that the generated samples are created using all parts of the
probability distribution and for n random numbers from the distribution, the distribution
is divided into n intervals of equal probability 1/n (Millard, 2013). Thus, the use of LHS
ensures that the ensemble of random numbers is representative of the real variability.
According to McKay et al. (1979), LHS is considered as a stratified sampling method
without replacement.

The use of qualitative criteria — skill scores is a typical approach followed at ungauged
streams for the evaluation of a simulated area compared to an observed area because of
the difficulties generated by the lack of data. The selection of skill scores as evaluation
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metrics usually involves the use of 2x2 contingency table (or confusion matrix). Normally,
these criteria depend on the contingency table matching agreement by utilizing observed
and estimated floodplain areas. The use of such techniques can provide valuable
information on how well the simulated flood extent munches the observed one (Horrit
and Bates 2001; Horritt and Bates, 2002; Aronica et al., 2002; Alfieri et al., 2014; Nguyen
et al., 2015; Papaioannou et al., 2016; Altenau et al., 2017). With the use of the initial
HEC-RAS configuration, several statistical quantitative metrics (e.g. as the MSE, RMSE,
MAE, Bias, MdAPE, etc) and the qualitative metric of CSI have been examined. All
proposed evaluation metrics have been used for the determination of the acceptable
simulations and to propose the optimum metric. The application of the metrics is based
on the comparison between the simulated and the observed flooded area (Figure 5.1).
All the above mentioned metrics have been included in the proposed component for
accurate Monte-Carlo experiments.

Based on the presented input data and the settings that the user has selected (e.g.
determined observed flood extent, choice of validation criterion), a new roughness
coefficient value is selected for iterative modelling. In each iteration, the component
accepts or rejects the simulation according to the selected criterion and the determined
threshold level. After this process, a new simulation is performed using a new roughness
n value. Finally, the component terminates the entire process when the number of
realizations fulfil the operator’s needs and set up criteria for acceptable probabilistic flood
inundation mapping realizations (e.g. number of realizations).

In the analysis of the evaluation metrics, it was observed that, the metrics containing
median values had a better response compared to the others and, this was also justified
by the river and riverine topography and the characteristics of the studied flood event
(i.e. small flood extent, small changes in the floodplain, flood inundation in specific areas).
The criteria that have been tested are the following: Median absolute percentage error
(MdAPE); Mean Square Error (MSE); Median Absolute Error (MdAE); Mean absolute error
(MAE); Root Mean Square Percentage Error (RMSPE); Root Median Square Percentage
Error (RMdSPE); Symmetric Median Absolute Percentage Error (sMdAPE); Mean absolute
percentage error (MAPE) ; symmetric MAPE (sMAPE); Root Mean Square Error (RMSE);
Standard Deviation of residuals; Average of residuals; Median of residuals; Total BIAS.
Details on the criteria tested and their mathematical expression can be found in the works
of Hyndman and Koehler, (2006), Dawson and his associates (Dawson et al., 2007) and
Jolliffe and Stephenson, (2011). An example of the sensitivity analysis implementation in
order to distinguish the preferred criterion is presented in Table 6.2.

In this study, the unbiased qualitative criterion of Median Absolute Percentage Error
(MdAPE) (Hyndman and Koehler, 2006) has been selected for the validation of the
component. Accordingly, the selection of the quantitative statistical criterion MdAPE has
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been based on several sensitivity analysis tests (e.g. Table 6.2), on “Eyeball” verification
(i.e. distribution resemblance) using the CSI qualitative criterion (Figure 6.3), on the
characteristics of the selected evaluation metric and the studied flood event, and on the
author’s personal judgment and experience on the study area characteristics (e.g.
parameters, nature of the study event, and lack of data). The MdAPE equation, that is
taken into account the simulated and observed flood areal extent, is expressed as follows:

> (6.1)

where Y; is the observed flood extent; and F: is the simulated flood extent for all cross-

100(Yt - Ft)

MdAPE = median(
Yi

sections.

Figure 6.3. HEC-RAS model responses to changes in roughness coefficient values
(Manning’s n), a) in terms of Critical Succes Index, b) in terms of Median Absolute
Percentage Error (MdAPE) and selected threshold for acceptable behavioural models
respectively.
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Table 6.2. Example of the examined statistical criteria

Manning's n Statistical criteria
roughness
coefficient  MdAPE  MSE MdJAE  MAE RMSPE  RMdSPE  MAPE
values
0.01 394 2504 34.3 39.8 56.7 394 45.6
0.02 32.3 1867 24.5 33.3 53.0 32.3 40.2
0.03 28.2 1721 22.0 31.0 54.0 28.2 38.6
0.04 26.5 1769 21.5 30.3 56.2 26.5 38.3
0.05 25.2 1845 21.5 30.3 58.5 25.2 38.7
0.06 23.0 1964 20.0 30.0 62.2 23.0 39.0
0.07 19.5 2091 16.4 29.1 68.0 19.5 39.0
0.08 17.3 2203 15.1 28.8 69.7 17.3 39.1
0.09 16.7 2297 14.3 28.6 71.9 16.7 395
0.1 16.9 3269 14.5 35.4 95.8 16.9 52.4
0.11 19.4 3831 16.4 394 105.9 19.4 59.0
0.12 20.9 4359 17.9 43.0 114.4 20.9 64.8
0.13 23.1 5284  20.3 49.1 124.7 23.1 73.8
0.14 25.7 7155 25.3 56.9 148.3 25.7 87.0
Manning's n Statistical criteria
roughness Median Staqdqrd Average
coefficient  s\MJAPE SMAPE RMSE ~ of  Ceviation of Total
values residuals .of residuals BIAS
residuals
0.01 47.5 51.2 50.0 34.3 30.3 39.8 0.77
0.02 37.6 42.5 43.2 24.5 27.5 33.3 0.85
0.03 32.3 38.5 41.5 22.0 27.6 31.0 0.90
0.04 30.1 36.4 42.1 21.5 29.2 30.3 0.93
0.05 28.2 35.3 43.0 21.5 30.5 30.3 0.97
0.06 24.8 33.7 44.3 20.0 32.6 30.0 1.01
0.07 20.9 31.2 45.7 16.4 35.2 29.1 1.06
0.08 18.8 29.5 46.9 15.1 37.1 28.8 1.11
0.09 17.7 28.4 47.9 14.3 38.5 28.6 1.15
0.1 17.8 32.8 57.2 14.5 44.9 354 1.26
0.11 19.3 35.2 61.9 16.4 47.7 394 1.32
0.12 20.9 37.4 66.0 17.9 50.1 43.0 1.37
0.13 23.8 41.3 72.7 20.3 53.7 49.1 1.45
0.14 24.88 45.2 84.6 25.3 62.6 56.9 1.54
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The threshold of MdAPE for the acceptable runs was set to 20% (with a best fit to 16%)
after First level of sensitivity analysis of the employed statistical criteria (Figure 6.3).
Figure 6.3 presents the MdAPE and CSI variation results with the roughness coefficient
values (Manning’s n) and the selected threshold for acceptable behavioral models.
Furthermore, it should be mentioned that the entire validation process is based only on
the comparison between simulated flooded areas and historical data of the flood event
due to the ungauged nature of the study watershed/stream reach. Unfortunately, the
majority of relative data concerning the study flood event are missing (e.g. measured
water depth in several locations, flow rate measurements, accurate rainfall data by
various meteorological stations, roughness coefficient measurements, etc.). From the
data collected concerning the study flood event (see Chapter 2), the only data that can
insure appropriate validation of the system is the reconstructed historical flood data.
Finally, in the post-modelling stage, the results of HEC-RAS Monte-Carlo component are
imported into a GIS for the generation of the flood extent using specific models-scripts
created in the ArcGIS ModelBuilder environment (Figure 6.4). Hence, the graphical
representation of the component is achieved through GIS. The main objective was to
convert the HEC-RAS outcomes (i.e. flood extent polygons and raster water depth files)
into probabilistic flood inundation maps based on (different) roughness values. This was
achieved by using a binary wet-dry reasoning in order to estimate the flood inundation
probability of each cell (Figure 6.5a). Thus, the modelled probability of inundation is
estimated by converting each ensemble member of flood extent to a binary wet—dry map,
calculating the number of simulations in which a node is wet, then dividing this by the
number of ensemble members (Figure 6.5b) (Horritt, 2006). Eventually, different
probability maps have been generated based on the acceptable realizations and the
statistical criterion used. For computational purposes the probability maps were classified
in 10 probability classes, i.e. 0-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-70%,
70-80%, 80-90%, 90-100%.
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Figure 6.4. GIS geoprocessing models that developed in ArcGIS model builder
environment for the production of the flood probability maps.

Figure 6.5. Food extent representation with the wet/dry reasoning (a) and the
probabilistic (b).
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6.3.3 Sensitivity and stability analysis

The sensitivity analysis includes the investigation of several parameters involved in the
HEC-RAS Monte-Carlo component to define the best modelling configuration of the
component. The different configurations employed for sensitivity analysis purposes are:
1. Different realization sets applied using the best fitted probability distribution (i.e.
Lognormal) for Manning’s n sampling: 100, 200, 500, 1000, 2000, 5000
realizations,
2. Gamma, Weibull, and Uniform probability distributions for Manning’s n sampling
have also been examined for 1000 realizations,
3. Three validation threshold values of MdAPE, 22%, 20% and 18% have been
examined,
4. Various river cross section spacings have been examined with distance varied from
Imto32m(i,e.1m,2m,4m,8m, 16 mand 32 m).

An imperative step in Monte Carlo simulations such as the proposed component is the
examination if the component produces reproducible and similar results for the same
configuration. Finally, the optimum configuration of the component, derived from the
sensitivity analysis, has been then used to test the stability of the component. Five
different runs have been employed and the results are compared.

6.4 Results

A HEC-RAS Monte-Carlo component has been developed for flood probability mapping,
at ungauged catchments and assesses the uncertainty related to the roughness
coefficient. The extreme flash flood event of the October 9", 2006 has been used for the
evaluation of each individual outcome. The comparison of the simulated and the
observed flooded area was carried out using MdAPE quantitative statistical criterion
(threshold level 20% and best score 16%). The final flood probability maps were classified
in 10 probability classes (0-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-70%, 70-
80%, 80-90%, 90-100%) for comparison purposes. All the flood probability results were
examined and compared based on their spatial distribution and the proposed probability
classes categorization. In order to achieve the optimum configuration of the component,
several sensitivity analysis tests have been applied. Finally, the stability of the component
has been examined using five different configurations that use the settings of the
optimum configuration (1000 realizations, Lognormal distribution, LHS, MdAPE with 20%
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threshold) with different seed value in LHS. The majority of the results are based on an
ensemble of 1000 simulations.

The first sensitivity analysis is based on the number of realizations (100, 200, 500, 1000,
2000, 5000). In this analysis, the configuration of the component uses the Lognormal
distribution for the realization of the Manning’s n values; 1m cross section spacing;
MdAPE threshold is set to 20% for the selection of acceptable simulations; and acceptable
realizations number of 100, 200, 500, 1000, 2000, 5000. The results of the first sensitivity
test showed that the selection of the number of realizations affects the flood probability
map. The optimum choice of acceptable realizations is 1000 realizations, as the system
becomes insensitive for larger number of realizations (Table 6.3, Figure 6.6).

Table 6.3 and Figure 6.6 present the results of the first sensitivity analysis test that take
into account the spatial information of each class in comparison to the 5000 realizations
results. In particular, the outcomes of the first sensitivity analysis shows that the
difference among the flood inundation probability map of 5000 realizations and the 100,
200, 500, 1000 and 2000 realizations is 4.94%, 2.66%, 1.49%, 0.63% and 0.59%
respectively. A consistent power pattern is observed between the number of acceptable
realizations and the deviation of the results from the 5000 realizations run (Figure 6.6).

Table 6.3. Spatially distributed comparison (sensitivity analysis) based on the number of
acceptable realizations.

Number of
acceptable 100 200 500 1000 2000 5000
realizations

100 0

200 5.31

500 5.15

1000 4.71

2000 4.57

5000 494 266 149 0.63 0.59 0
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Figure 6.6. Sensitivity analysis on the number of acceptable realizations comparing to the
5000 acceptable realizations based on the spatial distribution.

Additionally, Table 6.4 presents the flood inundation probabilities classes for various
number of realizations. These results indicate that the probability classes of 0-10, 10-20,
20-30% have the larger differences varying from 0.78 to 1.42 %. Despite the fact that the
total differences, when comparing results only from the tables of distribution classes, vary
from 0.68 to 3.65 %, when the spatial distribution of each class is taken into account in
the comparison, the total difference is rising and ranges from 0.59 to 4.94 %. Figure 6.7
presents the flood inundation probability map for 1000 realizations and for comparison
the “observed” estimated flood inundation area for the studied flood event. Figure 6.8
presents the spatial distributed difference between the flood probabilities of 100 and
5000 acceptable realizations. In the following sensitivity analysis, the optimum number
of acceptable realizations (i.e. 1000 realizations) has been used.

Table 6.4. Flood inundation probabilities classes (%) for various realizations.

Flood inundation probabilities

classes (%) \Number of 100 200 500 1000 2000 5000
acceptable Realizations
100-90 78.72 79.34 78.82 78.87 78.83 78.83
90-80 0.70 0.96 1.06 0.98 1.02 0.93
80-70 0.95 0.97 0.90 0.84 0.83 0.96
70-60 0.81 1.36 1.14 1.23 1.19 1.28
60-50 1.43 1.63 1.49 1.38 1.32 1.29
50-40 1.72 1.29 1.72 1.65 1.73 1.65
40-30 3.16 2.78 3.04 2.72 2.89 2.86
30-20 3.58 2.78 2.45 2.72 2.78 2.65
20-10 5.33 5.74 5.20 5.06 4.84 4.96
10-0 3.61 3.16 4.18 4.56 4.57 4.58
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Figure 6.7. Flood inundation probability map for the optimum number of acceptable
realizations (i.e. 1000 realizations).

Figure 6.8. Spatial distributed difference between the flood probability maps of 100 and
5000 realizations.
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The next sensitivity analysis is using various theoretical probability distributions for the
generation of the Manning’s n roughness data sets. In this analysis, various theoretical
probability distributions have been used and the results have been compared to the
results of the simulation using the Lognormal probability distribution. The other elements
of the simulation are: 1m cross section spacing; 1000 acceptable realizations and, for
validation, the criterion of MdAPE with threshold was set to 20%. Based on the statistical
goodness-of-fit criteria, the probability distributions that are satisfactory fitted to the
empirical probability distribution, were found to be the Lognormal, Gamma and Weibull
probability distributions. Furthermore, a typical probability distribution that has been
implemented in similar studies is the Uniform probability distribution (e.g. Dimitriadis et
al., 2016) and it is included in the analysis for testing its validity in similar studies. Table
6.5 present the results of the sensitivity analysis based on the choice of theoretical
probability distribution compared to the Lognormal theoretical distribution. The
outcomes indicate that the flood inundation probability maps using the Gamma, the
Weibull and the Uniform probability distributions differ from the flood inundation
probability map of the “best-fitted” Lognormal probability distribution by 1.53%, 4.48%
and 19.22%, respectively. Hence, the selection of the appropriate theoretical probability
distribution for the generation of the Manning’s roughness coefficient is a crucial choice
that can severely affect the accuracy of the flood probability maps.

Table 6.6 presents the flood inundation probabilities classes (%) of all theoretical
probability distributions used in the analysis. The results of Table 6.6 reveal that the
largest differences between the maximum differences in the flood inundation probability
classes are observed for the probability classes of 0-10, 10-20% with values of 2.88% and
3.71 %, respectively. When comparing the results only from the tables of distribution
classes, the total differences vary from 1.59 to 14.03 %. When the spatial distribution of
each class is taken into account, the total difference rises and ranges from 1.53 to 19.4 %
(Table 6.5). The flood probability distribution maps derived by the Lognormal and the
Uniform distributions are presented for comparison in Figure 6.9. Significant differences
are shown between all the flood probability classes except for the 90-100% probability
class.
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Table 6.5. Spatially distributed comparison based on the theoretical probability
distribution choice.

Theoretical Probability
Distributions Lnorm Gamma Weibull Uniform
differences (%)

Lhorm 0

Gamma 1.53 0

Weibull 4.48 3.23 0

Uniform 19.22 19.31 18.92 0

Table 6.6. Flood inundation probabilities classes (%) of all theoretical probability
distributions.

Flood inundation probabilities
classes (%) \ Theoretical Lognormal Gamma Weibull Uniform
Probability Distributions

100-90 78.87 78.85 79.16 79.61
90-80 0.98 0.94 1.08 1.85
80-70 0.84 1.01 1.09 2.14
70-60 1.23 1.27 1.46 2.28
60-50 1.38 1.30 141 2.84
50-40 1.65 1.73 1.66 2.19
40-30 2.72 3.18 2.72 3.78
30-20 2.72 2.42 2.45 2.29
20-10 5.06 4.69 4.96 1.35
10-0 4.56 4.61 4.01 1.68
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Figure 6.9. Visualization of the flood probability distribution maps derived using the
Lognormal and the Uniform distributions.

The next sensitivity analysis is based on the selection of different threshold levels of the
statistical criterion MdAPE used for the validation of the acceptable solutions. In this
analysis the configuration of the component consists of the Lognormal distribution for
the sampling of Manning’s roughness coefficient n and have the following elements; 1m
cross section spacing; 1000 acceptable realizations and; as validation criterion, the
MdAPE with threshold was set to 18%, 20% and 22%. The sensitivity analysis of the
threshold level showed that the flood probability maps are sensitive to threshold changes
(Table 6.7, Figure 6.10). Specifically, the results of flood inundation probability map using
18% and 22% of MdAPE threshold differ from the respective results using 20% MdAPE
threshold by 11.73% and 10.69% , respectively (Table 6.7, Figure 6.10). The results of
Table 6.8 indicate that as the threshold level increases the difference in the flood
probabilities classes of 0-10, 10-20, 20-30 and 30-40% rises, while the probability class 90-
100% decreases. Figure 6.11 illustrates the flood probability distribution maps derived by
the threshold level of 18%, 20% and 22%.
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Table 6.7. Spatially distributed comparison based on the threshold level.

MdAPE threshold
. 18 20 22
level differences (%)
18 0
20 11.73 0
22 15.06 10.69 0

Figure 6.10. Sensitivity analysis on the threshold value of the statistical criterion including
the spatial distribution.

Table 6.8. Flood inundation probabilities classes (%) of all threshold value of MdAPE
statistical criterion.

Flood inundation probabilities MdAPE MdAPE MdAPE

classes (%) \ MdAPE threshold level 18% 20% 22%
100-90 85.02 78.87 75.13

90-80 0.81 0.98 0.88

80-70 0.86 0.84 1.01

70-60 1.02 1.23 1.35

60-50 1.32 1.38 1.44

50-40 1.89 1.65 1.64

40-30 1.39 2.72 2.53

30-20 1.74 2.72 3.82

20-10 3.74 5.06 6.02

10-0 2.20 4.56 6.18
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Figure 6.11. Visualization of the flood probability distribution maps derived by the configuration with a threshold level of 18%, 20%
and 22% respectively from left to right.
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The last sensitivity analysis is based on the selection of different cross section distance
intervals (2m, 4m, 8m, 16m, and 32m). In this analysis, the configuration of the
component consists of the Lognormal distribution; 1m, 2m, 4m, 8m, 16m and 32m cross
section spacing; as validation criterion the MdAPE with threshold was set to 20%; and
1000 acceptable realizations are used. The results indicate that the river cross section
distance interval has a significant effect in the flood inundation probability mapping
when the distance between the cross sections is equal or larger than 16 m (Figure 6.12).
In more detail, the spatial distributed differences between the flood probability map of
1m and the configurations of 2 m, 4 m, 8 m, 16 m, and 32 m are 2.07%, 3.69%, 3.20%,
8.43% and 13.29%, respectively (Figure 6.12). A consistent linear pattern is observed in
Figure 6.12 due to the effect of the river cross section spacing in flood probability
mapping. The results of Table 6.9 reveal that the largest differences between the
maximum values of the flood inundation probability classes are observed at the classes
of 0-10, 10-20, 20-30 and 90-100% with values 1.25, 2.53, 1.58 and 1.9%, respectively.
When comparing results only from the tables of distribution classes, the total differences
vary from 0.8 to 8.22%. If the spatial distribution of each class is taken into account,
then, the total probability difference increases from 2.07 to 13.29 %. Finally, Figure 6.13
illustrates the flood probability maps of the configuration that uses 1m cross-section
interval comparing to the configuration that uses 32m cross-section interval.

Figure 6.12. Sensitivity analysis on the cross section distance interval including the
spatial distribution.

Table 6.9. Flood inundation probabilities classes (%) of all cross section distance intervals.
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Flood inundation probabilities classes (%)

. A A Im 2m 4dm 8m 16m 32m
\ Cross Sections Distance interval

100-90 78.87 79.08 80.31 79.02 80.04 80.77
90-80 098 1.02 096 097 095 0.84
80-70 084 092 082 087 112 1.08
70-60 123 118 121 126 106 1.08
60-50 138 138 125 121 146 1.40
50-40 165 156 151 158 183 201
40-30 272 275 237 287 299 2.69
30-20 272 277 295 259 264 430
20-10 506 497 493 527 456 2.53
10-0 456 439 370 435 335 331

Figure 6.13. Visualization of the flood probability distribution maps derived by the
configuration with cross-section spacing of 1m and 32m.

For better understanding of the flood hazard, Figure 6.14 illustrates the flood inundated
areas presented in various probabilistic classes overlaid with a high resolution aerial
orthophoto in order to emphasize the spatial extension of the flooded areas. The same
figure also depicts, for comparison purposes, the optimum deterministic simulation of
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HEC-RAS with a red line (Figure 6.14). The distinction of the floodplains in two regions,
a wet area (flooded) and a dry area is usually implemented with the use of deterministic
flood inundation maps. This binary map is produced by calibration of the HEC-RAS
model. The trial and error manual calibration process has been used for the simulation
of the examined historical flood inundation event in order to estimate the optimum
Manning’s n value for the study river reach. As mentioned before, there were neither a
water depth data nor official flood extent data or detailed records available from the
study event. The only evidence that could be used for calibration purposes was the
inundation extent map estimated by the limited data found in public organizations
records and the responses of local people during the field survey described in Chapter 2
(black boundary area in Figure 6.14).

Kiczko et al. (2013) claim that the stochastic maps cannot be directly compared with the
deterministic maps. Nevertheless, for comparison purposes, the deterministic flood
inundation map is assumed to represent flooded areas with a probability of exceedance
of 0.9 (Figure 6.15). The optimum estimated Manning’s n value based on calibration
process using deterministic simulation was 0.09 (Table 3.2, Figure 6.15) and the
estimated MdAPE value achieved was approximately 16%. Moreover, in Figure 6.14 each
pixel expresses the probability of flooding and incorporates the uncertainty derived by
the selection of Manning’s n roughness values. In order to generate the specific flood
probability map, the optimum configuration has been used (i.e. use of 1000 realizations,
use of the Lognormal probability distribution for Manning’s n sampling, a threshold of
20% value for the MdAPE criterion, and river cross section spacing of 1m).
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Figure 6.14. Flood inundation map for the best component configuration (i.e. using 1000
realizations, lognormal probability distribution for roughness coefficient generation,
MdAPE threshold 20% and 1 m cross section spacing).
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Figure 6.15. Comparison of several deterministic flood extent results based on the
cumulative distribution function of the flood extent.

Based on the results of the sensitivity analysis, the optimum configuration of the HEC-
RAS Monte Carlo component is the one that uses 1000 relations, Lognormal probability
distribution for Manning’s n value sampling, the threshold of 20% value of MdAPE, and
river cross section spacing of 1m. In order to investigate the stability of the proposed
HEC-RAS component configuration, the suggested configuration five different runs have
been performed and five flood probability maps have been generated (Table 6.10).

For comparison purposes, the already presented optimum configuration has been used
as a base scenario in order to check the spatial distributed differences of the five
generated flood probabilities maps. The results that include the spatial distribution of
the flood probability classes showed that the proposed configuration deviates from 0.82
to 1.65 % for the five different runs (Table 6.10). These findings suggest that the
proposed HEC-RAS Monte Carlo component is stable and gives reproducible results.
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Table 6.10. Stability of the proposed HEC-RAS Monte Carlo component. Spatial
distributed differences among the five cases and the base scenario.

Differences

Number of ]
. . with the Base
simulation .
scenario (%)
1st 1.25
2nd 1.07
3rd 1.65
4th 0.82
5th 0.99

6.5 Conclusions

A probabilistic procedure for floodplain inundation mapping was developed and
analysed for a reach of the ungauged Xerias stream, Volos, Greece. The developed
process evaluated the uncertainty introduced by the roughness coefficient values in
flood inundation modelling and mapping. The well-established hydraulic model, HEC-
RAS 1D was selected and used with in a Monte-Carlo simulation component. Terrestrial
Laser Scanner data had been used to produce a high quality DEM for input data
uncertainty minimization and to improve representation accuracy of stream channel
topography required by the hydraulic model. Manning’s n roughness coefficient values
were estimated using pebble count field surveys and empirical formulas. Various
theoretical probability distributions were fitted and evaluated on their accuracy to
represent the estimated roughness values. Moreover, Latin Hypercube Sampling had
been used for generation of different sets of Manning roughness values and finally, flood
inundation probability maps had been created with the use of Monte Carlo simulations.
Historical flood extent data, from an extreme historical flash flood event, were used for
the validation of the method. The calibration process was based on a binary wet-dry
reasoning with the use of Median Absolute Percentage Error evaluation metric. The
proposed component was based on limited data (ungauged catchments) using only flood
extent data. Several sensitivity analysis tests had been conducted in order to justify the
structure of the proposed floodplain mapping uncertainty component. The sensitivity
analysis tests were based on: 1) the determination of the realization number; 2) the
selection of the theoretical distribution for the generation of several roughness value
data sets; 3) the threshold determination of the MdAPE statistical criterion used to
accept or reject the hydraulic —hydrodynamic modelling results; 4) the cross section
interval. The results of this study support the probabilistic flood hazard mapping and can
provide water resources managers with valuable information for planning and
implementing flood risk mitigation strategies.

Finally, deterministic and probabilistic approaches for flood inundation mapping at
ungauged rivers were compared and evaluated in this study. The simulated flood
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hydrograph which corresponds to a specific return period and the Manning’s roughness
values used to map the flooded spatial extent are affected by significant uncertainty in
their estimation. Based on these conditions, visualizing flood hazard in a study reach as
a probability map seems to be more correct than a deterministic assessment. Hence,
probability maps for mapping flood extent are attractive ways of flooding likelihood
visualization and add extra credibility in their estimation. Flood inundation prediction
under different probabilistic scenarios could assist in floodplain risk management and to
minimize the social and economic impacts of floods.
Furthermore, the application of deterministic and probabilistic approaches in the same
study area highlights and exemplifies the pros and cons of the two methods for
floodplain mapping at ungauged watersheds. For more details, the reader is referred to
recent studies and references therein (Di Baldassarre et al., 2010; Dottori, et al., 2013;
Alfonso et al., 2016). These studies showed that the calibration process of a hydraulic
model on a historical event with a specified return period could give poor results in flood
inundation mapping due to the uncertainty in model parameters when applied in other
synthetic design flood hydrographs. Therefore, probabilistic approaches should be
followed which are less sensitive to the non-stationarity of model parameters (Di
Baldassarre et al., 2010). The generalized nature of the proposed component is justified
by the fact that the operator is able to:
e apply the component to other study areas and especially at ungauged
catchments
e use several types of inline and parallel structures
e modify the number of the preferred acceptable simulations (realizations) for
probabilistic flood inundation mapping according to the needs
e import different preferred Manning roughness coefficients data sets of variable
range
e use alternate proposed technique for the roughness coefficient generation
e select a favored statistical criterion based on the inherent calibration process for
uncertainty analysis due to roughness values or even to use alternate proposed
statistical criteria by importing the new criterion to the component

Based on the results of the sensitivity analysis the optimum configuration of the
proposed component consist of the:
e use of Lognormal probability distribution for Manning’s n roughness coefficient
sampling generation
e use 1000 realizations
e use of MdAPE statistical criterion equal to 20% for the selection of the acceptable
simulations
e use of 1 m cross sections spacing.
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The proposed component could be further investigated. Possible areas of investigation
are:

e Application/verification of the proposed component to other stream reaches.

e Application/verification of the proposed component using spatial distributed
roughness coefficient values or different values for the channel and the
floodplain.

e Further investigation of the proposed statistical criterion MdAPE.

e Evolution of the proposed component in order to implement stochastic discharge
values. This analysis could be achieved by fitting probability distributions on the
estimated discharge values and performing Monte Carlo simulations.

e Evolution of the proposed component in order to investigate possible
relationship between roughness coefficient and discharge values. Estimate the
combined uncertainty derived by the roughness coefficient and the discharge
values.
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CHAPTER 7°
CONCLUSIONS AND RECOMMENDATIONS

7 Conclusions and recommendations

In this dissertation, several methodologies for ungauged streams and watersheds have
been investigated, produced and proposed. They are mainly targeting at: 1) the
improvement in identifying and mapping flood prone areas and/or flood hazard
mapping, 2) the investigation of specific parameters that affect the process of flood
modelling and mapping and 3) the investigation of the uncertainty introduced in flood
inundation modelling due to roughness coefficient. This Chapter presents the
conclusions drawn from this research, the innovative elements of the dissertation,
limitations and recommendations for future research and development in the field of
flood hazard and risk modelling for ungauged streams and watersheds.

7.1 Flood Hazard and Risk Modelling framework for Ungauged Streams and
Watersheds

This study has developed new methodologies and contributed in three flood modelling
and mapping research areas: a) identification of flood prone areas (Identification and
mapping of flood prone areas component/ first component); b) sensitivity analysis of
flood modelling and mapping due to various hydraulic-hydrodynamic modelling
approaches in combination with several types of river and riparian areas spatial
resolutions (Sensitivity analysis component/ second component); c) estimation of the
uncertainty involved in flood modelling and mapping due to roughness coefficient
(Uncertainty analysis component/ third component). Therefore, the flood hazard and
risk modelling framework for ungauged streams and watersheds has been developed
and composed of the above mentioned three components. The basic characteristic of all
methodologies developed and examined is the nature of the study areas which are
characterized by insufficient records of various hydrometeorological elements and flow
observations regarding both quantity and quality (ungauged watershed/stream). Typical
methods and techniques have been used for flood data collection and the
hydrometeorological analysis at ungauged catchments. Several field measurements
have been performed for the collection of accurate topographic data of the entire flood
routing stream reach, accurate topographic data for specific river cross sections and data
concerning the river bed particle size. A specific extreme flash flood event has been
examined due to the severity of the event that caused serious damages all over the city
of Volos. The methodologies have been applied at Xerias Watershed (stream watershed),
at the upper Xerias Watershed and a specific flood routing stream reach of Xeria that is
located at the outflow point of the upper Xerias Watershed.
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The study watershed of Xerias has been used for the development of an objective flood
prone areas identification and mapping component. The architecture of the component
is based on a GIS-based spatial multi-criteria analysis and the evaluation structure. The
primary objective of the first component is to identify potential flood prone areas. The
upper watershed of Xerias and the selected flood routing stream reach have been used
for the sensitivity and uncertainty analysis of specific parameters that affect the flood
inundation modelling and mapping. Therefore, a sensitivity analysis component has
been developed to investigate the use of different hydraulic-hydrodynamic modelling
approaches in combination with several types of river and riparian areas spatial
resolutions on floodplain mapping and flood inundation modelling at ungauged
watersheds. Finally, an uncertainty analysis component has been developed for
uncertainty analysis of floodplain mapping due to roughness coefficient. All proposed
components developed and analyzed within this dissertation are based on limited data
(ungauged watersheds/streams) and use a generalised architecture that provide their
users the freedom to implement them in other study areas with similar
hydrometeorological and geomorphological conditions.

7.1.1 Identification and mapping of flood prone areas component

In this dissertation, there has been developed, examined and validated a flood prone
areas identification and mapping component applied at catchment scale. The proposed
component can be a valuable tool for decision makers to produce potential flood prone
areas maps. The component is based on typical GIS applications, common multi-criteria
methods and the use of alternative clustering techniques than the ones provided in
several GIS packages. The criteria have been selected based on literature review and the
use of Pearson correlation coefficient.

The component structure that has been examined and validated consists of the following
methodologies - configurations:

e Selected Criteria: 1) DEM= Elevation, 2) Slope 3) Aspect = Modified aspect
according to the direction of storms, 4) Flow Ac = Flow Accumulation , 5) Flow Dir
= Flow Direction, 6) Fill = depressionless DEM, 7) Hillshade = surface
representation, 8) HOFD = Horizontal Overland Flow Distance, 9) VOFD = Vertical
Overland Flow Distance, 10) OFD = Overland Flow Distance, 11) VDCN = Vertical
Distance to Channel Network, 12) SPlI = Stream Power Index, 13) TPI =
Topographic Position Index (implemented with different pixel sampling
perimeter of 3,5,10,20,30,40,50,75,100 ), 14) WI = Wetness Index (modified
wetness index from SAGA GIS software), 15) TWI = Topographic Wetness Index,
16) CN = Curve Number (SCS method), 17) WE = Wind Effect (implemented with
different grid directions of 0,360,45,90,135,180,225,270,315), 18) MFI =
Modified Fournier Index.
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e Framework configuration: first approach, second approach.

e MCA methods: AHP, FAHP.

e Pairwise comparison matrix: “expert knowledge”, “group of experts”.

e C(Clustering techniques: Natural Breaks (Jenks), K-mean (using ‘sqEuclidean’ and
‘cityblock’ distance configuration), Fuzzy c-mean, GMMC, CLARA.

The sensitivity analysis of the component has been based on different combinations of
the above-mentioned methodologies and the two different component configurations
(first and second approach). The credibility of the proposed component has been
validated against historical flood event and flood inundation modelling data. The
proposed component has been applied at the ungauged Xerias Watershed. The main
conclusions derived from the flood prone areas identification and mapping component
are presented in the following paragraph.

A key element of all the flood prone areas identification and mapping frameworks and/or
flood hazard mapping frameworks is the selection of the criteria and should be based on
specific evaluation processes, on the flood generation mechanism and should have
simple interpretability and estimation process. In the majority of the related studies the
selection of the criteria is based only on literature review and/or on the authors’ choice
according to the respective study area (e.g. Gigovic et al., 2017; Xiao et al., 2017). Thus,
this study presents a methodology in which the selection of the criteria has been based
not only on literature review but also with the use of Pearson correlation coefficient on
several criteria that are related to the flood mechanism.

Another common disadvantage, based on the general applicability of the proposed
frameworks, of some related studies is that the flood hazard of each criterion is specified
using fixed classes and the separation of these classes depends on subjective factors such
as the knowledge of the specific study area and/or literature reviews and/or typical
classification approach provided within GIS packages (e.g. Kourgialas et al., 2011;
Rahmati et al., 2016; Gigovic et al., 2017). The component developed in this dissertation
overcomes all previous mentioned limitations accounted for the criteria and flood hazard
classification by classifying the selected criteria and the flood hazard with the use of
several clustering-classification techniques. The outcomes of the present study proved
that the use of alternate clustering methods could optimize the outcomes of a flood
hazard mapping framework and evaluate their associated flood hazard degree. Hence,
the use of alternate clustering methods should be a mandatory step in all GIS-MCA
frameworks for flood-prone areas recognition.

Furthermore some studies use classified criteria based on a specified number of flood
hazard classes at the beginning and before the application of merging (Boolean algebra)
where the final flood hazard maps are produced (e.g. Park et al., 2013; Radmehr and
Araghinejad, 2015). In this study there has been examined the effect of classifying or not
the criteria at the beginning of the framework using different framework configurations
(First approach, Second approach). Therefore, based on the results of this study, the

185

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

normalization of all criteria from the beginning of the processes can provide better
results concerning the Very High hazard class and increase the subjectivity and the
generalized nature of the flood hazard mapping framework (e.g., first approach).
Moreover, the results of this study support the use of a reliability measurement such as
CR and suggest its obligatory use when decision maker’s involved in the process of flood
hazard mapping estimation. Sensitivity analysis conducted in this study proved that
many framework configurations that have already been used by many authors can be
optimized using different approaches and other configurations. Thus, the application of
a sensitivity analysis should be an essential process in order to achieve the optimum
configuration of a proposed framework. Moreover, the use of the proposed GIS-MCA
framework for flood-prone areas recognition can be a valuable and low-cost tool for
detection surveys and decision makers. Policy makers can use the proposed component
for flood hazard estimation at ungauged areas and/or in areas that luck of preliminary
flood hazard information and/or at operational level and large scale applications (e.g.
estimation of potential flooded areas for the entire Greece). The use of all
recommended component configurations have increased the subjectivity of the
proposed flood prone areas identification and mapping component and establish the
generalized applicability of the framework. Finally, for accurate investigation of flood
hazard and risk characteristics (e.g., flood extent, water depth, etc.) the use of flood
inundation modelling is mandatory.

The optimum component configuration that highlighted consist of:
e Selected Criteria: 1) DEM, 2) Slope, 3) Aspect, 4) Flow Ac., 5) HOFD, 6) VOFD, 7)
TPI, 8) WI, 9) CN, 10) MFI.
e Framework configuration: First approach (1t approach).
e MCA methods: AHP.
e Pairwise comparison matrix: “expert knowledge” or “group of experts”.
e Clustering techniques: K-mean (using ‘cityblock’ distance configuration), CLARA.

7.1.2  Sensitivity analysis component

In this dissertation, a sensitivity analysis component has been developed, examined and
validated based on the selection of different hydraulic-hydrodynamic modelling
approaches in combination with several types of river and riparian areas spatial
resolutions on flood inundation modelling and mapping. The sensitivity analysis in flood
inundation modelling and mapping has been applied at an ungauged Xerias flood routing
stream reach (see Chapter 2). The sensitivity analysis has been separated in two levels
(first and second sensitivity analysis level).

In the first level of sensitivity analysis different hydraulic-hydrodynamic models and
several DEMs with varying level of accuracy for flood analysis and mapping have been
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examined and compared. The river and riverine geomorphologies used in this analysis
are: a) Digital Terrain Model (DTM) created from TLS data, b) Digital Surface Model (DSM)
created from TLS data, c) topographic land survey data and d) typical digitized contours
from 1:5000 scale topographic maps. The estimation of the flood hydrograph has been
based on CIUH. Typical post flood analysis techniques have been used for the roughness
coefficient determination and the validation of the flood hydrograph. The validation of
the flooded area has been based only on the flood extent against historical flood extent
data and the objective qualitative criterion of CSI. All the methods mentioned above
have been followed due to insufficient records of various hydrological observations
regarding both quantity and quality. The First level of sensitivity analysis that has been
examined and validated consists of the following methodologies-configurations:

e Hydrograph generation: IUH generation based on typical hydrological processes
and the use of meteorological and geomorphology data. The validation CIUH and
the estimation of the roughness coefficient have been based on post flood
analysis.

e River and riverine area topography preparation: Four different DEM has been
used in combination with several packages such us MIKE ZERO, MIKE GIS and
HEC-GeoRAS for the topography generation.

e One dimensional hydraulic-hydrodynamic models: HEC-RAS, MIKE-11 (applying
two configurations).

e Two-dimensional hydraulic-hydrodynamic models: MIKE 21 HD and MIKE 21 HD
FM.

e Coupled (1D/2D) hydraulic-hydrodynamic models: MIKE11/MIKE21 HD and
MIKE11/MIKE21 HD FM through MIKE FLOOD platform.

In the Second level of sensitivity analysis a bigger number of hydraulic-hydrodynamic
models and several different configurations for flood analysis and mapping have been
examined and compared. The riverine geomorphology and the hydrograph used are
based on the previous analysis (First level of sensitivity analysis) and consists of the LIDAR
high-resolution DEM and the CIUH, respectively. The validation of the results has been
performed using the same criterion (SCI) with the First level of sensitivity analysis. The
Second level of sensitivity analysis that has been examined and validated consists of the
following methodologies-configurations:

e Hydrograph generation: IUH generation based on typical hydrological processes
and the use of meteorological and geomorphology data. The roughness
coefficient estimation has been based on an empirical formula.

e River and riverine area topography preparation: Processed LIDAR DEM has been
used in combination with several packages such us MIKE ZERO, MIKE GIS/MIKE
HYDRO, HEC-GeoRAS, LISFLOOD-FP/ArcGIS and Flo2d for the topography
generation.
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e One-dimensional hydraulic-hydrodynamic models: HEC-RAS, MIKE 11 (applying
two configurations) and XPSTORM.

e Quasi-2D and two-dimensional hydraulic-hydrodynamic models: MIKE 21 HD,
MIKE 21 HD FM (applying two configurations), XPSTORM (applying two
configurations), LISFLOOD-FP, HEC-RAS (applying three configurations), and
FLO2D.

e Coupled (1D/2D) hydraulic-hydrodynamic models: MIKE11/MIKE21 HD and
MIKE11/MIKE21 HD FM (applying two configurations) through MIKE FLOOD
platform, XPSTORM, HEC-RAS, and LISFLOOD-FP (applying two configurations).

In the following paragraphs the main conclusions derived from the Sensitivity analysis
component are presented.

The main evidence from this study suggests that the sensitivity analysis should be a
mandatory process followed in all flood risk modelling and mapping applications. The
outcomes of the sensitivity analysis highlighted that the DEM accuracy and spatial
resolution play a key role in flood inundation modelling and mapping. Thus, the use of
high spatial resolution accuracies should be followed in flood inundation studies,
especially in complex river and riverine terrain areas. The determination of the spatial
resolution accuracy should be based on specific characteristics of the study area (river
complexity, river length and width, floodplain length and width) and the purpose of the
analysis (flood hazard mapping, flood risk mapping, flood early warning system, flood
forecasting, etc.).

Moreover, it is interesting to note that the model structure uncertainty may be
significant based on the accuracy level that can be attained. Despite the fact that the
model structure (1D, 2D, 1D/2D) can affect the accuracy, in this study all models achieved
acceptable solutions by using an optimized roughness coefficient value. Thus, another
crucial parameter that should be carefully investigated in this kind of studies is the
roughness coefficient. Additionally, the sensitivity analysis proves that the estimation of
roughness coefficient and its optimization can severely affect the estimated flood
inundation area, especially in one-dimensional hydraulic hydrodynamic models. As
expected the two-dimensional modelling approach stands first in the rank based on the
accuracy of the results, followed by the coupled and the one-dimensional modelling
approach respectively. A reverse pattern compared to hydraulic modelling
configurations is followed when the simulation time is taken into account. Also, the
simulation time is seriously affected by the presence or absence of inline hydraulic
structures and the mesh resolution.

Our findings appear to be well supported by many other studies (e.g. Bates and De Roo,
2000; Horritt and Bates, 2002; Pappenberger et al., 2005; Merz and Thieken, 2005; Dutta
et al.,, 2007; Apel et al.,, 2009; Cook and Merwade, 2009; Neelz and Pender, 2009,
2010,2013; Tsubaki and Fujita, 2010; Neal et al., 2010; Grimaldi et al., 2013; Freer et al.,
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2013; Tsakiris and Bellos, 2014; Kourgialas and Karatzas, 2014; Shen et al., 2015; Liu et
al., 2015; Dimitriadis et al., 2016; Bellos and Tsakiris, 2016; Teng et al., 2017; Altenau et
al., 2017).

In summary, the evidence from this study indicates that the input data uncertainty
prevails over the model structure. Last but not least, this analysis supports the use of
probabilistic approaches in flood inundation modelling and mapping for ungauged
stream reaches due to the significant input data uncertainty. This conclusion is
consistent with previous studies (e.g., Di Baldassarre et al., 2010; Domeneghetti et al.,
2013; Alfonso et al.; 2016, Dimitriadis et al., 2016), where the use of probabilistic
approaches in flood inundation modelling and mapping is suggested. Therefore, there
is evidence to suggest the use of a simple approach such as the one dimensional
hydraulic-hydrodynamic model for calibration and uncertainty analysis investigation
(probabilistic flood inundation mapping).

7.1.3  Uncertainty analysis component

In this dissertation, a probabilistic procedure for floodplain inundation mapping has been
developed, examined and validated in order to determine the uncertainty introduced by
the roughness coefficient values. The probabilistic procedure is based on HEC-RAS 1D
hydraulic model and a Monte-Carlo simulation framework. The riverine geomorphology
and the hydrograph that have been used are based on the previous analysis and consist
of the LIDAR high-resolution DEM and the CIUH, respectively. The basic assumption of
the uncertainty analysis component is that the precision of the riverine geomorphology
and the hydrograph are unquestioned. In addition, the estimation of Manning’s n
roughness coefficient has been based on pebble count field surveys and empirical
formulas. Then, various theoretical probability distributions were fitted and evaluated
on their accuracy to represent the estimated roughness values. Furthermore, different
sets of Manning roughness values have been generated using Latin Hypercube Sampling
technique in order to implement Monte Carlo simulations for the production of PFMs.

The same validation data (historical flood extent data, from an extreme historical flash
flood event) with the previous analysis of the dissertation has been used in the PMF
production. A binary wet-dry reasoning has been applied in the calibration process using
the Median Absolute Percentage Error evaluation metric. The proposed component was
based on insufficient records of various hydrological observations in terms of quantity
and quality and by using only flood extent data. The component justification has been
achieved using several sensitivity analysis tests. All sensitivity analysis tests concern
several parameters and setups of the component such as the choice of realization
number, the selection of the theoretical distribution that used for the roughness value
data sets generation, the determination of Median Absolute Percentage Error (MdAPE)
statistical criterion threshold and, the cross section interval. This analysis compares and
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evaluates the use of deterministic and probabilistic approaches for flood inundation
modelling and mapping at the ungauged stream reach of Xerias.
The analysis confirms previous findings in the recent literature (e.g., Di Baldassarre et al.,
2010; Kiczko et al., 2013; Alfonso et al., 2016; Dimitriadis, 2016; Fuentes-Andino et al.,
2017) that support the use of probabilistic flood hazard maps. The majority of these
studies proved that the investigation of a historical flood event with the use of a
hydraulic model could produce erroneous results in flood inundation mapping due to the
big input data uncertainty. Moreover, PFMs can be valuable information for water
resources managers and policy makers to develop accurate and acceptable flood risk
mitigation strategies and planning. In conclusion, the use of probabilistic approaches in
floodplain analysis should be followed because they are less sensitive to the non-
stationarity of model parameters (Di Baldassarre et al., 2010).
The proposed uncertainty analysis component can be applied to other study areas and
especially at ungauged catchments. The user of the component has the ability to use all
types of inline and parallel structures and to modify according to his needs, the number
of the preferred, acceptable simulations (realizations). Moreover, the user can generate
and/or import alternate Manning roughness coefficients data sets. Finally, the user can
implement probabilistic flood inundation analysis using the proposed statistical criterion
and/or other criterions tested and/or new criterion by importing it to the component.
All these facts strengthen and support the generalized nature of the proposed
component.
The optimum configuration of the uncertainty analysis component has been based on
the results of the sensitivity analysis. This configuration consists of the following setups:

e use of Lognormal probability distribution for Manning’s n roughness coefficient

sampling generation
e use 1000 realizations
e use of MdAPE statistical criterion equal to 20% for the selection of the acceptable
simulations
e use of 1 m cross-sections spacing.

7.2 Dissertation Innovative Elements

This dissertation has proposed a holistic approach (framework) to investigate flood
hazard and risk modelling for ungauged streams and watersheds. The use MCDA-GIS
technique is a common procedure followed in the last decade for flood prone areas
recognition. This study has examined and produced an objective GIS-based flood prone
areas identification and mapping component for ungauged catchments. The entire
methodology is based on limited data and information with minimum subjectivity in the
multicriteria analysis. Several sensitivity analysis scenarios have been examined for the
configuration of the optimum flood prone areas identification and mapping component.

190

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

An innovative characteristic of the flood prone areas identification and mapping
component that has never been tested in other related studies is the examination of the
impact of the selected clustering techniques (e.g. Chen et al., 2011; Manfreda et al.,
2011; Tehrany et al., 2013; Rahmati et al., 2016; Khosravi et al., 2016; Tang et al., 2017,
Gigovic et al., 2017; Xiao et al., 2017). Furthermore, the selection of the criteria has been
based on statistical examination and not only in the literature review. New criteria have
been developed and used for flood prone areas recognition and/or flood hazard mapping
such as the criterion of aspect that is based on historical extreme meteorological events
at the study area. Moreover, it is the first time that specific topographic, hydrologic and
meteorological criteria have been combined and used in such a way to identify potential
flooded areas. In this study two MCA methods have been examined while many of the
related studies examine only one MCA method and/or not both methods used in this
analysis (e.g. Chen et al., 2011; Stefanidis and Stathis, 2013; Radmehr and Araghinejad,
2015; Gigovic et al., 2017). Evaluation of the MCA methods has been achieved using the
Consistency Ratio approach. Another innovation of the developed flood prone areas
identification and mapping component is the examination of the impact of using
normalized or clustered criteria (first and second approach comparison).

Finally, all results have been evaluated based on historical flood events and flood
inundation modelling data. The proposed flood prone areas identification and mapping
component can be an important tool that can provide to policy makers valuable
information for flood risk management mitigation strategies and planning. A major
conclusion from the previous analysis is that for accurate investigation of the flood
extent it is mandatory to use hydraulic-hydrodynamic models. Hence, a sensitivity
analysis component has been examined and developed for the estimation of the impact
involved in flood modelling and mapping due to several important factors that affect the
entire process. The factors that have been examined are the DEM resolution and
accuracy, the modelling approach (1D,2D,1D/2D), the simulation time, and the existence
or not of inline hydraulic structures. An innovative characteristic of this analysis is that
it has examined several DEM accuracies and resolutions and several hydraulic-
hydrodynamic models of approximately all possible modelling approach combinations
(1D,2D,1D/2D). Moreover, the entire methodology has been applied to a study area with
limited hydrometeorological data in terms of quantity and quality. Thus, the validation
of the sensitivity analysis component has been based only on the flood extent using a
binary wet/dry reasoning.

A major conclusion from the previous analysis is that for accurate calibration and
uncertainty analysis investigation, a simple approach should be used, such as the one-
dimensional hydraulic-hydrodynamic model. Therefore, there has been examined and
developed a probabilistic procedure for floodplain inundation mapping for ungauged
streams.

The main novelty of the uncertainty analysis component developed for ungauged
streams is that, within the proposed component, it is included a specific methodology
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for the estimation of Manning’s n values with the use of field measurements, empirical
equations and a statistical method for generating samples based on specific
distributions. An innovation of the proposed probabilistic procedure is that the applied
methodology is based only on historical flood extent data and not on flood peak
watermarks like similar studies (e.g. Aronica et al., 2002; Pappenberger et al., 2005;
Aronica et al., 2012; Kiczko et al., 2013). Furthermore, the new qualitative evaluation
metric, MdAPE, is proposed for the generation of PFMs. The optimum component
configuration has been achieved using several sensitivity analysis tests. Unlike other
studies such as Aronica et al. (2002), Pappenberger et al. (2005), Mukolwe et al. (2014),
Kim et al. (2012), Domeneghetti et al. (2013), Neal et al. (2015), Dimitriadis et al. (2016),
this study examined and evaluated the use of different theoretical distributions for the
generation of various roughness coefficient data sets. The use of probabilistic
approaches is recommended because they are less sensitive to the non-stationarity of
model parameters. Finally, the proposed floodplain inundation uncertainty analysis
component can be a valuable tool in floodplain risk management and to minimize the
social and economic impacts of floods.

7.3 Limitations

The main limitation of all the results of this dissertation is that all the applications
concern one case study. Another weakness of the dissertation is that due to the lack of
data, too many assumptions have been taken into account. First, all cases presented in
this study are based on a single historical flood event. Yet, changes in land use and in
hydrological regimes may result in additional uncertainties. Thus, it is expected that the
prediction of uncertainties will increase significantly when the input data certainty
increase. Another limitation of the study is that the accuracy of the generated DEMs and
the CIUH is taken into account as unquestioned. Surface changes were not tested in this
dissertation. Catchment surface infiltration rates have a substantial role in run-off
generation. The catchment response and runoff generation rate depend on the
percentage of paved surfaces. Despite the importance of surface changes in runoff
generation, surface changes were not tested in this dissertation. Though, during flood
flows, infiltration rates have been assumed to be negligible during floodplain inundation.
Another limitation of the study is that all flood inundation modelling and mapping
applications have been implemented only at the specific flood routing stream reach of
certain length where no buildings are affected by the flood event. Moreover, within this
dissertation, the only input data uncertainty that was taken into account is the roughness
coefficient that has been used by setting a single value for the entire stream routing
reach. Thus, this assumption may have led to an overestimation of the channel
roughness coefficient, though the scope of the proposed component fulfill their purpose
for ungauged catchments/streams. Finally, other epistemic and/or natural random

192

Institutional Repository - Library & Information Centre - University of Thessaly
12/07/2018 22:02:12 EEST - 137.108.70.7



Flood Hazard and Risk Modelling Framework for Ungauged Streams and Watersheds

uncertainties were not considered, but could significantly affect the flood inundation
maps (probabilistic and deterministic). Lastly, with regards to the proposed evaluation
criterion (MdAPE) used in the production of the PFMs, further investigation should be
made on its applicability to other study areas with variable flood extents.

7.4 Summary of conclusions

The aim of this research is to investigate and develop new tools and techniques for the
generation of a new flood hazard and risk modelling framework for ungauged streams
and watersheds. This research explores several methodologies for flood prone areas
recognition and for sensitivity and uncertainty analysis in flood inundation modelling. In
this dissertation, three components have been developed, namely Identification and
Mapping of Flood Prone Areas Component, Sensitivity Analysis Component, and
Uncertainty Analysis Component. The Flood Prone Areas Identification and Mapping
Component uses typical GIS-MCA techniques for flood prone areas recognition. The
Sensitivity Analysis Component uses several hydraulic models in combination with
several modelling configurations for sensitivity analysis of specific parameters
introduced in flood inundation modelling. The Uncertainty Analysis Component uses
Monte Carlo simulations methodology for uncertainty analysis in flood inundation
modelling due to roughness coefficient. This research has demonstrated that typical
hydrological and hydraulic methods for ungauged catchments and streams are able to
build reasonably accurate and efficient models for predicting flood hazard and flood risk
modelling sensitivity and uncertainty. Finally, all proposed components can be valuable
tools for policy makers to produce acceptable and accurate planning and implementing
flood risk mitigation strategies.

7.5 Thoughts for future further work and investigation

This research has raised many questions in need for further investigation. The proposals
for further investigations are presented in the following paragraphs based on the three
developed frameworks:

¢ Identification and mapping of flood prone areas component: Chapter 3

Future work should focus on the applicability of the proposed flood prone areas
identification and mapping component to other river watersheds and/or to areas were
the flood extent has been estimated using remote sensing techniques or other advanced
methods. Moreover, the prospect of being able to investigate other MCA techniques
(e.g., rough number theory in MCA analysis) and/or perform uncertainty analysis based
on the pairwise comparison tables, urge for future research. The uncertainty analysis
could be implemented by fitting several theoretical probability distributions on demand
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of the experts for each criterion and performing Monte Carlo simulations by checking
the sum of weights (it should be equal to 1).

e Sensitivity analysis component: Chapter 5

Future studies should aim at the applicability of the proposed sensitivity analysis
component to other stream reaches. Furthermore, the use of different hydrographs
and/or spatial distributed roughness coefficient values and/or several alternate
evaluation criteria should be investigated.

e Uncertainty analysis component: Chapter 6

A vital issue for further research is the application of the proposed uncertainty analysis
component to other stream reaches. Also, future research should be undertaken using
the proposed uncertainty analysis component inside urban areas and/or using several or
spatial distributed roughness coefficient values and/or using the two-dimensional solver
(2D approach) and/or using unsteady flow conditions. Additional work on the
applicability of MdAPE statistical criterion should be made in order to enforce its usage
in flood inundation modelling and mapping. Moreover, the proposed component can
be evolved by including other sources of input data uncertainty such as discharge values
or hydrographs. This analysis could be achieved by fitting several theoretical probability
distributions to the estimated discharge values and performing Monte Carlo simulations.
Also, another important issue for future research is the expansion of the proposed
component in order to examine the relation, if any, between the roughness coefficient
and discharge values. The aim of this research is to estimate the combined uncertainty
from the two main factors of input data uncertainty. Furthermore the evolved
component uncertainty (combined roughness coefficient —discharge uncertainty) can be
examined for application inside urban areas and/or using several or spatial distributed
roughness coefficient values and/or using the two-dimensional solver (2D approach)
and/or using unsteady flow conditions (entire hydrograph).

Finally, another important issue for future research is the use of state of the art processes
for the estimation of Manning’s n roughness coefficient. The proposed processes
involves the use of several methodologies and field measurement such as:

1. Use of Unmanned Aerial Vehicle with high resolution camera to build orthophoto
mosaic of the main channel and the floodplain.

2. Use of the high resolution orthophoto data in combination with several
automated algorithms for grain sizing to estimate the bed load sample size-
frequency distribution.

3. The validation of the proposed methodology can be achieved by comparing the
results of the proposed method against traditional methods used for bed
material size estimation (e.g. using typical sample grids in many locations).

4. Estimation of roughness coefficient using several empirical equations and
generation of spatial distributed roughness coefficient maps.
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