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Abstract

Machine learning deals with designing systems It from data i.e. automatically improve

with experience. Systems gain experience by deggatterns or regularities and using them for
making predictions. These predictions are baseth@properties that the system learns from the
data. Thus when we say a machine learns, it meamssichanged in a way that allows it to

perform more efficiently than before. Machine leagiis emerging as an important technology
for solving a number of applications involving naiuanguage processing applications, medical
diagnosis, game playing or financial applicationsde variety of machine learning approaches

have been developed and used for a number of agiphs.

We first review the work done in the field of maohilearning and analyze various concepts
about machine learning that are applicable to thekypresented in this thesis. Next we examine
active machine learning for pipelining of an import natural language application i.e.

information extraction, in which the task of preéa is carried out in different stages and the

output of each stage serves as an input to thestege.

A number of machine learning algorithms have beemebtbped for different applications.
However no single machine learning algorithm canused appropriately for all learning
problems. It is not possible to create a geneehler for all problems because there are varied
types of real world datasets that cannot be hankjed single learner. For this purpose an
evaluation of the machine learning algorithms igedesl. We present an experiment for the
evaluation of various state-of-the-art machinenesay algorithms using an interactive machine
learning tool called WEKA (Waikato Environment fénowledge Analysis). Evaluation is
carried out with the purpose of finding an optirsalution for a real world learning problem-

credit approval used in banks. It is a classifaatroblem.

Finally, we present an approach of combining veritearners with the aim of increasing their
efficiency. We present two experiments that evautite machine learning algorithms for
efficiency and compare their performance with tleswvncombined approach, for the same
classification problem. Later we show the effedideature selection on the efficiency of our
combined approach as well as on other machineifeatachniques. The aim of this work is to

analyze the techniques that increase the efficiendye learners.
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Chapter 1
Introduction



1 INTRODUCTION

1.1.Introduction

Artificial Intelligence (Al) is the branch of comtar science which deals with the study and
creation of intelligent machines where an inteligenachine is a system which shows some
form of intelligence i.e. a system which is capaldk taking actions by observing its
environment. These systems are capable of mimiclkieghuman mind, understanding speech,
and so on. In other words, an intelligent machigeai machine that can “think”. Natural
Language Processing (NLP) is a field of artificiatelligence that is concerned with the
interactions between the computers and the natamgliages used by humans. NLP provides a
method of human-computer interaction. It is conedrnwith interfacing computer
representations of information with natural langeggsed by humans. It deals with examining
the use of computers in understanding and manipgl#éte natural language text and speech. In
the field of NLP, the aim of the researchers islbserve and collect the necessary information
regarding how different natural languages are beisgd and understood by humans. This
information is then used by the researchers foeldging the tools for making the computers

understand and manipulate the natural languagesrform desired tasks.

Some of the important natural language processisgstinclude parsing, machine translation,
information extraction, automatic abstracting, mfation retrieval, part-of-speech tagging, and
guestion answering and so on. These days macharaiig has emerged as an important
technology for solving all these NLP tasks. Befthre use of machine learning approaches, NLP
tasks were implemented directly by hand coded tetiles. The machine learning algorithms

automatically learn such rules by analyzing a lagieof corpora (singular, “corpus”). A corpus

is a collection of individual sentences or docureethiat have been hand annotated with the
correct values to be learned. These corpus-bas#guhitgies have emerged as the dominant

paradigm for NLP tasks.

The work in this thesis revolves around applyingchii@e learning techniques for solving
various issues. Mainly we have focused on an NL&blpm and a real world financial
application. A number of different types of machlearning algorithms have been used to solve
these tasks. Some of the types include supervisachihg, unsupervised learning, and semi-

supervised learning.
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1.2. Approaches of machine learning
Some of the types of machine learning approachesussed briefly here include supervised

learning, unsupervised learning, and semi-supedJesrning.

1.2.1. Supervised machine learning

Supervised learning [Kotsiantis, 2007] is a typenafchine learning in which the algorithms are
provided with the data instances and they produgeothesis from that data that helps in
prediction. In supervised machine learning a fuorctis deduced from the supervised data.
Supervised learning is a process in which the tdéigke function is to predict the correct output
from the inputs. This is done by deciding to whafhthe classes the new input belongs. The
algorithm decides this by analyzing the data thagrovided to it i.e. the training data. It consist
of labeled instances i.e. inputs as well as thetpuat classes. The task of supervised learning
algorithms is to analyze the training data and peeda function. If the output of the function is
discrete then it is called a classifier and ifsittbntinuous then it is called a regression functio
The inferred function should be capable of predgthe correct output value for any valid input.
For doing this the learning algorithm must be dblgeneralize from the training data to unseen
situations in a reasonable way. Supervised leaisitige learning based on training data.
Machine learning algorithms use the datasets thasist of a number of instances that are
represented using the same set of features. Sspdnlearning differs from unsupervised
learning in that it consists of the instances tafe known labels (the corresponding correct
outputs), whereas in unsupervised learning instaace unlabeled. Table 1.1[Kotsiantis, 2007]
shows instances with known labels.

Table 1.1: Instances with known labels

Case Feature 1 Feature 2 Feature n Class
1 XXX XX good

2 XXX XX good

3 XXX XX bad
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1.2.2. Unsupervised machine learning

Unsupervised learning [Dudaal, 2001; Hinton and Sejnowski, 1999; Ghahraman420s
different from supervised learning. In unsupervilsining the dataset consists of instances that
are not labeled. In this learner is given only belad examples. As already discussed, in
supervised learning algorithms mapping is carriedfimm the input to an output and the correct
values of the output i.e. known label are provibgda supervisor. In contrast, the unsupervised
learning algorithms do not have any supervisor boly have input data. The goal of
unsupervised learning is finding out the regulasitin the input [Alpaydin, 2010]. The aim of
unsupervised learning is determining the orgaropatf the data. Density estimation is one of
the examples of unsupervised machine learning.mportant method of density estimation is
clustering whose task is to find the clusters owugings of input.

Consider a machine (or living organism) which reesisome sequence of inputs. Let %,
xsand so on, represent some sequence of inputs eecbiv some machine. This input is often
referred to as data. In supervised learning thehimacis also provided with a sequence of
desired outputs;yy. ys and so on, and the aim of the machine is to leagenerate the correct
output for a new input. In case of classificatitie butput can be a class label and in case of
regression the output can be a real number. Howévennsupervised learning the machine
simply receives inputs;xX,,.., but does not receive the supervised targgiutsifGhahramani,
2004].

1.2.3. Semi-supervised machine learning

Semi-supervised learning algorithms use both lald@feotated and unlabeled data in contrast to
supervised learning where the data is all labetetllmmsupervised learning in which the data is
all unlabeled. Semi-supervised learning algoritlsnpiovided with a small amount of labeled
data and a large amount of unlabeled data.

In supervised machine learning the algorithms usdg labeled data or the supervised data (i.e.
feature/label pairs). However, it is difficult tdtain the labeled data. Because obtaining labeled
data is a time consuming and expensive processasds the work of many experienced human
annotators. As opposed to it, it is easy to colleetunlabeled data, but there are only a few ways
of using them. So in order to get rid of this pesb| semi-supervised learning techniques are
used. These techniques how a lot of improvemelgaming accuracy by using large amount of

unlabeled data, together with the labeled dataputd better classifiers. Semi-supervised
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learning techniques are of great use as they pedvigh accuracy as well as reduce human labor
[Zhu, 2008].

Semi-supervised learning can be either transduaivaductive. In transductive learning the
algorithm works only on the labeled and unlabetathing data, and cannot handle unseen data.
However, inductive learners in contrast to transisdledearners can naturally handle unseen data.
Moreover, in semi-supervised classification, thermer has additional unlabeled data and the
aim is classification and in semi-supervised clustg the learner has unlabeled data with some

pair wise constraints and the aim is clustering.

1.3. Costs involved in various machine learning strategis

The use of machine learning techniques in solvimymber of problems in various fields has
increased rapidly. These techniques are being walaepted and implemented. This has led the
researchers and developers to show a consideratdard of interest in minimizing the costs
involved in using these techniques and developinghssystems. For the successful
implementation of machine learning techniques,iBant amount of effort and cost is involved
because of obtaining large labeled data sets atdréeengineering. These problems get more
intensified when the systems are implemented ovée vange of data.

As discussed earlier, supervised machine lear@digniques are quite expensive as they require
obtaining large amounts of annotated data. Henlo¢ af research work has been carried out
regarding reducing labeled data requirements. @rother hand, unsupervised learning makes
use of only unlabeled data, hence reducing thelitepeosts involved. But unsupervised
learning is often not directly applicable. Theref@nother strategy that is used pre-clusters the
data and only requires labels from representatmiatp [Nguyen and Smeulders, 2004]. As
discussed before, in between the two extremessupervised and unsupervised learning lies
semi-supervised learning, where the learning algoriis provided with a small amount of
labeled data and a large amount of unlabeled &aae of the commonly used approaches of
semi-supervised learning are transductive learjdwg@achims, 1999], bootstrapping [Abney,
2002], co-training [Blum and Mitchell, 1998], expaton-maximization (EM) algorithm, and
graph-based methods. Another learning techniqué hlas been used that minimizes the
annotation costs is domain adaptation [Blitzer,@Qang, 2008]. In this technique learners are

trained on a source distribution and modified usangmall amount of data from a target
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distribution. Human computation [Ahn, 2005] is ar@ng technique in which the annotation
task is framed in such a way that annotators ldael unknowingly.

The machine learning technique for reducing lalgelaosts studied in this thesis is active
learning [Settles, 2010].

1.4. Active Learning

Like semi-supervised learning, active learning athms also work with small set of labeled
data and a large set of unlabeled data. Howeveaciive learning the learning algorithm is
capable of selecting additional instances to belé&abby maintaining access to the annotator.
Thus active learning provides a way to reduce dbeling costs by labeling only the most useful
instances for learning. Active learning reduces d@nmunt of user effort required to learn a
concept by reducing the number of labeled exanelgsired [Arora and Agarwal, 2007].

In this learning technique, the learner is resgaador actively participating in the collection of
the training examples i.e. obtaining the trainikg. She learner is capable of selecting a new
input, observing the resulting output and includthg new example based on the input and
output into its training set. An important questtbat arises here is how to choose which input to
try next [Cohnet al, 1996]. The learner uses some strategies forsthgdhe examples. The
examples are chosen by making queries to the expieetquery strategy frameworks that have
been used are uncertainty sampling [Lewis and G&l84] and query-by-committee [Sewng
al.,1992]. These strategies will be discussed iratex chapters.

There are different circumstances in which thereamay be able to ask queries. The learner
may construct its own examples (membership quemthggis), request certain types of examples
(pool-based sampling), or determine which of théaleled examples to query and which to
discard (selective sampling). These are shownguareil.1 [Settles, 2010].

In active learning, the learner examines the umdégbdata and then queries only for the labels of
instances which it considers to be informative. réfme, an active learner learns only what it
needs to in order to improve, thus reducing thealleost of training an accurate system.

1.5. Thesis Statement

This thesis aims to explore various machine legrnmmotocols. This work examines the
applicability of various machine learning technigue complex problems with respect to the

5
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natural language processing applications. The ehgghat follow review the research work
carried out in the field of machine learning andcdss the developments and applications of
NLP, describe various types of machine learning@gpghes and concepts relevant to the work
presented in this thesis, examine active learniith vespect to information extraction using
pipelining, show the performance evaluation of wasi state-of-the-art machine learning
algorithms using an interactive machine learning,te&WVEKA, on a real world problem using a
real world dataset, and finally present a combismgproach for the design of a learner that shows

an increase in the efficiency of classificatiorkiasf machine learning.

membership query synthesis

Model generates

a query de novo

stream-based selective samyli

) 4

) Model decides to )
Samaleinstance——» query or discard —><>—> quenyabeled

A by annotator

Instance

space

pool-based sammin

5 Model selects the
sample a large 7] best query
pool of instances

Figure 1.1: Active Learning Scenarios

The hypotheses supported in this thesis are:

I. Machine learning strategies that take into consiilem the informativeness or the
relevance of instances can perform better with fdaleeled examples as compared to
other learning approaches.

il. Active learning strategies reduce the costs ofnniear systems which actively
participate in the collection of examples by maimteg access to the annotator.

iii. Machine learning algorithms perform more efficigribr a classification task when
they are combined together. For the predictiorhefdorrect output class, combined
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1.6.

learner selects the class to which highest proitalbias been assigned among all the

learners.

Thesis Outline

The remainder of this thesis is organized as fadtow

Chapter 2 presents a detailed study of the worle dohe field of machine learning and
NLP. It discusses the related literature along iveimensions. It presents the
theoretical developments and applications of NLP.

Chapter 3 discusses the basic concepts about neatd@ming that are relevant to the
work presented in this thesis. It discusses supedviand active machine learning,

learning structured instances and pipeline models.

Chapter 4discusses the use of machine learningafioimportant natural language
application i.e. information extraction. It exansna pipelined approach for information

extraction with respect to machine learning.

Chapter 5 presents an evaluation of state-of-thesachine learning algorithms on the
basis of efficiency, for the task of classificatiolt begins by providing important
concepts about WEKA- a tool for machine learningd @he process of preparing

datasets. Later it presents the experiment andisies the results.

Chapter 6 presents a combined approach for thegrdesi a learner that aims at

increasing the efficiency of the learning tasksdgins by providing the procedure of the
combined approach and later presents the experiamehthe results. In the second part
of the chapter, we show the effect of feature s$iglecon our combined approach and

present its experiment and compare the results.

Chapter 7 summarizes the primary contributionshf work and also presents the future

directions of our work and in active learning.
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2 REVIEW OF LITERATURE

This chapter describes the research literaturezaateto the primary aspects of this thesis. The
core aspects of this thesis are machine learnipficapions to natural language processing and
classification techniques. Both these fields haeeived a lot of attention in the past years and
there are a number of popular texts with relevackground material [Dudeat al, 2001; Russell
and Norvig, 2003; Manning and Schutze,1999; Juyafshkd Martin, 2008]. As there is an
enormous amount of literature available on botlsehaspects, these works can be described

along several dimensions.

2.1. Review of Research Work in NLP

Natural Language Processing (NLP) is that field coimputer science which consists of
interfacing computer representations of informatwath natural languages used by humans. It
examines the use of computers in understandingrampulating the natural language text and
speech. Over the past years, a lot of researctbéms done in the field of NLP. Some of the
recent works have been discussed here. Kumatanh (2011) have developed a multilingual
content creation tool for Wikipedia. Optimal Seafoh Minimum Error Rate Training has been
discussed by Michel and Chris (2011). AssociatingbVQueries with Strongly-Typed Entities
[Patrick et al., 2011], Linguistic Style Accommodation in SocMedia [Cristianet al, 2011],
Predicting the Importance of Newsfeed Posts andabotetwork Friends[Timet al, 2010],
Wiki BABEL: A System for Multilingual Wikipedia Caent [Kumararet al, 2010], The utility

of article and preposition error correction systdorsEnglish language learners: Feedback and
Assessment[Martiret al, 2010]. The work presented in this Section hasnbpreviously
published [Khan, Dar and Quadri, 2012].

2.1.1. Theoretical developments in NLP

Theoretical developments in NLP can be grouped fottmwing classes: (i) statistical and
corpus-based methods in NLP, (ii) use of WordNetNaP research, (iii) use of finite-state
methods in NLP.

2.1.1.1.Statistical Methods

The models and methods used in solving NLP problarasbroadly classified into two types:

deterministic and stochastic. A mathematical maslehlled deterministic if it does not involve
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the concept of probability; otherwise it is said He stochastic. A stochastic model can be
probabilistic or statistical, if its representatiemfrom the theories of probability or statistics,
respectively [Edmundson, 1968]. Statistical metha@sused in NLP for a number of purposes,
e.g., speech recognition, part-of-speech taggiog,generating grammars and parsing, word
sense disambiguation, and so on. There has begrofiresearch in these areas. Geoffrey Zweig
and Patrick Nguyen (2009) have proposed a segmeoialitional random field framework for
large vocabulary continuous speech recognition ffB®o and Patrick 2009]. Gerasimos
Potamianos, Chalapathy Neti, Ashutosh Garg, GuileGravier and Andrew W. Senior (2003)
have reviewed Advances in the Automatic RecognitodnAudio-Visual Speech and have
presented the algorithms demonstrating that thaalisnodality improves automatic speech
recognition over all conditions and data considef@egrasimoset al, 2003]. Raymond J.
Mooney has developed a number of machine learniethhods for introducing semantic parsers
by training on a corpus of sentences paired witirtmeaning representations in a specified
formal language [Raymond, 2007]. Marine CARPUAT &wekai WU (2007) have shown that
statistical machine translation can be improvedisipng word sense disambiguation. They have
shown that if the predictions of the word sensamisiguation system are incorporated within a
statistical machine translation model then the di@ion quality is consistently improved
[Marine and Dekai, 2007].

2.1.1.2.Use of WordNet for NLP research

Mihalcea & Moldovan (1999) have proposed the useMardNet to make the outcome of
statistical analysis of natural language textsdbet?WordNet or the electronic dictionary is
developed at Princeton University. It is a largéadase that serves as an important NLP tool
consisting of nouns, verbs, adjectives and advérbsse are arranged in the form of synonym
sets (synsets).Each set represents one underéjicgl concept. These sets are linked with each
other by means of conceptual-semantic and lexiations. There are different wordnets for
about 50 different languages, but they are not ¢etmplike the original English WordNet
[Gerard and Gerhard, 2009]. WordNet is now usedaimumber of NLP research and
applications. One of the most important applicatiadf WordNet in NLP is EuroWordNet
developed in Europe. EuroWordNet is a multilingdatabase which consists of WordNets for

the European languages. It has been structurdeeisadme way as the WordNet for English. A
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methodology for the automatic construction of ayéascale multilingual lexical database has
been proposed where words of many languages arardhecally organized in terms of their
meanings and their semantic relations to other gortlis database is capable of organizing over
800,000 words from over 200 languages, providingrdv5 million links from words to word
meanings. This universal wordnet has been derinad the Princeton WordNet. Lars Borin and
Markus Forsberg have given a comparison betweerdMé&irand SALDO. SALDO is a Swedish
lexical resource which has been developed for laggutechnology applications [Lars and
Markus, 2009]. Japanese WordNet currently has Bls§isets with Japanese entries. Methods
for enhancing or extending the Japanese Wordnet been discussed. These include: increasing
the cover, linking it to examples in corpora anmiing it to other resources. In addition various
plans have been outlined to make it more usefidding Japanese definition sentences to each
synset [Francet al, 2009]. The use of WordNet in multimedia inforioatretrieval has also
been discussed and the use of external knowledgecorpus with minimal textual information
has been investigated. The original collectionlteen expanded with WordNet terms in order to
enrich the information included in the corpus ahd éxperiments have been carried out with
original as well as expanded topics[Maneetlal, 2011]. A Standardized Format for Wordnet
Interoperability [Claudiaet al, 2009] has been given i.e., WordNet- LMF. Them&m of this
format is to provide the WordNet with a format reggntation that will allow easier integration
among resources sharing the same structure (her atordnets) and, more importantly, across

resources with different theoretical and implemeataapproaches.
2.1.1.3.Use of finite state methods in NLP

The finite-state automation is the mathematical tmed to implement regular expressions — the
standard notation for characterizing text sequenbé$erent applications of the Finite State
methods in NLP have been discussed [Jurafsky andinVi2000; Kornai, 1999; Rocheand
Shabes, 1997]. From past many years the finitee stadthods have been used in presenting
various research studies on NLP. The FSMNLP wonshare the main forum of the
Association for Computational Linguistics’ (ACL) &gal Interest Group on Finite-State
Methods (SIGFSM)[Ansst al, 2011].
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2.1.2. NLP Applications

There are a number of applications of NLP e.g. nmechranslation, natural language text
processing and summarization, user interfaces,ilmgital and cross language information
retrieval (CLIR), speech recognition, and expestems, and so on. In this paper we discuss

automatic abstracting and information retrieval.

2.1.2.1.Automatic Abstracting

Automatic abstracting or text summarization is ahteque used to generate abstracts or
summaries of texts. Due to the increase in the aiotionline information, it becomes very
important to develop the systems that can autoalBticsummarize one or more
documents[Dragomiet al, 2002]. The main aim of summarization is to difgiate between
the more informative or important parts of the doeuat and the less ones [Dipanjan and Andre,
2007]. According to Radest al (2002) a summary can be defined as piece ofthattcan be
produced from one or more texts in a way such ithabnveys important information in the
original text(s), and whose size is not more thatf lof the original text(s) and mostly
significantly less than that". The summary can béwm types i.e. abstraction or extraction.
Abstract summary is one in which the original doeatd® contents are paraphrased or
generated, whereas in an extract summary, the moigepreserved in its original form, i.e.,
sentences [Krysa al, 2007]. Extracts are formed by using the same syosdntences of the
input text, while abstracts are formed by regemegathe extracted content. Extraction is the
process of identifying the important contents ie tiext while in abstraction the contents are
regenerated in new terms. When the summaries adeiped from a single document, it is called
single document summarization. Multidocument sunwasion has been defined as a process of
producing a single summary from a number of relateduments. A lot of research has been
done on automatic abstracting and text summarizatf@jicetal [David et al, 2008] have
presented single-document and multi-document suimaiem techniques for email threads
using sentence compression. They have shown twmagipes to email thread summarization
i.e. Collective Message Summarization (CMS) andviddal Message Summarization(IMS).
NeATS[Chin and Eduard, 2002] is a multidocument swamzation system in which relevant or
interesting portions about some topic are extrafteoh a set of documents and presented in

coherent order. NetSum [Krystaal, 2007] is an approach to automatic summarizataset on
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neural networks. Its aim is to obtain those feadrem each sentence which helps to identify its
importance in the document. A text summarizatiordehtnas been developed which is based on
maximum coverage problem and its variant [Hiroyd &anabu, 2009]. In this some decoding
algorithms have been explored such as a greedyithigo with performance guarantee, a
randomized algorithm, and a branch-and-bound methadumber of studies have been carried
out on text summarization. An efficient linear tiralgorithm for calculating lexical chains has
been developed for preparing automatic summarzatialocuments [Silber and McCoy, 2000].
A method of automatic abstracting has been propdéisadintegrates the advantages of both
linguistic and statistical analysis. Jin and DongrY(2000) have proposed a methodology for
generating automatic abstracts that provides agiation of the advantages of methods based

on linguistic analysis and those based on stagifiongand Zhao, 2000].

2.1.2.2.Information Retrieval

Information retrieval (IR) is concerned with seanchand retrieving documents, information
within documents, and metadata about documents. dtso called document retrieval or text
retrieval. IR concerns with retrieving documentatthre necessary for the users’ information.
This process is carried out in two stages [Jun Aadhan, 2009]. The first stage involves the
calculation of the relevance between given usesrmétion need and the documents in the
collection. In this stage probabilistic retrievabdels that have been proposed and tested over
decades are used for calculating the relevancerddupe a “best guess” at a document’s
relevance. In the second stage the documents akedand presented to the user. In this stage
the probability ranking principle (PRP) [Cooper,719is used. According to this principle the
system should rank documents in order of decregsingability of relevance. By using this
principle the overall effectiveness of an IR systaaximizes.

There has been a lot of research in the field &rmation retrieval. Some of the recent
developments are included here. ChengXiangZhaigRbas given a critical review of statistical
language models for information retrieval. He hgstamatically and critically reviewed the
work in applying statistical language models toomnfation retrieval, summarized their
contributions, and pointed out outstanding chaksnfChengXiang, 2008]. Nicholas J. Belkin
has identified and discussed few challenges farmétion retrieval research which come under

the range of association with users [Nicholas, 2088 efficient document ranking algorithm
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has been proposed that generalizes the well-knomebapility ranking principle (PRP) by
considering both the uncertainty of relevance mteahs and correlations between retrieved
documents [Jun and Jianhan, 2009]. Michatlal have discussed the various problems,
directions and future challenges of content-basedieninformation retrieval [Michaett al,
2008]. A unified framework has been proposed toatlines the modeling of social annotations

with the language modeling-based methods for inédion retrieval [Dinget al, 2008].
2.1.3. NLP Interfaces

A natural language interface accepts commandsturaldanguage and sends data to the system
which then provides the appropriate responsesdaactimmands. A natural language interface
translates the natural language statements int@ppgte actions for the system. A large number
of natural language interfaces have been devel¢feack, 2000]. A number of question
answering systems are now being developed thatt@iprovide answers to natural language
guestions, as opposed to documents containing niafiton related to the question. These
systems use a variety of IE and IR operations tdlgecorrect answer from the source texts. In
information retrieval and NLP, question answeri@#\] is the task of automatically answering a
guestion posed in natural language. To find thevanso a question, a QA computer program
may use either a pre-structured database or actioheof natural language documents. Unlike
information retrieval systems(Internet search eegnQA systems do not retrieve documents,
but instead provide short, relevant answers locatesinall fragments of text. That is why QA
systems are significantly slower and require maelWare resources than information retrieval
systems [Surdeanet al, 2002]. QA track of TREC (Text Retrieval Confeceh have shown
some interesting results. Several steps were iedlud the technology used by the participants
in the QA track. First, words like ‘who’, ‘when’ we identified to guess what was needed; and
then a small portion of the document collection wasieved using standard text retrieval
technology. This was followed by a shallow parsaighe returned documents for identifying
the entities required for an answer. If no appmpranswer type was found then best matching
passage was retrieved. In TREC-8, the first QAki@ic TREC, the most accurate QA systems
could answer more than 2/3 of the questions cdyrf¢borhees, 1999]. In the second QA track
(TREC-9), the best performing QA system, the Faleystem from Southern Methodist
University, was able to answer 65% of the questjdio®rhees, 2000]. In the first two QA tracks

13
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the questions were simple. In TREC 2001 QA tradkictv was the third running of a QA track

in TREC, a number of conditions were included fareasing the practicality and complexity of
the task [Ellen, 2001]. The TREC 2002 track repe#te main and list tasks from 2001, but with
the major difference of requiring systems to retexact answers. The change to exact answers
was motivated by the belief that a system’s abtlityecognize the precise extent of the answer
is crucial to improving question answering techiggl¢Ellen, 2002]. These runnings of QA track
have been carried out every year till date by agldiifferent conditions to make the QA tracks
more realistic.

2.1.4. NLP Software

A number of NLP software packages and tools haven bdeveloped, some of which are
available for free, while others are available carmorally. These tools have been broadly
classified into different types some of which arentioned here. General Information Tools( e.g.
Sourcebank — a search engine for programming ressyrThe Natural Language Software
Registry), Taggers and Morphological Analyzers( & &erl/Tk text tagger, AUTASYS — which
is a completely automatic English Wordclass analysystem, TreeTagger — a language
independent part-of-speech tagger, Morphy — whgha itool for German morphology and
statistical part-of-speech tagging), InformationtrReal & Filtering Tools (e.g. Rubryx: Text
Classification Program, seft — a Search Engine Teott, Isearch — software for indexing and
searching text documents, ifile — A general méiéfing system, Bow: A Toolkit for Statistical
Language Modeling, Text Retrieval, Classificatiord&Clustering), Machine Learning Tools (
e.g. Machine Learning Toolbox (MLT), The Machineakeing Programs Repository), FSA
Tools( e.g. FSA Utilities: A Toolbox to Manipulaténite-state Automata), HMM Tools (e.g.
Hidden Markov Model (HMM) Toolbox, Discrete HMM Tbat, A HMM mini-toolkit),
Language Modeling Tools( e.g. Maximum Entropy MaaigIToolkit, Trigger Toolkit, Language
modeling tools), Corpus Tools ( e.g. WebCorp, Multa.e. Multilingual Text Tools and
Corpora, TACT- i.e. Text Analysis Computing ToolBextual Corpora and Tools for their
Exploration). Some more tools include DR-LINK (Docent Retrieval using LINguistic
Knowledge) system demonstrating the capabilitiedlblP for Information Retrieval [Liddyet

al, 2000], NLPWin: an NLP system from Microsoft ttetcepts sentences and delivers detailed

syntactic analysis, together with a logical fornpresenting an abstraction of the meaning
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[Elworthy, 2000]. Waldrop (2001) has described tbatures of three NLP software packages,
viz. Jupiter: a product of the MIT research Labttherks in the field of weather forecast,

Movieline: a product of Carnegie Mellon that taklidsout local movie schedules, and MindNet
from Microsoft Research, a system for automaticakyracting a massively hyperlinked web of

concepts.

2.2. Review of Research Work in Machine Learning

Machine learning is a vast field and there has laelet of research in this area. Here we discuss
the literature relevant to our thesis. Machinereay studies algorithms capable of improving
their performance automatically when provided wdhditional knowledge regarding the
specified domain. As discussed earlier, successelof machine learning techniques depends
on availability of sufficient quantities of labeleldta. However, obtaining a large labeled data set
becomes very expensive, particularly for the compésal-world tasks where machine learning
technigues are most useful. As stated, active ileguprovides a way to reduce the labeling costs
by labeling only the most useful instances forn@ay. The learning algorithm selects only those
instances for annotation that are required to learnaccurate classifier [Colet al, 1994].
Hence active learning algorithms provide much highecuracy rates using small number of
labeled examples and selecting the data from wihigarns. An active learner can ask different
gueries in the form of unlabeled examples thatt@adge labeled by a human annotator. A lot of
research has been carried out in this field, tloeeefve will describe these works along several

dimensions.
2.2.1. Active Learning Scenarios

There are different circumstances in which the learmay ask queries. The learner may
construct their own examples (membership queryh®gi$), request certain types of examples
(pool-based sampling), or determine which of théaleled examples to query and which to
discard (selective sampling). These different sdesalso determine the different sources from

which the unlabeled instances are presented fartation.
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2.2.1.1.Membership Query Synthesis

In the membership query synthesis [Angluin, 1988}, learner may construct its own examples
i.e. the learner may ask for labels for any unledhetxample in the input space. It also includes
the queries that the learner generates anew, rdtharthe ones that are sampled from some
underlying distribution. Query synthesis has bekows to be efficient for finite problem
domains [Angluin, 2001]. It has also been extenttedegression learning tasks, for example
learning to predict the absolute coordinates afteot hand [Cohmet al, 1996].

In many situations query synthesis has been udmicetly however it has some disadvantages
too. One of the drawbacks is that the labelingushsrandom instances cannot be easy if human
annotator does the annotations. For example, BangdnLang (1992) used membership query
learning along with human annotators oracles faining a neural network to classify
handwritten characters. They had to face an uneéegguoblem: most of the query images that
the learner generated contained no meaningful @ecmnizable symbols. They only consisted of
artificial characters that were meaningless. Tlweefmembership query synthesis for natural
language processing tasks creates meaninglessstiatext or speech that are nothing more
than garbage. This method usually generates mdaasgxamples which are hard to label as
the learner is able to request a label from angiptessinstance from the input space and ignores
the underlying sample distribution. The stream-ased pool-based scenarios have been
developed to solve the above mentioned limitati@ystems using membership query syntheses
have been implemented practically [Kieg al, 2004].In these systems an application of the
membership query synthesis has been described ichvéh robot scientist has been shown
executing a series of experiments in order to dscpathways of metabolism in yeast. In this
application, a mixture of chemical solutions canrégarded as an instance and a label can be
whether or not the mutant thrived in the growth med All experiments have been carried out
autonomously using active machine learning, andsighity carried out using a robot. This
method reduced the experimental costs by threedsldompared to when the least expensive
experiment is run, and resulted in a 100-fold deseein cost compared to randomly generated
experiments.

16



2 REVIEW OF LITERATURE

2.2.1.2.Stream-based Selection/ Selective sampling

Selective sampling [Cohet al, 1994] is another active learning scenario wiuagh be regarded
as an alternative to membership query synthesithignscenario the instances are presented to
the learner from an infinite source of unlabelethdd@he learner performs the sampling of an
unlabeled instance from the actual distributionitasfree (or inexpensive), and then decides
whether it should pay the cost of labeling it ot.flhis scenario is also known as stream-based
or sequential active learning, because of thetfadtan unlabeled instance is drawn one at a time
from the data stream, and the learner has to dedié¢her to query or discard it. The main point
on which pool-based and stream-based active legquiffer is that the whole stream cannot be
observed during each round of active learning, lagrte limiting the protocol as the learner is
able to examine each example in a stream only dadeag the life span of the learner and it is
suitable for many applications such as speech rettog. For uniform distribution of input, this
technique behaves similar to membership query ilegritiowever, for non-uniform distribution

or unknown distribution, it is certain that querigsl still be meaningful, as they come from a
real underlying distribution.

There are several ways by which the decision oftisdreto label an instance or not can be
framed. One way of determining this is to evaluie samples using some “informativeness
measure” or “query strategy” and taking a randormigien, so that more informative instances
are more likely to be queried [Dagan and Engelst#95]. In another way a region of
uncertainty is found [Cohet al, 1994], i.e. finding that explicit part of thestance space which

is ambiguous to the learner, and then only quertteginstances which fall within this region.
One way of doing this is determining a minimum #@d of an informativeness measure which
defines the region and query those instances wlesk@ation is above this threshold. Another
more principled approach is to define the regiat th still unknown to the overall model class,
i.e., to the set of hypotheses consistent withcilneent labeled training set called the version
space [Mitchell, 1982]. In other words, if any twmdels of the same model class (but different
parameter settings) agree on all the labeled #atagdisagree on some unlabeled sample, then
that sample lies within the region of uncertainihe complete and explicit calculation of this
region is very expensive computationally and it hesmaintained after each new query. This is

the reason why approximations are used in praffioanet al, 1994; Dasguptat al, 2008].
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The stream-based scenario has been used in mactjcakgproblems, including part-of-speech
tagging [Dagan and Engelson, 1995], sensor schregliKrishnamurthy, 2002], and learning
ranking functions for information retrieval [Yu, @B]. Fujii et al (1998) employ selective

sampling in active learning for word sense disamign, e.g., determining if the word “bank”
means land alongside a river or a financial ingtituin a given context (only they study
Japanese words in their work). The approach not @duces annotation effort, but also limits
the size of the database used in nearest-neigtdamnihg, which in turn expedites the
classification algorithm.

2.2.1.3.Pool-based Selection

Pool-based scenario [Lewis and Gale, 1994] of adgarning is based on the assumption that a
small set of labeled data L and a large pool oébeled data U are available. During the process
of active learning, an unlabeled instance is setedty the querying function Q from the
unlabeled pool. The pool is assumed to be staticnon-changing also called closed. The
querying of instances takes place according torimédiveness measure in a greedy fashion.
Then the annotation of the queried instance is donkethe instance is then added to the set of
labeled data for the purpose of training. In poaddd active learning techniques a querying
function is used for scoring each instance XJ according to their informativeness. These
techniques then use this score for ranking thebaha elements, and finally selects the highest
ranked instances.

The real world problems of machine learning for ebhithe pool-based active learning
techniques have been studied include text claasidic [Lewis and Gale, 1994; McCallum and
Nigam, 1998b; Tong and Koller, 2001; Hati al, 2006a], information extraction [Thompsenh

al., 1999; Settles and Craven, 2008], image classifin and retrieval [Tong and Chang, 2001;
Zhang and Chen, 2002], video classification andenal [Yanet al, 2003; Hauptmanet al.,
2006], speech recognition [Tatral, 2005], and cancer diagnosis [Liu, 2004] to naanew.
There is a difference between stream-based andhjaseld active learning. In the stream based
learning the data is scanned sequentially and tleeycdecisions are made individually. In pool
based learning the entire collection is evaluatetiranked before selecting the best query.
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2.2.2. Querying Strategies

The main aspect of all active learning strategeshie design of an appropriate querying
function, which uses the current state of the leaend properties of the available data to select
unlabeled examples for annotation. The queryingction evaluates the informativeness of
unlabeled instances, which can either be gened#etvo or sampled from a given distribution.
There have been many proposed ways of designirmgpa guerying function. Some of them are

surveyed below.

2.2.2.1.Uncertainty Sampling
Uncertainty sampling [Lewis and Gale, 1994] is #implest and most widely used query
framework where the learner selects instances taclwits prediction is most uncertain i.e.
about which it is least confident how to label. §tapproach is often straightforward for
probabilistic learning models. For example, whernngisa probabilistic model for binary
classification, an uncertainty sampling strategynm@y queries the instance whose posterior
probability of being positive is nearest 0.5 [Lewisd Gale, 1994; Lewis and Catlett, 1994].For
many learning algorithms, a widely used method rfentainty sampling is to select instances
for which their predicted label is least confidegither from a probabilistic viewpoint or through
a margin-based analogue [Lewis and Gale, 1994; TatgKoller, 2001; Schohn and Cohn,
2000; Culotta and McCallum, 2005; Roth and Sm&lQ6b; Settles and Craven, 2008].
A more general uncertainty sampling strategy uséopy [Shannon, 1948] as an uncertainty
measure:
®=N(x) = -= P(yx) log P(yix),
where® represents a query strategy, which is a functeeduo evaluate the informativeness of
a query, x represents the best query instance whatimizes this function, and yanges over
all possible labeling. The entropy-based approamh lze generalized easily to probabilistic
multi-label classifiers and probabilistic models foore complex structured instances, such as
sequences [Settles and Craven, 2008] and trees, [B@]. An alternative to entropy in these
more complex settings involves querying the instanbose best labeling is the least confident:
®(x) = 1 - P(y[x),

where y = argmax P(y|x) is the most likely class labelifigis sort of strategy has been shown

to work well, for example, with conditional randdields or CRFs [Laffertyet al, 2001] for
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active learning in information extraction tasks [@ta and McCallum, 2005; Settles and Craven,
2008]. Uncertainty sampling strategies may alscetmployed with non-probabilistic models.
One of the first works to explore uncertainty samglused a decision tree classifier [Lewis and
Catlett, 1994] by modifying it to have probabilsstutput. Similar approaches have been applied
to active learning with nearest-neighbor (“memoag®d” or “instance-based”) classifiers [Fujii
et al, 1998; Lindenbauret al, 2004], by allowing each neighbor to vote on ¢heess label of x,
with the proportion of these votes representingpbsterior label probability. Tong and Koller
(2000) also experiment with an uncertainty sampBtrgtegy for support vector machines, or
SVMs [Cortes and Vapnik, 1995], that involves quegythe instance closest to the linear
decision boundary. This last approach is analogousicertainty sampling with a probabilistic

binary linear classifier, such as logistic regressr naive Bayes [Kosmopoulesal.,, 2008].

2.2.2.2.Query-By-Committee

The query-by-committee (QBC) framework [Sewstcal, 1992; Freunet al, 1997; Fineet al,
2002] is similar to uncertainty sampling, but istadiguished by using an ensemble of experts to
select instances for annotation. In QBC, a commitié learned models is trained using the
labeled data and a querying function is derivedugh a voting mechanism. The QBC approach
involves maintaining a committee C of models whaech all trained on the current labeled set L,
but represent competing hypotheses. Each commitember is then allowed to vote on the
labelings of query candidates. The most informatjuery is considered to be the instance about
which they most disagree. The basic principle ofG&pproach is to minimize the version
space. Version space is the set of hypotheseathatonsistent with the current labeled training
data L. If machine learning is considered as trerckefor the best model within the version
space, then the aim of active learning is to litmé size of this space as much as possible with as
few labeled instances as possible in order to ntla&kesearch more precise. QBC does exactly
this by querying in controversial regions of thesien space.

Two things are necessary in a QBC framework, orte ionstruct a committee of models that
approximate different regions of the version spand the other is to have some measure of
disagreement among them. Sewtcal (1992) accomplish the first task simply by samgpla
committee of two random hypotheses that are camistith L. For generative model classes,

this can be done more generally by randomly samgptiodels from some posterior distribution
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PO|L). For example, McCallum and Nigam (1998b) dostfor naive Bayes by using the
Dirichlet distribution over model parameters, wlareDagan and Engelson (1995) sample
HMMs by using the Normal distribution. For other aebclasses, such as discriminative or non-
probabilistic models, Abe and Mamitsuka (1998) hpuaposed query-by-boosting and query-
by-bagging, which employ the well-known ensemblardéng methods boosting [Freund and
Schapire, 1997] and bagging [Breiman, 1996] to tant committees. Melville and Mooney
(2004) propose another ensemble-based method wenichurages diversity among committee
members. For measuring the degree of disagreemmentnain approaches have been proposed:
vote entropy [Dagan and Engelson, 1995] and avekdgdivergence [McCallum and Nigam,
1998b]. There is no consensus on the appropriatenitbee size to use, which may in fact vary
by model class or application. However, even smathmittee sizes (e.g., two or three) have
been shown to work well in practice [Seuetgal, 1992; McCallum and Nigam, 1998b; Settles
and Craven, 2008]. Aside from the QBC frameworkiesal other query strategies attempt to
minimize the version space as well. For exampldyn@ al (1994) describe a related selective
sampling algorithm for neural networks using a coration of the “most specific” and “most
general” models, which lie at two extremes the ieerspace given the current labeled examples
in the training set L. Tong and Koller (2000) prepca pool-based query strategy that tries to
minimize the version space for support vector maeldlassifiers directly. The membership
query algorithms of Angluin (1988) and Kingt al (2004) can also be interpreted as
synthesizing de novo instances that limit the sizéhe version space. However, Haussler (1994)
shows that the size of the version space can grperentially with the size of L. This means
that, in general, the version space of an arbitnangel class cannot be explicitly represented in
practice. The QBC framework, rather, uses a coramiithich is a subset-approximation of the

full version space.

2.2.2.3.Unreliability Sampling

Another recently developed strategy for designirguarying function is unreliability sampling
[Becker, 2008]. The basic premise of this framewisrkhat instances should be selected which
have parameters which have not observed suffiadetd for confident estimation. An early
instantiation of this method was active learningdgntactic parsing, where unlabeled instances
which cause the current parsing model to fail aseduto request labels from the expert
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[Thompsonet al, 1999]. Following the same basic principles, fesadigm has been extended
for improvements in active learning for syntactarging [Becker and Osborne, 2005] and active
learning for machine translation [Haffaet al, 2009]. Recent work on confidence-weighted
active learning [Dredze and Crammer, 2008] ap@issmilar philosophy by selecting examples
with parameters possessing high variance duringnasbn. As opposed to uncertainty
sampling, which selects examples for which the iptEoh has low confidence, unreliability

sampling selects those instance for which an ateumnaasure of certainty cannot be computed.

2.2.2.4.Expected Model Change

A much more recently formalized approach for designa querying function is to select
instances which exhibit the greatest expected mchikehge [Settles and Craven, 2008] i.e. that
would impart the greatest change to the currentenddwe knew its label. As opposed to
selecting instances for which the learner is |easifident, the expected model change selects
instance for which there is an expectation of sigant change in between the current hypothesis
and the resulting induced hypothesis if the instarneas labeled. This strategy was noted earlier
in the context of selecting instances for learramgSVM [Bordeset al, 2005], but without an
accurate estimate of model change, they relied onaggin-based uncertainty method. The
intuition behind this framework is that those imst@s will be preferred that are likely to most
influence the model (i.e., have greatest impactt®rparameters), regardless of the resulting
query label. This approach has been shown to wak im empirical studies, but can be

computationally expensive if both the feature spau set of labelings are very large.

2.2.2.5.Estimated Error Reduction

A traditionally less popular strategy gaining irsiag attention is the use of querying functions
which attempt to directly minimize the generalipaterror. Under this framework, each instance
is scored with respect to the expected reductiofutare error if labeled and added to the
training data. This method is theoretically appeahs it attempts to directly minimize error, the
true task at hand. Although shown to be empiricafifective, the drawback to querying by
expected error reduction is the computation reguiceestimate expected error and compute an
updated model for each possible labeling for eadabeled instance. However, this approach

has been shown very successful when methods susibasampling the unlabeled pool with a
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naive Bayes classifier [Roy and McCallum, 2001]aaxincremental updates with Gaussian
random fields [Zhwet al, 2003], and approximate training methods withidtig regression [Guo
and Greiner, 2007].

Unfortunately, estimated error reduction may algotfee most prohibitively expensive query
selection framework. Not only does it require estimg the expected future error over U for
each query, but a new model must be incrementeltlyained for each possible query labeling,
which in turn iterates over the entire pool. Theads to a dramatic increase in computational
cost. For some model classes such as Gaussiammdields [Zhuet al, 2003], the incremental
training procedure is efficient and exact thus mghhis approach fairly practical. For a many
other model classes, this is not the case.

A statistically well motivated querying functionrategy is selecting instances which minimize
variance [Cohret al, 1996]. Given the observation that expected gdizaetion error can be
decomposed into bias and variance components [Getren 1992], the variance minimization
strategy is to select instances for which onceléaband added to the training data will result in
the greatest reduction in variance and thus gemat@n error. As this approach is only feasible
for definitions of variance which are smooth anffedentiable, it has only been applied to
problems such as regression and neural network®if@b al,1996]. Related and more
appropriate for the standard active learning sgitims selection based upon the Fischer
information associated with a prediction [Zhang #&ids, 2000; Hoet al, 2006; Settles and

Craven, 2008], which also require approximatiomtegues to calculate efficiently.

2.2.2.6.Density-Weighting Methods

One unfortunate property of many active learningrging functions is that they are relatively
noise intolerant, motivating the study of technigjuénich weigh instances by how representative
they are of the input distribution of the dataeredd to as density-weighted querying functions.
Pre-clustering the data and selecting examples hwhigpresent each cluster has been
demonstrated a very successful for querying reptasee instances [Nguyen and Smeulders,
2004; Donmeet al, 2007; Xt al, 2007]. These methods are particularly benefiaiaken
learning from only a few instances, which is doadyein the active learning process. Density-
weighting formulations have also been studied igerg-by-committee [McCallum and Nigam,
1998b] and in the context of sequence predictiaitl& and Craven, 2008]. The main idea is
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that informative instances should not only be theke&h are uncertain, but also those which are
“representative” of the input distribution (i.enhiabit dense regions of the input space).€ugl
(1998) explored a query strategy for nearest-naghtethods that selects queries that are unlike

the labeled instances already in L, and most sirtoléhe unlabeled instances in U.

2.2.3. Structured Outputs

Several important learning problems involve predgistructured outputs on instances, such as
sequences and trees. In these problems multipé predictions must be combined to form a
coherent structure. These models have garneredficagn interest in the NLP and other
application communities as they can effectivelyomporate information from multiple sources
regarding many interdependent prediction tasksstAsctured output labels are generally more
expensive to obtain, there has been a corresponuiErgst in reducing labeling requirements in
these settings. In the context of active learnthgre has been some recent work regarding
learning in structured output spaces including wonkactive learning for HMMs [Dagan and
Engelson, 1995; Scheffer and Wrobel, 2001;Andemoth Moore, 2005], CRFs [Culotta and
McCallum, 2005; Settles and Craven, 2008] and &irad Perceptron [Roth and Small, 2006b].
More application targeted includes active learnfng probabilistic context free grammars
(PCFGs) [Baldridge and Osborne, 2004; Hwa, 20043oAclosely related works for settings
more complex than binary classification includeactearning for multiclass classification [Yan
et al, 2003; Brinker, 2004] and active learning for kimg data [Brinker, 2004; Donmez and
Carbonell,2008].

Active learning, most notably pool-based selectimas been applied to many NLP applications
including text/spam classification [Lewis and G&l894; Liere and Tadepalli, 1997; McCallum
and Nigam,1998a; Schohn and Cohn, 2000; Tong ani@rK@001; Hoiet al, 2006a; Schein
and Ungar, 2007; Dredzeand Crammer, 2008; &thal, 2008a], chunking [Ngai and Yarowsky,
2000], part of speech tagging [Dagan and Engel$885], named entity recognition [Scheffer
and Wrobel, 2001; Shest al, 2004, Beckeet al, 2005; Jones,2005; Kiet al, 2006; Vlachos,
2006; Tomanelet al, 2007; Laws and Schutze, 2008], information etioam [Thompsoret al.,
1999; Schefferet al, 2001; Finn and Kushmerick, 2003;Jonets al, 2003; Culotta and
McCallum, 2005; Culottaet al, 2006; Roth and Small, 2008; Settles and Craz€®8],
prepositional phrase attachment [Hwa, 2004; Bec@08], syntactic parsing [Thompsenal,
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1999; Tanget al, 2002; Hwa, 2004; Becker and Osborne, 2005], wamase disambiguation
[Chenet al, 2006; Chan and Ng 2007; Zhu and Hovy, 2007],as#im role labeling (Roth and
Small, 2006b) and machine translation [Haftral, 2009; Haffari and Sarkar, 2009].

A framework and objective functions have been uhiced for active learning in three
fundamental HMM problems: model learning, staténgstion, and path estimation. In addition,
a new set of algorithms has been described focieffily finding optimal greedy queries using
these objective functions. The algorithms are fast, linear in the number of time steps to select
the optimal query and we present empirical ressgl®wing that these algorithms can
significantly reduce the need for labelled traindada [Anderson and Moore, 2005].

Many classification problems with structured outpcén be regarded as a set of interrelated sub-
problems where constraints dictate valid varialsignments. The standard approaches to these
problems include either independent learning ofividdal classifiers for each of the sub-
problems or joint learning of the entire set ofssiéiers with the constraints enforced during
learning. An intermediate approach has been prapodeere these classifiers are learnt in a
sequence using previously learned classifiers tdegiearning of the next classifier by enforcing
constraints between their outputs. A theoreticalivation has been provided to explain why this
learning protocol is expected to outperform botteraktives when individual problems have
different "complexity’. This analysis motivates algorithm for choosing a preferred order of
classifier learning. This technique has been evatlan artificial experiments and on the entity
and relation identification problem where the pregad method outperforms both joint and
independent learning. [Bunescu, 2008].

The success of interactive machine learning syseepends both on the machine and on the
human performance. An understanding of machinelbipges and limitations should inform
interaction design, while the abilities, preferesicand limitations of human operators should
inform the choice of inputs, outputs, and perforoegmequirements of machine learning
algorithms. A relevant example from the past wakArnauld system [Krzysztof and Daniel,
2005] for active preference elicitation. A lot akpious work in that area solicited user feedback
in the form numerical ratings over possible outcentdowever, unless the rating scale is well
grounded, people tend to be inconsistent and afeliproviding this type of feedback. What
works much more robustly is pairwise comparisonrigge where the person only has to state

which of two possible outcomes he or she preferzygztof and Daniel, 2005]. Adopting this
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input interaction, however, requires developinge®a hearning algorithm. In turn, to account for
the limitations of the algorithm, the example cuting interaction [Pearl and Chen, 2009] has
been implemented to allow people to manually ditdet learning once the active learning
process no longer resulted in rapid improvementhienmodel quality. Work has been done on
incorporating richer user feedback into interactivechine learning systems. Typically, machine
learning algorithms only solicit labels from theets but several projects e.g. [Gregsrgl,
2007] have shown that incorporating richer feedkhelt captures the user's rationale-leads to
faster and more generalizable learning. So fars feiedback has been limited to feature
relevance. Is this the best or the only type df feedback that can be elicited from users? A
preliminary study has been conducted in the cordgéptreference elicitation for an e-commerce
application to understand what types of feedbadpleenaturally provide, and what the value of
these different types of feedback might have ferspeed and quality of learning. Specifically,
users were asked to answer a set of pair wise agsoppajuestions regarding digital cameras and
their choices has been recorded as well as free éxplanations of their choices.

End-user interactive concept learning is a techmifppr interacting with large unstructured
datasets, requiring insights from both human-computteraction and machine learning. This
note re-examines an assumption implicit in prioteiactive machine learning research i.e.
interaction should focus on the questiavhat class is this objectAmershi, Set al (2010) have
broadened interaction to include examination of tipled potential models while training a
machine learning system. They evaluated this agjpraad found that people naturally adopted
revision in the interactive machine learning precaad that this improved the quality of their
resulting models for difficult concepts.

M. Kristanet al (2009) have proposedGaussian-kernel-based online kernel density estimat
which can be used for applications of online praligidensity estimation and online learning.
This approach generates a Gaussian mixture modéheofobserved data and allows online
adaptation from positive examples as well as fromriegative examples. The adaptation from
the negative examples is realized by a novel cdncémnlearning in mixture models. Low
complexity of the mixtures is maintained throughavel compression algorithm. In contrast to
other approaches, this approach does not require-tdining parameters for a specific
application, they have not assumed specific forrhghe target distributions and temporal

constraints have not been assumed on the obseatadThe strength of the proposed approach
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has been demonstrated with examples of online astmof complex distributions, an example
of unlearning, and with an interactive learningpasic visual concepts.

Very recently there has been work on actively selgoexamples with the intention of labeling
properties regarding features. The earliest exawipiis work is the tandem learning algorithm
where the expert iteratively queries the expertifigtance labels and then feature labels. This
idea of labeling both instances and features sanethusly has been further pursued in the active
dual supervision model [Sindhwaret al, 2009]. Even more recently, the generalized
expectation criteria has been incorporated intattieve learning framework to present instances
to the domain expert for the explicit purpose aforporating domain knowledge by labeling
features [Drucket al, 2009]. The learning from measurements modelndiiet al, 2009] also
works along this vein by deriving a framework basadBayesian experimental design to select
instances for which the largest expected inforrmag@ain will be achieved if the feature is
labeled.

In most of the active learning research, queriessatected in serial, i.e., one at a time. However,
sometimes the training time required to induce aehas slow or expensive, as with large
ensemble methods and many structured predictioks.taSonsider also that sometimes a
distributed, parallel labeling environment may baikble, e.g., multiple annotators working on
different machines at the same time on a netwarkbdth of these cases, selecting queries in
serial may be inefficient. By contrast, batch-madtive learning allows the learner to query
instances in groups, which is better suited tolfrabeling environments or models with slow
training procedures.

Myopically querying the “N-best” queries accorditm a given instance-level query strategy
often does not work well, since it fails to consitlee overlap in information content among the
“best” instances. To address this, a few batch-madive learning algorithms have been
proposed. Brinker (2003) considers an approacls¥avis that explicitly incorporates diversity
among instances in the batch. Xt al. (2007) propose a similar approach for SVM active
learning, which also incorporates a density measypecifically, they query cluster centroids for
instances that lie close to the decision boundétyi et al (2006a,b) extend the Fisher
information framework to the batch-mode setting bamary logistic regression. Most of these
approaches use greedy heuristics to ensure th&@noes in the batch are both diverse and

informative, although Hoet al (2006b) exploit the properties of submodular fioxs to find
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near-optimal batches. Alternatively, Guo and Sciauns (2008) treat batch construction for
logistic regression as a discriminative optimizatjroblem, and attempt to construct the most
informative batch directly. For the most part, tn@epproaches show improvements over random
batch sampling, which in turn is generally betteart simple “N-best” batch construction.

In some learning problems, the cost of acquirirgpled data can vary from one instance to the
next. If our goal in active learning is to minimiee overall cost of training an accurate model,
then reducing the number of labeled instances doésecessarily guarantee a reduction in
overall labeling cost. One proposed approach fduceg annotation effort in active learning
involves using the current trained model to assisthe labeling of query instances by pre-
labeling them in structured learning tasks like spag [Baldridge and Osborne, 2004] or
information extraction [Culotta and McCallum, 2005lowever, such methods do not actually
represent or reason about labeling costs. Instéeay, attempt to reduce cost indirectly by
minimizing the number of annotation actions requiii@ a query that has already been selected.
Another group of cost-sensitive active learningrapphes explicitly accounts for varying label
costs in active learning. Kapoet al (2007) propose one approach that takes into atdmth
labeling costs and estimated misclassification scobt this setting, each candidate query is
evaluated by summing the labeling cost for theaims¢ and the expected future misclassification
costs that would be incurred if the instance weléed to the training set. Instead of using real
costs, however, their experiments make the simplfyassumption that the cost of labeling a
voice mail message is a linear function of its tan¢e.g., ten cents per second). Kiegal
(2004) use a similar active learning approach ii@@mpt to reduce actual labeling costs. They
describe a “robot scientist” which can execute reeseof autonomous biological experiments to
discover metabolic pathways, with the objectiverohimizing the cost of materials used (i.e.,
the cost of an experiment plus the expected taiat of future experiments until the correct
hypothesis is found).

As previously stated, the primary research issue afttive learning is the design of an
appropriate querying function. However, it is pbssithat different querying functions work
better for different regions of the active learnimgle. For example, a querying function using
density-weighted selection is very helpful for ialitqueries, but uncertainty sampling is more
effective once the classifier is relatively staonmezet al, 2007]. Baramet al (2004)

examine scenarios where several querying functeawasemployed by being cast in the multi-
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armed bandit framework, where querying functions selected which explicitly follow an
exploration and exploitation cycles. In additionselecting appropriate querying functions for
different operating regions, as the overall goahctive learning is to reduce total annotation, it
is also useful to know when maximal performancacisieved such that unnecessary actions will
be avoided, referred to as a stopping criterioh@Ba and Cohn, 2000; Campbetlal, 2000;
Tomaneket al, 2007; Vlachos, 2008; Dimitrakakis and Savu-KroR008; Laws and Schutze,
2008; Zhuet al, 2008a,b]. The critical aspect of deriving a giag criterion is a method for
autonomously determining the performance of thereturlearner hypothesis (i.e. without
development or testing data). Other works have asgelf-estimated measure of active learning
performance to determine different operating regishich require different querying functions
to be most effective [Baraet al, 2004; Donmeet al, 2007; Roth and Small, 2008].
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This chapter discusses concepts that are relewathet work presented in this thesis. The
sections that follow discuss basic concepts abopervised machine learning and active
learning. Section 3.1 discusses basics of supehesaning as well as the terminology and the
procedure used in supervised learning algorithinprdvides an idea about version space and
feature space and explains two important exampilesupervised learning: classification and
regression. Section 3.2 discusses machine leafomgpmplex problems i.e. learning structured

instances and learning pipeline models. Sectioni3&isses pool-based active learning.
3.1. Supervised Learning

Supervised learning [Kotsiantis, 2007] is the maehliearning task in which the algorithms
reason from externally supplied instances to predgeneral hypothesis, which then make
predictions about future instances. It is the tfséteriving a function from labeled training data.
In the supervised machine learning problem a fonathaps the inputs to the desired outputs by
determining to which class among a set of classesaainput belongs to. This is done with the
help of the training data which consists of theanses with labelled output i.e. known class.
The training data is a collection of training exaesp The training examples are in the form of
pairs that consist of input x and a desired outymltie y. The job of supervised learning
algorithms is analyzing the training data and pobaly a function. This function can take two
forms i.e. is can be a classifier if the outputliscrete or it can be called as a regression ifmmct

in case the output is continuous. The system igsiged with labelled instances represented as
(x, y) and the objective of supervised learningetys is to determine the label y for each new
input x that it sees in future. When vy is a reaiber, the task is called regression, when it is a
set of discrete values, the task is called clasdifin. For any valid input, the derived function
should be able to predict the correct output vailuerder to be able to predict the correct output,
the learning algorithm should have to generalizamfrthe labelled training data to unseen
situations in a reasonable way. Supervised learisirige learning based on training data. The
datasets used by machine learning algorithms dsnsis a number of instances that are
represented using the same set of features. Imssge learning the instances are given with
known labels (the corresponding correct outputsgantrast to unsupervised learning, where

instances are unlabeled.
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As stated earlier, in supervised machine learninfyretion maps the inputs to the desired
outputs by determining which of a set of classesw input belongs to. The mapping function
can be represented by f. h denotes the hypothbsist ahe function to be learned. Inputs are
represented as X = {XX,..., X5) and outputs as Y=(yV,...., ¥n) [Nilsson, 2005]. Therefore,
hypothesis or the prediction function can be wniihs

h=>x» Y

h is the function of vector-valued input and ises&d on the basis of training set of m input

vector examples i.e.

X =(X1,X2,..., %) —»| h — h(X)

Training set = { X, Xo,...., Xn}
Therefore, the predicted value can be given as
y = h(x) = argmaxef(x, y)
3.1.1. Terminology
The variables used in supervised machine learmgg a
* Xj, X2, and so on represent the input values, and X septs the input domain, such that

X e X.

* V1, Y2, and so on represent the output values, and ¥septs the output space, such that

yeY.
» There are a number of different types of machiaeni@g problems which can be defined
by the output space i.e., binary classificationmmich case Y = {-1, 1}, regression in

which case Y = R, multiclass classification in whiase Y = {w, Wa,..., W}.

» The probability distribution from which the supesed data is drawn is represented by

DX*Y
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@ represents the feature vector generating procedoput to this function is the
members of the input space X and returns a d-diimealsfeature vectox ¢ R%. This
vector is then used as the input by the learniggraghm.

D X— D (X)
where,® (X) represents the input domain affers applied to all the members X.

* Hrepresents the hypothesis space used by a mdehméng system which is defined as
the set of all possible hypotheses that the macliaeing system can return. It is
denoted as

Hd (X) —» Y
and the learned hypothesis h is selected from H,
kH

* L represents the loss function which can be defaed function which measures the
difference between estimated and the true valuesdme data element and in case of
machine learning it can be defined as the measiuddvergence between two output
elements. The frequently used loss function inniegy problems is the 0-1(zero-one) loss

functionL(y’,y) = 1 if y’ is not equal to y and O otherwise.

* Srepresents the training sample drawn from thbahitity distribution Dyxy~v

S =i, y)} wherei=1tom.

After defining all the variables, we can now eaglypvide a proper definition of a machine
learning algorithm or a learner. A machine learnatgorithm can be defined as an algorithm
which when provided with a hypothesis space H,ss lonctionL, and a training set S of m

training examples drawn from a probability disttibn Dy, returns a hypothesis functian

H that minimizes the expected Idssn a randomly drawn example frong§d-v,
h= argminyen Exy)-paposy (LN(X),Y))-

In theoretical terms, we would wish to design thmove mentioned algorithm however in

practical situations it becomes infeasible to depeduch algorithms. In practical situations the
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algorithms actually minimize the empirical losscaronly a finite set of training examples are
given and [y is unknown. In such cases the learning algorithiorne the hypothesis h as,
h = argmin, .y Z L(h’(x;),y) where i=1tom
Zero-one loss functiohg; forms the basis of classification therefore mimimg this function
makes much sense however it becomes intractabteddmear classifiers. Therefore, instead of
minimizing the ideal loss function a number of f@ag algorithms minimize a differentiable
function as a substitute for the ideal loss functiMargin-based algorithms [Allweiet al,
2000; Pelosso#t al, 2010] are an example of such algorithms. Thegensed in such learning
algorithms are discussed as under:
* F represents a set of hypothesis scoring functiens
F®(X) * Y—R such thag= h(x) = argmax.yfy ().

* p represents the margin of an instance. It is amegative real-valued function
which is equal to O if and only i¥ = y and its magnitude is related to the
confidence of a predictiofi for the given inpuk relative to a specific hypothesis
h.

pdX)*Y*F — R"

« L :p —» R represents the margin-based loss function whichsorea the

difference between the predicted output and the dutput based upon its margin

relative to a specified hypothesis.

Thus the margin-based algorithms return a hypasheiring functiorf € F which minimize the

empirical loss over the training examples to sedelaypothesis scoring function
f=argmin. X L (p(x,y,f"))
3.1.2.Version Space and Feature Space

In this section we provide some idea about theimerspace and the feature space. A version
space [Mitchell, 1977; Herbrich et al., 2004]candedined as the set of hypotheses within a
given hypothesis space H that are consistent Wwaghobserved training examples. It can also be
defined as the subset of all hypotheses which absl levery instance from a given sample
correctly. Version space provides an important Baark for active learning.
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Version space can be represented by two sets oftiggpes. The first one is called most specific

consistent hypotheses, and the other one is diléethost general consistent hypotheses. In both
these types the term "consistent” means that tipethgses are consistent with the observed
data. The most specific hypotheses include allpttgtive training instances, and as small area
of the remaining feature space as possible. Ifethegpotheses are further reduced, then a
positive training instance will be excluded and thgotheses will become inconsistent. The

most general hypotheses include the positive iss@m@nd as much of the remaining feature

space as possible without including any negatigéairce. If these hypotheses are enlarged any
further, then a negative instance will be includeaking the hypotheses inconsistent. Figure 3.1
[Dubois et al, 2002] shows the two hypotheses sets in vergsiaces GB stands for general

boundary and SB stands for specific boundary.
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Figure 3.1: Version Space

Further we can call a hypothesis h as being camistith a training sample S if and only ifh(
=y for each X,y) € S. Also, if we have a hypothesis space H andiaitigasample S then the

version space V with respect to H is the set ofgtlotheses b H which are consistent with S.
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As stated earlier in this chapt&p, represents the feature vector generating procedhypat to
this function is the members of the input spacen¥ geturns a d-dimensional feature vecter

R, ie.
d(X)—» X

In machine learning, a feature can be defined aweasurable property of an item or a
phenomenon under observation and a feature veatobe defined as an n-dimensional vector of
numerical features representing some item or theokdeatures of a given data instance.
Machine learning problems require a lot of progegsind statistical analysis. Therefore in order
to facilitate such analysis machine learning athons need numerical features or numerical
representation of items. For example, in case pfesenting an image, the feature values
correspond to the pixels and in case of text tl@yespond to the term occurrence frequencies.

Thus we can define feature space as the spacaatssiowith these feature vectors.
3.1.3. Supervised Machine Learning Procedure

For solving any problem the supervised machinenlagralgorithm follows a number of steps.

This section discusses each of these steps.

» The first and foremost step is tbellection of the dataequired for solving a particular
problem. It consists of identifying all the impantafeatures or attributes that are most
relevant to the problem under study.

» The second step is tipee-processingZhanget al, 2002] of data. The data collected in
the first step is not directly suitable for traigiand therefore requires some processing
before it can be used for example it may have mis&ature values or noise. A number
of pre-processing methods have been developedhandetcision of deciding which one
to use varies according to the situations. If tbected data contains some missing
features then a method for handling missing dati$Ba & Monard, 2003] is used.
Similarly, there are methods for detecting and hagdoise [Hodge &Austin, 2004].

» The third step ideature subset selectioit consists of recognizing and eliminating the
features that are redundant or that are not retefearthe problem under study [Yu &
Liu, 2004]. It increases the efficiency of the ldag algorithms by decreasing the

35



3 BACKGROUND

dimensionality of the data. In order to develop enaccurate and efficient classifiers a
process called feature construction is used. & phocess new features are constructed
from the existing basic features [Markovitch & Resein, 2002] in situations where
many features depend on one another.

» The fourth step igvaluating the accuracy of the classifi&his step decided whether the
classifier is fit to be used or some modificaticare required. The evaluation of the
classifier depends on the prediction accuracy (Nemdf correct predictions / Total

number of predictions). The classifier's accuraag be estimated in three ways:

i.  First one is the splitting of the training set aming two-thirds for training and
the other third for estimating performance.

ii. Second one is called cross-validation. In this negplie mutually exclusive and
same-sized subsets are created by dividing theintaset. For each subset the
classifier is trained on the union of all the otBabsets. Using this technique the
error rate of the classifier is calculated by thverage of the error rate of each
subset.

lii.  Third one is called leave-one-out validation. Itaigype of cross validation in

which all the test sets contain single instance.

If the error rate evaluation shows that the cléssi$ not efficient enough or is unacceptable then
the algorithm returns to previous stage and somtefsare examined again for example features
are checked again to eliminate irrelevant featuoeghe size of training set is checked again.
Some other problems that might occur include toghhidimensionality of the problem or
imbalanced dataset [Japkowicz & Stephen, 2002]. élaw if the evaluation shows satisfactory

results then the classifier is available for use.
3.1.4. Examples of Supervised Machine Learning: Classifid®on and Regression

Among many other learning examples, classificatmmd regression are two important
supervised learning problems. This section disausaeh of these techniques with examples. As
discussed earlier, the training data in supervisadiing is a collection of training examples.

The training examples are in the form of pairs dwtsist of input x and a desired output value
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y. The job of supervised learning algorithms islgziag the training data and producing a

function. This function can take two forms i.ecan be a classifier if the output is discrete or it
can be called as a regression function in caseulput is continuous. The system is provided
with labelled instances represented as (X, y) &edobjective of supervised learning systems is
to determine the label y for each new input x thates in future. When y is a real number, the

task is calledegressionwhen it is a set of discrete values, the taglailedclassification
Classification

In machine learning, we can define classificatibiichie et al, 1994] as the task of determining
to which class among a set of classes a new inglohgs. This is done with the help of the
training data which contains the instances whoasscls known. In classification, there are a
number of classes and the goal is to develop athaleclassifies a new input into one of the
existing classes. Classification is an example ugesvised learning and its corresponding
unsupervised method is called clustering in whitdré are a set of observations and the goal is
to establish the existence of clusters or clagséise data i.e. the data is grouped into categories
based on some measure of similarity. The algorithat is used for classification is called a
classifier. The word "classifier" can be also usedepresent the function implemented by a
classification algorithm that maps input data wiven class. There are certain issues which must
be taken care of while developing a classifier sashaccuracy, speed, comprehensibility, and

time to learn a classification rule.

Classification can be either binary classificattwmmulticlass classification. Binary classification
consists of only two classes. In multiclass classiion an object can be assigned to any one of a
number of classes. An example of binary classificais the classification of customers in the
bank loan application. In this example, the inputhe classifier is the information about the
customer and the goal of the classifier is to as#ig input to one of the two classes i.e. low-risk
and high-risk customers. The information aboutdhstomer may include his income, savings,
age, profession, past financial history and solorthis example, a classification rule learned is
of if-thentype i.e., if the customer income is greater thame particular amount and his savings
are greater than some particular amount than tetomer can be classified into low-risk class

else the customer will be classified into high-red&ss. Such an example is called a discriminant
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function which separates the examples of diffeotaxses. This function involves prediction i.e.
when a rule fits the past data then correct prexiistcan be made for new examples. In some
cases, instead of making a 0/1 (low-risk/high-risg)e decision, we may want to calculate a
probability, namely, P(Y|X), where X are the cuséwrattributes and Y is O or 1 respectively for
low-risk and high-risk. From this perspective, vam cee classification as learning an association
from X to Y. Then for a given X = x, if we have PE/1|X = x) = 0.8, we say that the customer
has an 80 percent probability of being high-riskequivalently a 20 percent probability of being
low-risk. We then decide whether to accept or refine loan depending on the possible gain and

loss.

There are a number of classification algorithmg tzeve been developed. These include Fisher's
linear discriminant, Logistic regression, Naive Bayclassifier, Perceptron, Support vector
machines, Least squares support vector machinesatest neighbour, Decision trees, Random

forests, Neural networks, Bayesian networks, ardtletn Markov models.
Regression

Regression can be defined as a technique thate fas calculating the relationships between
variables i.e. the relationship between a dependantble and one or more independent
variables. In other words we can say that the @®aé regression depicts the changes in the
values of a dependent variable by varying the vafumne of the independent variables while the
other independent variables are kept fixed. In nmeckearning, regression can be defined as a
technique that is used to fit an equation to as#dta he simplest type of regression technique is
linear regression. In this form of regression theriula of straight line is used i.e. y = mx + b
and the suitable values for m and b are estimatedder to predict the value of y on the basis of
a given value of x. Another form of regression adled multiple regression. In this technique
more than one input variable is used that fits neoraplex models, such as a quadratic equation.
Applications of regression are prediction and fasting. There are a number of techniques for
using regression. Least squares regression ardat liegression are parametric methods. It means
the function is described in terms of a finite n@mbf unknown parameters that are estimated
from the data. Another form of regression is noap@tric regression in which the regression

function is allowed to lie in a specified set oh@ions, which may be infinite-dimensional. In
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order to explain the regression technique we demttae example of a system that should be able
to predict the price of a car. Inputs to the systemthe car attributes such as engine capacity,
mileage, brand and so on which show the worth efdar. The output is the price of the car.
Such problems where the output is a numberrageessionproblems. LetX denote the car
attributes and¥ be the price of the car. Again surveying the pasidactions, we can collect a
training data and the machine learning programefiisnction to this data to leakhas a function

of X. The function is of the form = wx+ wy for suitable values off andwp.

Regression and classification are both problenmsupérvised learning. In these problems, there
is an input X and an output Y and the goal is tarnea mapping from input to the output.
Machine learning uses an approach that assumeslel thefined up to a set of parameters,yi.e.

= g({@)whereg(:) is the model and are its parameter¥. is a number in regression and is a
class code (e.g., 0/1) in the case of classifinatig(-)is the regression function or in
classification, it is the discriminant function segating the instances of different classes. The
machine learning program optimizes the parametgrsuch that the approximation error is
minimized, that is, our estimates are as close assiple to the correct values given in the

training set.

3.2. Machine Learning for Complex Problems

In the beginning of this chapter in Section 3.1, he&e described the general framework of
supervised machine learning. However, in practeavironments when we want to apply
machine learning to various complex problems likBdrimation extraction, a single function

cannot be used to carry out the task efficienthy. &ample, in case of relation extraction, it is
not possible for a single function to accuratelgnitify all of the named entities and relations
within a sentence. Consider the sentence givengar& 3.2 in which we need to extract all the
entities and label the relations between the estiti

39



3 BACKGROUND

Jake works in Calgary, Alberta with his brother hgal.

Jake —p PERSON Calgary — LOCATION Alberta — LOCATION Micheal —p PERSON

Entity detection

{Jake, Calgary}—p works_in
{Jake, Micheal}—p brother_of
{Calgary, Alberta}— located_in

{Jake, Alberta}—p works_in

Relation detection

Figure 3.2: Entity and Relation detection from text

In such cases, a more practical approach is to @omplex model which divides the learning
problem into a number of sub problems and thensezables them to return a predicted global

annotation.

3.2.1. Learning Structured Instances

One of the important methods for solving complerbyems is learning in structured output
spaces. In this method, a number of local leartraised which then return a predicted global
structure. Examples of such a classifier includeucstired support vector machines
[Tsochantaridist al, 2004], hidden markov model [Rabiner, 1989], tHattrates a generative
model for learning sequential structures, condélorandom fields [Laffertyet al, 2001],
structured perceptron [Collins, 2002], and max-nmargarkov networks [Taskat al, 2003],
and constrained conditional model. A number of maehearning problems involve learning
from structured instances. One of the most impogpaoblem among them is sequence labeling.
A lot of learning applications involve labeling asdgmenting sequences. For example, if we
have to do information extraction on some pieceerf or identify genes in DNA. Figure 3.3(a)
shows an example of information extraction problasma sequence labeling task. Let x =
(X1,....,x7) represent the sequence on which information etitna is to be applied and y =
(y1,...., ¥r) be the sequence of labels that are given to ehsbrvation in the sequence. The

labels specify whether a given word belongs to diquadar entity class of interest (person,
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organization and location) or not (null).For semqesfabeling problems like information
extraction, labels are typically predicted by aussge model based on a probabilistic finite state
machine, such as the one shown in Figure 3.3(b)

x = Jake works in Calgary, Alberta with his brothéicheal.

y =person null null location locationull null person person

(@)

(b)

Figure 3.3: (a) Information Extraction as Sequencelabeling (b) sequence model
representing a finite state machine

The two important examples of structured outputcepeclassifiers are hidden markov models
and structured support vector machines.

Hidden Markov Model (HMM)

The language models have been developed in thenirgi of 20" Century when Andrei
Markov used language models (Markov Models) to rhéeteer sequences in works of Russian
literature. Language models assign probabilitiesttimgs of symbols. It assigns a probability to
a piece of unseen text, based on some training @htse models are used for word prediction
i.e. predicting the next word from the previous @by computing probability of the words. A
language model assigns the probability to a sequehi words P(wl, w2,...., wm) by means
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of a probability distribution. It is used in mangtaral language processing applications such as
speech recognition, machine translation, part-eksp tagging, parsing and information
retrieval, optical character recognition and datapression.

A Markov Model is a stochastic model that assuntes NMarkov Property. Markov Property
refers to the memory less property of a stochaatidom process. A stochastic process has the
Markov Property if the conditional probability distution of future states of that process
depends only upon the present state, not on theeseq of events that preceded it. Markov
models are the class of probabilistic models tlsaume that we can predict the probability of
some future unit without looking too far into thasp i.e. the probability of the word depends
only on the previous word [Jurafsky and Martin, 800The simplest Markov model is the
Markov Chain. It is a mathematical system that ugdes transitions from one state to another,
between a finite or countable number of possitdgest It is a random process characterized as
memory less: the next state depends only on threrdustate and not on the sequence of events
that preceded it.

Hidden Markov Model [Rabiner, 1989] is a Markov @h#or which the state is only partially
observable. In other words, observations are mklawethe state of the system but they are
typically insufficient to precisely determine thtate. HMM is a statistical Markov Model in
which the system being modeled is assumed to barkdy process with unobserved (hidden)
states. An HMM can be considered as the simplege®an network. In a regular Markov
Model, the state is directly visible to the obsenand therefore the state transition probabilities
are the only parameters. In an HMM the state isdirectly visible, but output, dependent on the
state, is visible. Each state has a probabilitytridistion over the possible output tokens.
Therefore, the sequence of tokens generated by NN ldives some information about the
sequence of states. In a Hidden Markov Model thedwbidden” refers to the state sequence
through which the model passes, not to the parameit the model. Even if the model

parameters are known exactly the model is stikdiéd

Structured Support Vector Machines (Structured SVM)
In machine learning, support vector machines apersised learning models with associated
learning algorithms that analyze data and recogma#erns, used for classification and

regression analysis. SVM'’s are considered amon@ésesupervised learning algorithms. In the
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basic SVM the algorithm takes the inputs and makesprediction about each input example
and classifies it into one of the two possible sdss SVMs have been developed by Vapnik
(1995) and are gaining popularity due to many etitra features, and promising empirical
performance. Support Vector Machines for Clasdificaand regression have been developed
[Gunn, 1998]. SVM’'s have been shown as the maxiniledihood estimate of a class of
probabilistic models [Franet al, 2011]. SVM's are intuitive, theoretically wefbunded, and
have shown to be practically successful. SVM's halée been extended to solve regression
tasks (where the system is trained to output a naatevalue, rather than yes/no classification)
[Boswell, 2002].

The structured support vector machine [Nawozin hathpert, 2011] is a machine learning
algorithm that generalizes the SVM classifier. S\¢Mssifier is used for binary classification,
multiclass classification and regression, and thecgired SVM is used for allowing training of
a classifier for general structured output lab@eneralization of multiclass Support Vector
Machine learning has been proposed that involvatufes extracted jointly from inputs and
outputs. The resulting optimization problem hasnbselved efficiently by a cutting plane
algorithm that exploits the sparseness and straictdecomposition of the problem. The
versatility and effectiveness of the method havenbéemonstrated on problems ranging from
supervised grammar learning and named-entity ratognto taxonomic text classification and
sequence alignment [Tsochantarigtsal, 2004]. Structured SVM’'s have also been used for
other natural language processing applicationsdpeech recognition [Zhang and Gales, 2011].
Structured support vector machines (SVMs) have bexsmined for noise robust speech
recognition and the features based on generatiwdeisdave been used, which allows model-
based compensation schemes to be applied to ybldt joint features. The performance of the

approach has been evaluated on a noise corrupteitiwous digit task: AURORA 2.

3.2.2. Learning Pipeline Models

Another example of a complex model is a pipelinedetolt has been applied to a number of
applications successfully. In pipelining, the oVenarocess is divided into a sequence of
classifiers in such a way that each stage of thelipie uses the output of the previous stage as its
input and determines the prediction. Pipelining@ igrocess in which a complex task is divided

into many stages that are solved sequentially. pelpie is composed of a number of elements
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(processes, threads, co routines, etc.), arranmgedch a way so that the output of each element
is fed as input to the next in the sequence. Maaghime learning problems are also solved
using a pipeline model. Pipelining plays a very amant role in applying the machine learning
solutions efficiently to various natural languagegessing problems. The use of pipelining
results in the better performance of these systémsumber of natural language processing
applications have been carried out using pipelielets e.g. information extraction [Yu and
Lam, 2010], dependency parsing and named entibgreton [Bunescu, 2008], and so on.

For explaining the process of pipelining we willbagtake an example of entity extraction as in
Section 3.2. We will consider a sentence as showfigure 3.4. In this case, instead of making
several local predictions regarding both segmematind classification for each word and
assembling them into a global prediction, a pipelimodel would first learn an entity
identification (segmentation) classifier and usks #@s input into an entity labeling classifier,

which is then assembled into a two stage pipelysées.

Jake work<algary, Alberta

[ Segmentation

—

[Jake]works {Ddlgary] [Alberta]

[ Named Entity Classification ]

[Jakg]son Works in [Calgarycation [Albertajocation
Figure 3.4: Pipelined Named Entity Recognition

The primary requirement of a pipeline model is tie feature vector generating procedure for

each stage is able to use the output from prewdtages of the pipelin@?(x, y?,..., y¥).To
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train a pipeline model, each stage of a pipeliredring process takes m training instandés=S
{(xOy.D),..., %a?,yD)} as input to a learning algorithmand returns a classifier®hwhich
minimizes the respective loss function of the jidlige. Once each stage of the pipeline model
classifier is learned, global predictions are magguentially with the expressed goal of
maximizing performance on the overall task, resgltin the prediction vectof = hi) =

[argmax §9(x?) ] where j=1 to J and ¥ YO,

3.3. Pool-Based Active Learning

Until now we have been discussing supervised maclaarning models. These models have
been traditionally trained on whatever labeled diatanade available to them. However,
supervised methods have a number of disadvant@yes.of the main disadvantages of using
supervised methods is the high cost associated thém as they require large amounts of
annotated data. Active learning [Settles, 2010)vipies a way to reduce these labeled data
requirements. These algorithms are capable ofatoignew labeled examples for annotation by
making queries to the expert. Active learning caduce labeling effort required to train such
models by allowing the learner to choose the iregarfrom which it learns. There are different
circumstances in which the learner may be ablskojaeries. The learner may construct its own
examples (membership query synthesis), requesticetypes of examples (pool-based
sampling), or determine which of the unlabeled eplas) to query and which to discard
(selective sampling).In active learning, the leareeamines the unlabeled data and then queries
only for the labels of instances which it consider®e informative. Therefore, an active learner
learns only what it needs to in order to improveyst reducing the overall cost of training an
accurate system. Figure 3.6 [Settles, 2010] sh@esIpased active learning.

In active learning the algorithm starts with a dnmaimber of labeled instances in the labeled
training set L. It then requests the labels foew tarefully selected instances from the unlabeled
pool U, learns from the query results, and therrages its newly-found knowledge to choose
which instances to query next. In this way, thévadearner aims to achieve high accuracy using
as few labeled instances as possible. There arg maps to select query instances, most of
which stem from the uncertainty principle in expsental design and statistics [Federov, 1972].
One strategy for pool-based active learning is tasgy sampling [Lewis and Gale, 1994]. It

gueries the instance that the model is least ceftaw to label. For probabilistic binary
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classifiers, this means querying the instaneelkwith the posterior probability P(y = 1 | &)

that is closest to 0.5 (i.e., the most ambiguostaince).

labeled training set

induce a model

Label new instances

HUMAN ANNOTATOR <

»
»

Machine learning
model

Select queries

Inspect unlabele

data

Unlabeled pool U

Figure 3.5: Pool-Based Active Learning
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4 INFORMATION EXTRACTION AND MACHINE LEARNING-A PIP  ELINED APPROACH

In Section 3.2 of previous chapter we briefly dssed machine learning for complex models i.e.
learning for structured instances and learning Ipipemodels. In this chapter, we discuss
pipeline models in detail. As stated earlier, th&immnterest of this work is the use of machine
learning techniques for natural language procesapygications. Here we discuss the use of
machine learning for an important natural languaggplication i.e. information extraction. In
Section 4.1 we provide an introduction about pipely. In Section 4.2 we give a general
overview of the information extraction process glavith an example to show how the process
will work. Section 4.3 discusses pipelining and hiae learning and shows the steps of
pipelining using active learning. In Section 4.4 discuss stages of information extraction used
in pipelining. In Section 4.5 we discuss variouglaation measures that are used to check the

efficiency of machine learning models.

4.1. Introduction

Pipelining is a process in which a complex taslkdiigded into many stages that are solved
sequentially. A pipeline is composed of a numbeelements (processes, threads, co routines,
etc.), arranged in such a way so that the outpetoh element is fed as input to the next in the
sequence. Many machine learning problems are alsed using a pipeline model. Pipelining
plays a very important role in applying the machiearning solutions efficiently to various
natural language processing problems. The usepaliping results in better performance of
these systems. However, these systems usually restdnsiderable computational complexity.
A distinguishing feature of applications requiripgpeline models is that they often require
significant quantities of labeled data to learnumately, motivating the study of active learning
in such scenarios. For this reason researchers metigated for using active learning for these
systems. Reason of using active learning is thasehalgorithms perform better than the
traditional learning algorithms keeping the tragidata same. In this chapter we discuss an
active learning strategy for pipelining of an imgamt natural language processing task i.e.
information extraction. The work described in tbisapter has been previously published [Khan
and Quadri, 2012a].

A number of natural language processing applioatiase machine learning algorithms. These
applications include parsing, semantic role lalgglinformation extraction, etc. Using a machine

learning algorithm for one natural language proogssask often requires the output from
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another task. Thus we can say these tasks are disgieon one another and therefore must be
pipelined together. Therefore, a pipeline orgamrais used to model such situations. The
benefit of using such an organization include#se of implementation and the main drawback
is accumulation of errors between the stages opippedine that considerably affects the value of
the results [Bunescu, 2008]. Pipelining has beeed u®r a number of natural language
applications e.g. bottom-up dependency parsing iGle al, 2006], semantic role labeling
[Finkel et al, 2006]. A bidirectional integration of pipelineoatels has been developed as a
solution to the problem of error accumulation guditional pipelines [Yu and Lam, 2010]. In this
chapter we show pipelining of information extrantid\lthough work has been done earlier in
this regard which show pipelining of entity deteatiand relation extraction stages of
information extraction. Here we theoretically dissuabout including part-of-speech tagging

stage of information extraction into the pipeline.

4.1.1. An Example of Pipelining

The primary motivation for modeling complex tasksapipelined process is the difficulty of
solving such applications with a single classifieor explaining the process of pipelining we
will take an example of entity extraction as in t8et 3.2. We will consider a sentence as shown
in Figure 4.1. In this case, a pipeline model wolildt learn an entity identification
(segmentation) classifier and use this as input art entity labeling classifier, which is then
assembled into a two stage pipeline system.

The primary requirement of a pipeline model is tieat feature vector generating procedure for
each stage is able to use the output from prevdtages of the pipelin@?(x, y?,..., y¥W7b). To
train a pipeline model, each stage of a pipeliredring process takes m training instandés=S
{(x19y19),..., %9y} as input to a learning algorithm%Aand returns a classifier?hwhich
minimizes the respective loss function of the jlige. Once each stage of the pipeline model
classifier is learned, global predictions are magguentially with the expressed goal of
maximizing performance on the overall task, resgltin the prediction vectof = h(x) =

[argmaxfy?(x?) ] where j=1 to J and ¥ Y9.
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Jake work<Jalgary, Alberta

[ Segmentation ]

[Jake] works in [Calgary] [Alberta]

[ Named Entity Classification ]

[Jake}erson Works in [Calgarycation [Albertajiocation

Figure 4.1: Pipelined Segmentation and Entity Deteon

4.1.2. Why Active Learning

An important aspect of pipelined approaches is dbeesponding high cost associated with
obtaining sufficient labeled data for good learnpegyformance. The active learning protocol
minimizes this problem by allowing the learning @ithm to incrementally select unlabeled
examples for labeling by the domain expert with goal of maximizing performance while
minimizing the labeling effort [Cohet al, 1996]. While receiving significant recent attent
most active learning research focuses on new #hgoasi as they relate to a single classification
task. This work instead assumes that an activenitggralgorithm exists for each stage of a
pipelined learning model and develops a strateggt flointly minimizes the annotation
requirements for the pipelined process. In actearring the learning algorithm is capable of
selecting additional instances to be labeled byntaaiing access to the annotator. Thus active
learning provides a way to reduce the labelingscostlabeling only the most useful instances
for learning. Active learning reduces the amounusér effort required to learn a concept by
reducing the number of labeled examples requireadrghand Agarwal, 2007].In this learning
technique, the learner is responsible for actiymyticipating in the collection of the training
examples i.e. obtaining the training set. The learis capable of selecting a new input,
observing the resulting output and including thes example based on the input and output into

its training set. An important question that arisege is how to choose which input to try next
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[Cohnet al, 1996]. The learner uses some strategies forsthgdhe examples. The examples
are chosen by making queries to the expert. Theygimtegy frameworks that have been used
are uncertainty sampling [Lewis and Gale, 1994] @ueky-by- committee [Seureg al,1992].

4.2. Simple Architecture of Information Extraction

Information extraction (IE) can be defined as acpss which involves automatic extraction of
structured information such as entities, relatigpsibetween entities, and attributes describing
entities from unstructured and/or semi-structuredcimme-readable documents [Sarawagi,
2008].1t can also be defined as a process of watigerelevant information from documents.
Applications of IE include news tracking [Turnmed al, 2006], customer care [Bhidet al,
2007], data cleaning [Sarawagi and Bhamidipaty,220@nd classified ads [Michelson and
Knoblock, 2005]. Figure 4.2 shows a simple architex of information extraction system [Bird
et al, 2006]. The overall process of information extiatis composed of a number of subtasks
such as segmentation, tokenization, part of spésghing, named entity recognition, relation

extraction, terminology extraction, opinion extiant etc.

Raw text
SENTENCE
SEGMENTATION
sentences
\ 4 3
tokemilzsentences
TOKENIZATION p| PARTOF SPEECH
TAGGING
t v
RELATION . Posgad sentences [ 1oy perecrion
DETECTION chewksentences
Re#ations

Figure 4.2: Simple Architecture of Information Extraction System

These subtasks of information extraction can belempnted using a number of different

algorithms e.g. list-based algorithms for extragtperson names or locations [Watanabal,
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2009], rule-based algorithms for extracting phonenbers or mail addresses, and advanced
machine learning and statistical approaches foraetthg more complex concepts. Sentence
segmentation is the process of breaking the tdmtdomponent sentences. It is the process of
determining the longer processing units consistigone or more words. It consists of
recognizing sentence boundaries between words fiereit sentences. Since most written
languages have punctuation marks which occur aésea boundaries, sentence segmentation is
frequently referred to as sentence boundary detecsentence boundary disambiguation, or
sentence boundary recognition. All these termsr refehe same task: determining how a text
should be divided into sentences for further prsicgs Tokenization breaks the text into
meaningful elements such as words, symbols. Ihésprocess of breaking up the sequence of
characters in a text by locating the word boundatige points where one word ends and another
begins. For computational linguistics purposes,wbeds thus identified are frequently referred
to as tokens. In written languages where no worthtaries are explicitly marked in the writing
system, tokenization is also known as word segrtientaand this term is frequently used
synonymously with tokenization. This is followed pgrt-of-speech tagging which labels these
tokens with their POS categories. An example olyapg these steps to a piece of text is shown

below in Figure 4.3

Jake works in Calgary, Alberta with his brother Neal.

Jake works in Calgary Alberta with his brother | Micheal

NP VB P NP NP P DET NP NP

Figure 4.3: Tokenization and Labeling
This is followed by entity detection. It is the pess of identifying the entities having relations

between one another, e.g. considering the aboversm) entities are detected as follows:

Jake —p PERSON Calgary — LOCATION Alberta —p LOCATION Micheal —p PERSON

Figure 4.4: Entity Detection
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Finally, after entities have been identified, te&tions that exist between them are extracted in

the relation detection step as follows:
{Jake, Calgary}» works_in

{Jake, Micheal}—» brother_of
{Calgary, Alberta}» located_in
{Jake, Alberta} , works_in

Using pipelining in modeling the process of infotioa extraction has resulted in an increase in
efficiency. A lot of work has been done in thisaedy Efficient information extraction pipelines
have been developed that have resulted in theesftig gains of up to one order of magnitude
[Henninget al, 2011]. A pipeline-based system has been develtgreautomated annotation of
Surgical Pathology Reports [Kevat al, 2004]. There has been a lot of research inidie 6f
information extraction using supervised machinenieg. A number of supervised approaches
have been proposed for the task of relation extmaatvhich consists of some feature based
methods [Kambhatla, 2004; Zhao and Grishman, 2@08]kernel methods [Lodlet al, 2002;
Bunescu and Mooney, 2005]. However, supervised oastthave a number of disadvantages.
First of all, we cannot extend these methods tindafew relations between the entities due to
lack of new labeled data as supervised methods haweedefined set of labeled data. Same
problem occurs if we wish to extend the entity tielas to higher order. Also for large input data
these methods are computationally infeasible [Baod Badaskar, 2007]. One of the main
disadvantages of using supervised methods is titedast associated with them as they require
large amounts of annotated data. Active learniredtl&s, 2010] provides a way to reduce these
labeled data requirements. These algorithms arabbapf collecting new labeled examples for
annotation by making queries to the expert. Thenradvantage of using pipelining is that when
the pipelining process starts the examples thaselected first are those that are needed at the

beginning phases of pipeline followed by those #ratneeded later.
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4.3. Pipelining and Machine Learning

In the supervised machine learning problem a fonathaps the inputs to the desired outputs by
determining which of a set of classes a new inglrigs to. This is determined on the basis of
the training data which contains the instances whabass is known e.g. classification problem.
The mapping function can be represented by f,h @snbe hypothesis about the function to be
learned. Inputs are represented as X 7 XX...,Xn) and outputs as Y={yVys,...., ) [Nilsson,
2005].Therefore, hypothesis or the prediction fiorctan be written as

h: X—»Y

h is the function of vector-valued input and ises&d on the basis of training set of m input

vector examples i.e.

X :(X]_,Xz,...,Xn) —»/ h L » D(O

Training set = {X1, Xo,...., X}
Therefore, the predicted value can be given as
y = h(x) = argmaxevf(x, y)

In case of pipelining, we have different staged. there be N stages. Therefore, each stage n

depends on the previous (n-1) stages i.e.
X, YOy — xO

Therefore, in case of pipelining the predicted eatan be written as
y = h(x) = [argmax P(x™, y")]

wheren=1,..., N.

As discussed earlier in this chapter, active lesyralgorithms reduce the number of labeled
examples needed to learn any concept by collectewy unlabelled examples for annotation
[Thompsonet al, 1999]. In active learning, the learner examittes unlabeled data and then
gueries only for the labels of instances whictongiders to be informative. Therefore, an active

learner learns only what it needs to in order tprione, thus reducing the overall cost of training
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an accurate system. In active learning the algorittarts with a small number of labeled
instances in the labeled training set L. It thequests the labels for a few carefully selected
instances from the unlabeled pool U, learns froengbery results, and then leverages its newly-
found knowledge to choose which instances to qoexy. In this way, the active learner aims to
achieve high accuracy using as few labeled instaasepossible. The examples are selected
from the unlabelled data source U and are thenddbend added to the set of labeled data L
[Settles, 2010]. Figure 4.5 shows the process wf@atearning [Settles, 2009]. The examples are
selected by making queries to the expert. Therenargy ways to select query instances, most of
which stem from the uncertainty principle in expegntal design and statistics [Federov, 1972].
One strategy for pool-based active learning is taogy sampling [Lewis and Gale, 1994].It
gueries the instance that the model is least ce@w to label. For probabilistic binary
classifiers, this means querying the instaneelkwith the posterior probability P(y = 1 | &)

that is closest to 0.5 (i.e., the most ambiguowssaimce). Query strategies that have been used
earlier are uncertainty sampling and query by cameai[Seunget al, 1992]. In both these

strategies the point is to evaluate the informaidgs of the unlabeled examples.

labeled training set
Machine learning

induce a model model

L

LA Inspect unlabeled

data

Label new instances

HUMAN ANNOTATOR ¢ Select queries

Unlabeled pool U
Figure 4.5: Process of Active Learning

The most informative instance or best query isespnted as x, where A represents the query
selection method used [Settles, 2010]. In uncdstagampling, the algorithm selects that

example about which it is least confident. In ttede,
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X Lc = argmax 1- P(y | x) [Culotta and McCallum, 2005]

This approach is often straightforward for probigbid learning models. For example, when
using a probabilistic model for binary classificatj an uncertainty sampling strategy simply
gueries the instance whose posterior probabilityeshg positive is nearest 0.5 [Lewis and Gale,
1994; Lewis and Catlett, 1994]. For many learningoathms, a widely used method of
uncertainty sampling is to select instances forcwitheir predicted label is least confident, either
from a probabilistic viewpoint or through a mardiased analogue [Lewis and Gale, 1994; Tong
and Koller, 2000; Schohn and Cohn, 2000; Culottd BMttCallum, 2005; Roth and Small,
2006b; Settles and Craven, 2008].

In case of margin sampling,

X = argmin R(yz | X) - R(y2 | X) (1)

where y and y are first and second most probable class labelsef&ret al, 2001].
Another uncertainty sampling strategy that usespgtas uncertainty measure,
Xy = argmax ZiPy(y; | X) log R(yi | x) (2)

where yrepresents all the class labels [Settles, 2010]

The entropy-based approach can be generalized ¢éagirobabilistic multi-label classifiers and
probabilistic models for more complex structuredtamces, such as sequences [Settles and
Craven, 2008] and trees [Hwa, 2004].An alternatoventropy in these more complex settings
involves querying the instance whose best labedinige least confident:

De(x) = 1 - P(Y|X),

where y = argmax P(y|x) is the most likely class labelifigis sort of strategy has been shown
to work well, for example, with conditional randdields or CRFs [Laffertyet al, 2001] for
active learning in information extraction tasks [@ta and McCallum, 2005; Settles and Craven,
2008].

Scoring functions are also used for selecting tkearples to be labeled or annotated. Scoring

functions are used for mapping an abstract contet numeric value. Here, the idea is to
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calculate the score values for each instance tab®ed and the one with the minimum value is
selected i.e.

X = argmin q(x)

where x is selected from the unlabeled data U. Kéhedifference between active learning and
standard supervised learning is a querying functrdnich when provided with the data U and
the learned classifier h returns a set of unlabelsthnce from U. These selected instances are
labeled and added to the supervised training sesteld to update the learned hypothesis

Therefore, for each stage n of the pipeline, thera separate querying function i.é” ¢ and
after combining all these functions we get,

X =argmirkq™(x)

where n = 1,..,, N and x belongs to U and N is thtalthumber of stages of a pipeline. The

pipelining process using active learning consisthe following steps:

a. As discussed earlier, each stage n of the pipéiageits own querying functiod"yand
learner {. First of all, for each stage n, the hypothesiwfion as well as the querying
function is estimated.

b. The unlabelled examples or instances are thentedley the learner from unlabeled data
U and after labeling are added to labeled data edah stage n of the pipeline.

c. As L changes after annotation of new instancesptigsis is modified accordingly for
each stage n.

d. The process is repeated until the final hypothesisbtained after all the N stages of

pipeline have been completed.

4.4. Stages of Information Extraction used in Pipelining

Pipelining has been applied to information ext@ctearlier where the focus has been on entity
detection and relation extraction. But as far as-pspeech tagging is involved, not much has
been done towards including it in the pipelininggass of information extraction. Each stage of
a pipeline is dependent on the earlier stages.ipeliping of information extraction, entity

detection and relation detection highly depend art-pf-speech tagging. As discussed earlier,
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part-of-speech tagging labels each word or phrasesentence with its POS category. It helps in
recognizing different usages of the same word aswigas a proper tag e.g. in the sentences

below the word “protest” has different usages:
The protest is going on. (Noun)
They protest against the innocent killings. (Verb)

Including part-of-speech tagging in the pipelineingsactive learning will result in the

performance gain as the machine learning methaoel$ fos part-of-speech tagging have resulted
in more than 95% accuracy. Moreover, in any natiarguage there are a number of words that
are part-of-speech ambiguous (about more than 40fb)n such cases automatic POS tagging

makes errors and hence require the use of madakaneithg techniques for tagging.

As discussed earlier, part-of-speech tagging labath word or phrase of a sentence with its
POS category, entity detection identifies the agihaving relationships between one another in
the sentence and relation detection extracts thelsgionships. Hence, in all these processes

sentences are selected and annotated for all stagyes pipeline.
4.4.1. Including POS Tagging in Pipelining

Part-of-speech tagging (POS tagging), also calleaimgatical tagging or word-category
disambiguation, is the process of marking up a word text (corpus) as corresponding to a
particular part of speech, based on both its dedimi as well as its context i.e. relationship with
adjacent and related words in a phrase, sentenggragraph. Once performed by hand, POS
tagging is now done in the context of computatidimgjuistics, using algorithms which associate
discrete terms, as well as hidden parts of spaachgcordance with a set of descriptive tags.
POS-tagging algorithms fall into two distinctiveogps: rule-based and stochastic. E. Birill's
tagger, one of the first and widely used EnglishSR@ggers, employs rule-based algorithms.
Different methods of POS tagging are Rule-Based R@Q§ing e.g., ENGTWOL [Voutilainen,
1995], transformation-based tagging e.g. Brill'sgger [Brill, 1995], and stochastic
(probabilistic) tagging e.g. TNT [Brants, 2000]. £@gging is used for a number of purposes
e.g. it can help in determining authorship i.edfitg out are any two documents written by the

same person (forensic linguistics) and it can elgpeech synthesis and recognition. Labeling
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natural language data with part-of-speech tagsheaa complicated task, requiring much effort
and expense, even for trained annotators. Sevioatse notably the Alembic workbench [Day
et al, 1997] and similar tools, have provided interfade aid annotators in the process.
Automatic POS tagging of text using probabilistiodels is mostly a solved problem but
requires supervised learning from substantial ansounf training data. Previous work
demonstrates the suitability of Hidden Markov Madfdr POS tagging [Kupiec, 1992; Brants,
2000]. More recent work has achieved state-of-theegults with Maximum entropy conditional
Markov models (MaxEnt CMMs, or MEMMs for short) [Raparkhi, 1996; Toutanova&
Manning, 2000; Toutanowet al, 2003]. Part of the success of MEMMs can belaited to the
absence of independence assumptions among predietitures and the resulting ease of feature

engineering.

In this section we theoretically show how activarfeng would be applied to POS tagging. As
discussed earlier, first the informativeness ofuhtabeled instances, sentences in our example,
would be evaluated. Sentences would be selectedtfie unlabeled data and annotated/labeled
by the annotator i.e. each word in the sentencdduoelitagged by its appropriate POS category.
The annotated sentences will then be added tatieddd data. In Query By Uncertainty (QBU)
approach, the informativeness of the unlabeledant&s/examples is determined by evaluating
the entropy- a measure of uncertainty associatéd avrandom variable. In our example, these
unlabeled instances are sentences. Therefore, we tbaevaluate the entropy of sequence of

words w in a sentence of length n, i.e.
H(wi,Wa,...,Wy) = -2 p(W1,Wa,..,Ws) 109 p(W,Wa,. .., Wh)
From equation (2) we get,

X' =-Zp(¥ | x) log p(y | X)

for each word wof the sentence, poepresents the part-of-speech tag for that wohdisTthe

guerying function for the part-of-speech taggirapstwill be given as

Opos = -2 P(POS | W, Vi, pOs1, POs2) log p(pos| Wi, Yi, POs1, POS2)

where i = 1 to n and ppsand pos, represent the tags of previous two words.
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4.4.2. Active learning for Entity and Relation Detection

For this stage too QBU approach will be used wisielects those unlabeled examples/instances
about which the learner is least confident. Acaagdio equation (1), the best query in case of

multi class uncertainty sampling is given by
X'm = argmin B (y1 | X) - B (y2| X)

where y and y are the first and second most probable classdaBeicordingly, the querying

function for the entity and relation detection gtaj information extraction can be given as

Oero = argmin p(y | 3 — p(y’| )

or

Oero = argmin [f(x, y) — f(x, y')]

i=1tonandyandy are the first and secongtpoobable class labels.

For all the stages, the performance would be cafedlusing three metrics i.e. precision, recall
and F-measure. For POS tagging, precision woulcbhmilated as number of correctly retrieved
tags divided by the total number of retrieved tdgscall would be calculated as number of
correctly retrieved tags divided by the actual nambf tags. For entity detection, precision
would be calculated as the number of correctlyaetéd entities divided by the total number of
extracted entities and recall would be calculatedwamber of correctly extracted entities divided
by the actual number of entities. For relation @&stion, precision would be calculated as the
number of correctly extracted relations dividedthg total number of extracted relations and
recall would be calculated as the number of theectlly extracted relations divided by the actual
number of relations. F- Measure for all these stageequal to 2*precision*recall / precision +

recall.

4.5. Evaluation Measures

This section outlines various evaluation measunas dre used for checking how well a model
performs. For a particular label of interest, we provided with a set of actual positives (e.g.,
objects that belong to that label) contained witthie data set. The model then makes a set of
predicted positives (e.g., the objects it assigrihat label) for the same data set. The actual and

predicted label groupings can be thought of ascatdr variables, and their cross product results
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in four important values: tp (the num of true positives), fp (false positives), tn (ti
negatives), anth (false negatives). Figu4.6 [Settles, 2008]lustrates the relationship betwe
these numbers. A basavaluaton measure is accuracy = tp+thpAfp+tn+fn. Basically, thit
measure represents the fraction of objectt the modellabels correctl. In some problems,
however, the data may be highly skewed, e.g., tha@ght be nine times as many nega!
objects as positivesn a cas like this, accuracy is a poor evaluation measuabse a mode
that labels everything negative will still have acy = 0.9. In these situations, it is comn
instead to use precision, P =/ tp+fp , the fraction of prediions that are correct, and recall, F
tp / tp+fn, the fraction of actual positives that arereotly predicted. Because of the inher
tradeoff between precision P and recall R, a summaryssic called the -Measure =2 *P * R
/ P+R is commonly el when both are considered equally imant. A final evaluation meast
is the area under the Receiver Operating Charatite(ROC) curve. An ROC curve measu
the rate of true positives vs. false positives athrashold is varied across a measur
confidence in its predictions (e.g., the model'stpaor probability of the target label). It
regarded as a more appropriate measure than agderasom« machine learning applicatiol
[Provostet al, 1998] The area under the curve AUROC, alsded the Wilcoxon signe-rank
test, can be interpreted as the probability thatrttodel will rank a randomly chosen posit

object highertian a randomly chosen negat

Actual positives Predicted positives

tn
Figure 4.6: A Venn diagram illustrating the relationship between actua and predicted

positives.

60



4 INFORMATION EXTRACTION AND MACHINE LEARNING-A PIP  ELINED APPROACH

The various overlaps define regions of tp (trueitpees), fp (false positives), tn (true negatives)
and fn (false negatives).

Since it is trivial for a model to do well on thabkled data L that was used to train it, the
practice of randomly partitioning data into a tiagiset and an evaluation set is used, which do
not overlap. In this way, the model is properly laated on new instances it has never seen
before. To account for the effects of randomizedtigg@ning, it is common to repeat an
experiment for several runs and average the re<dite particular way of doing this is cross-
validation. In five-fold cross-validation, for exae, the data is split into five partitions or feld
Then the five experiments are run for which eadd fe held aside for evaluation, and the
remaining four folds are used for training; thesulés are averaged across all folds.
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5 EVALUATING MACHINE LEARNING TECHNIQUES FOR EFFICI ENCY

Machine learning is a vast field and has a broadeaf applications including natural language
processing, medical diagnosis, search enginesglspeeognition, game playing and a lot more.
A number of machine learning algorithms have beemebbped for different applications.
However no single machine learning algorithm canused appropriately for all learning
problems. It is not possible to create a geneaahkr for all problems because there are varied
types of real world datasets that cannot be haraealsingle learner. In this chapter we present
an evaluation of various state-of-the-art machearring algorithms using WEKA (Waikato
Environment for Knowledge Analysis) for a real wbkkarning problem- credit approval used in
banks. Section 5.1 provides description about trmaponents and working of WEKA. Section
5.2 describes the learning problem and the dathse¢twe have used in our experiments. In
Section 5.3 we have explained the machine learmietihods that we have evaluated. Section 5.4
provides description about our experimental setup @ocedure and finally Section 5.5 shows
the conclusion and the result. The work descrilpethis chapter has been previously published
[Khan and Quadri, 2012b].

5.1. Introduction

WEKA (http://www.cs.waikato.ac.nz/ml/weka/) is apem source software which consists of a
collection of state-of-the-art machine learningoaitnms and data preprocessing tools. It has
been developed at the University of Waikato in N&aland. It is designed in such a way that
allows users to try all machine learning algorithmnsnew datasets easily. The WEKA system is
written in Java. It can be used for a variety gk It provides an implementation of state-of-
the-art machine learning algorithms that we canyafgpour datasets for extracting information
about the data or we can apply several algorittinmaut dataset for comparing their performance
and choosing one for prediction. It also providesuanber of tools for data preprocessing i.e.
transforming datasets and analyzing the resultiagsdier. Such tools are called filters. Thus the
main focus of WEKA is on the learning methods amelfilters. There are two ways in which we
can invoke these methods: either by using commanad dptions or by using the interactive
graphical user interface. In our experiments weehased graphical user interface of WEKA

because it is much more convenient. We have usedANEE?.7.
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5.1.1. WEKA- Interfaces

There are several ways by which we can accesauti@idnality of WEKA. These are various
interfaces and the simple CLI. Interfaces of WEK®lude the Explorer, Experimenter and the
Knowledge Flow.

5.1.1.1.Explorer

It is the most important graphical user interfaneWEKA. Figure 5.1 shows the explorer
interface. It consists of various tabs that areduse different tasks. First tab is the “Preproess
tab. It is used for loading the datasets and tcanshg the datasets using filters. As shown in the

figure datasets can be loaded as a file, from a WRErom databases using queries. WEKA

allows files with specific formats e.g. ARFF, CAhSVM'’s format, and C4.5’s format.

Preprocess | Classify I Cluster | Associate l Select attributes I Visualize |

| openfie..” || OpenURL.. I | OpenDB.. I I Generate... | Undo Edit... J | Save... I
Filter
=
Current relation Selected attribute
Relation: kc3 Mame: LOC_BLANK Type: Numeric
Instances: 458 Attributes: 40 Missing: 0 (0%) Distinct: 25 Unigue: 7 (2%)
Attributes Statistic Value
Minimum 0
Al | [ Mone | | Invert | I Fattern TP &
Mean 2,245
Ma. Name StdDev 4,45
' 1 [[LOC_BLANK _ .
2| |BRANCH_COUNT B
3| |CALL_PAIRS =
4([|LOC_CODE_AND_COMMENT I o e
5/ |LOC_COMMENTS =) | s (o) = |E
& |COMNDITION_COUNT
7|C|CYCLOMATIC_COMPLEXITY 353
8( |CYCLOMATIC_DENSITY
3|[” |DECISION_COUNT
10{ |DECISION_DEMSITY
11 : DESIGMN_COMPLEXITY
12| |DESIGN_DEMSITY
13l FlEneE moLINT i
Remaove L S v 5 5 4 s o @ o3
I T 1
i 14 i)
Status
oK Log ‘W‘ x0

Figure 5.1: WEKA Explorer Interface showing Preprocess Tab

63



5 EVALUATING MACHINE LEARNING TECHNIQUES FOR EFFICI ENCY

After data is loaded it can be transformed by usiagous data preprocessing tools i.e. filters.
Various discretization methods can be used forstcaming these datasets or for dividing a

dataset into training and testing sets using tipecgiate filters.

Next is the “Classify” tab as shown in Figure 5Through this tab we can use various
classification and regression algorithms and agpieeour preprocessed datasets. Classification
algorithms typically produce decision trees or sulevhile regression algorithms produce
regression curves or regression trees. For a lgaralgorithm, the classify panel by default
performs cross validation on the dataset that hesen lprepared in the Preprocess panel to
estimate predictive performance. Other than credislation, test set can also be used. In that
case we need to provide a test dataset separatel/panel also enables users to evaluate the
resulting models, both numerically through statati estimation and graphically through
visualization of the data and examination of thedeloThis panel also allows us to visualize
classifier errors, margin curve, threshold curvd aa on. Moreover, it can visualize prediction
errors in scatter plots, and also allows evaluati@anROC curves and other “threshold curves”.
Models can also be saved and loaded in this panel.

. & Weka Explorer « 3l ,—-—‘—‘ m,,—,.uul-_El‘ e .

| Preprocess | Classify i Cluster l Associate l Select attributes. E \c"lsuahzel
Classifier

Choose | ZeroR
Test options Classifier output
= 3 e Y CITSoIIITO IISTOnceS T e L=
& -
D) Lse traing s Incorrectly Classified Instances 43 9.3886 %
") Supplied test set Seti.. Keppa statistic 1]
_ L ¥ean absolute =rror 0.1718
(@ Cross-validation Folds |10 -
= Root mean sguared error 0.2917
7} Percentage split e (66 Relative absolute error 100 3
4]
| S | Root relative siquared ErTor 100 £
Total Number of Instances 458
{Nomj) c X === Detailed Accuracy By Class =———
Start Stop TP Rate FP Rate Precision Recall F-Measure ROC Are:
I Result list {right-click for options) 1 1 0.508 1 0.851 0.473
a 1] a a o 0.473
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Figure 5.2: WEKA Explorer Interface showing Classfy Tab
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Apart from supervised classification algorithms, M also provides unsupervised algorithms
such as clustering and association algorithms. thivd tab “Cluster” provides access to the
clustering algorithms and the fourth tab “Associat@ables users to access algorithms for
learning association rules. In the “Cluster” tab @a® run a clustering algorithm on the data that

has been loaded in the “Preprocess” panel.

The last two tabs are “Select attributes” and “disze”. “Select attributes” tab is used for
identifying the most predictive attributes in thatal This tab has a lot of algorithms and
evaluation criteria used for identifying the mostportant attributes in a dataset. It allows the
users to access various methods for measuringtilitg af attributes, and for finding attribute
subsets that are predictive of the data. Robustoiedse selected attribute set can be validated

via a cross-validation-based approach.

Visualize tab is used for analyzing data visuallljis presents a color-coded scatter plot matrix,
and users can then select and enlarge individo#s.plt is also possible to zoom in on portions

of the data, to retrieve the exact record undeglyrparticular data point, and so on.
5.1.1.2.Experimenter

As shown in Figure 5.3, “Experimenter” is anoth@erface of WEKA. As stated earlier, it is not
possible to have a single machine learning meth@d works for all learning problems
efficiently. Also there is no way to determine wtilearning method will work efficiently for a
given problem at the beginning. For this purposes ibetter to compare the performance of
machine learning methods on various criteria. Titisrface is used for this purpose. Although it
can also be done interactively in the “Explorertenfiace, however “Experimenter” interface
automates this process. This makes it easy to lrarchassification and regression algorithms
with different parameter settings on a corpus dbskts, collect performance statistics, and
perform significance tests on the results. Expentsi€an involve multiple algorithms that are
run across multiple datasets; for example, usipgated cross-validation. Experiments can be
saved in either XML or binary form. Saved experitseran also be run from the command-line.
The Experimenter interface is not used much oftgndhta mining practitioners as other

WEKA's interfaces. This interface makes identifioat of a suitable algorithm for a particular
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dataset or collection of datasets easier oncenilialiexperiments have been performed in the
Explorer.
I 6 Weka Experimerlt.“-’_:'nvironrnent_' JLS— — -r i .I E@lﬁ

Setup i_R.un I nnalysei

Experiment Configuration Mode:; @ Simple (71 Advanced

I Open... ] | Save... ] | New ]

Results Destination

ARFF file ~ | Filename: D:\Weka-3-6\experimenter.prp Browse..,
Experiment Type Tteration Control

Crozs-validation - Mumber of repetitions: |10

Mumber of folds: | 10 (@ Data sets first

@ Classification () Reagression () Algorithms first
Datasets Algorithms

| Add new... | Delete selecte Edit Delete selecte

[ lati th
|| Uise relalive paths ZeroR

145 -C0.25-M 2
MaiveBayes
AdaBoostM1 -P 100 -5 1 -I 10 W weka.dassifiers. trees, DedsionStump

C:\Users'Mehnaz'\Documents\weather 2. cav.arff
C:\Users\Mehnaz'\Documentsinew 2. ar ff
C:\UsersiMehnaz\Downloads ke 3.arff
C:\UsersMehnaz\Downloads\bank. arff

| MNotes

Figure 5.3: WEKA Experimenter Interface

5.1.1.3.Knowledge Flow

When we load a dataset in the “Explorer” interfattes entire dataset is loaded into the main
memory for processing. It means that problems wiagl large datasets are not suitable for this
method. In other words, “Explorer” interface do@s allow for incremental learning and is only
used for small to medium sized problems. Howevennes incremental algorithms are
implemented that can be used to process very Eatgsets. One way to apply these is through
the command-line interface, which gives accesslltéeatures of the system. An alternative,
more convenient, approach is to use the second rnggaphical user interface, called
“Knowledge Flow” which enables users to specify atadstream by graphically connecting

components representing data sources, preprocessatg; learning algorithms, evaluation

66



5 EVALUATING MACHINE LEARNING TECHNIQUES FOR EFFICI ENCY

methods, and visualization tools. Its data flow elo@&nables incremental updates with
processing nodes that can load and preprocessidndivinstances before feeding them into
appropriate incremental learning algorithms. Itoalsrovides nodes for visualization and
evaluation.

5.1.2. Datasets

As stated in Section 1 of Chapter 1, the datased by machine learning algorithms consists of
a number of instances that are represented usingatime set of features. In supervised learning
the instances are given with known labels (theesmponding correct outputs) in contrast to
unsupervised learning, where instances are unlkhbélable 5.1[Kotsiantis, 2007] shows
instances with known labels.

Table 5.1: Example of a Dataset

Case Feature 1 Feature 2 Feature n Class
1 XXX XX Good

2 XXX XX Good

3 XXX XX Bad

WEKA applies its learning methods to a dataset amalyzes its output to extract information
about the data. WEKA accepts the data in speafimats e.g. ARFF, CSV, LibSVM’s format,

and C4.5's format as stated earlier.

5.1.2.1.Preparing Datasets
The data that are has been collected for being ms#dte experiments can be stored anywhere

e.g. in databases or spreadsheets. As we know W&tkports some particular formats of data
therefore we first need to convert the data insoigable format before loading it in WEKA. The
format we used for our experiments is ARFF formdie process of converting data into ARFF
format is explained below.

Suppose we have our data in a spreadsheet prognamilS Excel as shown in Figure 5.4. In
order to convert it to ARFF format we first savasta comma-separated file i.e. in CSV format.

Then we load this CSV file in a text processor B&/Word as shown in Figure 5.5.
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 |ID12122 50 MALE TOWN 16497.3 YES 2 NO YES YES NO NO
24 ID12123 54 MALE INNER CI" 38446.6 YES 0 NO YES YES NO NO
/25 ID12124 27 FEMALE TOWN 15538.8 NO 0 YES YES YES YES NO
26 1D12125 22 MALE INNER CI" 12640.3 NO 2 YES YES YES NO NO
56 410
e m I

Figure 5.4: Data in Excel spreadsheet
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id, age, sex, region, income, married, children, car, save_act, current_act, mortga
ge,pep

ID12101, 48, FEMALE, INNER_CITY, 17546, No, 1, NO, NO,NO,NO, YES
1D12102, 40, MALE, TOWN, 30085.1, YES, 3, YES,NO, YES, YES, NO

1D12103, 51, FEMALE, INNER CITY,16575.4,¥YES,0, YES, YES,YES, NO,NO
1D12104, 23, FEMALE, TOWN, 20375. 4, YES, 3,N0, NO, YES,NO, NO
1D121405,57, FEMALE, RURAL, 50576. 3, YES, 0, NO, YES, NO, NO, NO
1D12106, 57, FEMALE, TOWN, 37869. 6, YES, 2,N0, YES, ¥ES, NO, YES
1D12107,22,MALE, RURAL, §877.07, NO, 0, NO, NO, YES, NO, YES
1D12108, 58, MALE, TOWN, 24 946. 6, YES, 0, YES, YES, YES,NO, NO
1012109, 37, FEMALE, SUBURBAN, 25304. 3, YES, 2, YES, NO, NO,NO,NO
1012110, 54,MALE, TOWN, 24212.1, YES, 2, YES, YES, YES,NO, NO

1D12111, 66, FEMALE, TOWN, 59803.9,YES, 0,NO, YES, YES, NO,NO
1D12112, 52, FEMALE, INNER_CITY,26658.8,N0, 0, YES, YES, YES, YES, NO
1D12113, 44, FEMALE, TOWN, 15735.8,¥ES, 1,NO, YES, YES, YES, YES
1D12114, 66, FEMALE, TOWN, 55204 .7,¥ES, 1, YES, YES, YES, YES, YES
1D12115, 36, MALE, RURAL, 19474. 6, YES, 0,NO, YES, YES, YES, NO
ID12116, 38, FEMALE, INNER CITY,22342.1,YES, 0, YES, YES, YES, YES, NO
1D12117, 37, FEMALE, TOWN, 17729.8,YES, 2, N0, NO, NO, YES, NO

1D12118, 46, FEMALE, SUBURBAN, 41016, YES, 0, NO, YES, NO, YES, NO
1D12119, 62, FEMALE, INNER_CITY,26909. 2, YES, 0, NO, YES, NO, NO, YES
1D12120, 31, MALE, TOWN, 22522 .8, YES, 0, YES, YES, YES, NO, NO

1D12121, 61,MALE, INNER CITY,57880.7, YES,2,NO,YES, NO,NO, YES
1D12122, 50, MALE, TOWN, 16497.3,YES, 2, NO, YES, YES, NO, NO

ID12123, 54,MALE, INNER CIT¥,38446.6, YES,0,NO,YES, YES,NO, NO
1D12124, 27, FEMALE, TOWN, 15538 .8,N0O, 0, YES, YES, YES, YES,NO
ID12125, 22, MALE, INNER CIT¥,12640.3,N0, 2, ¥ES, YES, YES,NO, NO
ID12126, 56,MALE, INNER_CITY, 41034, YES, 0, YES, YES, YES, YES, NO
ID12127,45,MALE, INNER CIT¥,20809.7, YES,O,NO,YES, YES, YES,NO
ID12128, 39, FEMALE, TOWN, 20114, YES, 1, NO, NO, YES, KO, YES

Figure 5.5: Data after loading in MS Word
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In this file the rows of the original spreadsheavédn been converted into lines of text, and the
elements are separated from each other by comnfies.that we have to convert the first line in

which there are names of attributes into the heattacture that makes up the beginning of an
ARFF file. This is done by specifying the name lé dataset using @relation tag, the names,
types, and values of each attribute are define@bstribute tags, and @data tag is added before

the data section of the file. This is shown in Feg8.6.
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— |l A i%v| | TNommal 7 NoSpaci. Headingl  Heading2 Title subtitle | e
oard & Font [ Paragraph i) styles [} Editing

@relaticn bank

@attribute id real

Battribute age real

Battribute sex {MALF, FEMATF} @attribute regien {TOWN, INNER CITY, RURAL,
SUBURBAN}

Battribute income real
@attribute married {YES, NO}
Battribute children numeric
@attribute car {YES, NO}
@attribute save act {YES, HNO}
@attribute current act {YES, NO}
@attribute mortgage {YES, NO}
Battribute pep [YES, NOJ

@data

1ID12101, 48, FEMALE, THNFR CITY, 17546, N0, 1, NO, NO,NO,NO, YES
1D12102, 40, MATE, TOWN, 30085.1, YES, 3, YES, NO, YES, YES, NO

1012103, 51, FEMALE, INNER CITY,16575.4,YES,0, YES, YES,YES, NO,NO
1D12104,23, FEMALE, TOWN, 20375 .4, YES, 3,Np, NO, YES, NG, NO
1D12105,57, FEMALE, RURAL, 50576. 3, YES, 0, NO, YES, NO, NO, NO
1D12106, 57, FEMALF, TOWN, 37869.6,YES, 2, NO, YES, YES, NO, YES
ID12107,22,MALE, RURAL,8877.07, NO, 0, NO, NO, YES, NO, YES
1D12108, 58, MATF, TOWN, 2494 6. 6, YES, 0, YES, YES, YES, NO, NO

1D12109, 37, FEMALE, SUBURBAN, 25304. 3, YES, 2, YES, NO, NO, NO, NO
ID12110, 54, MALF, TOWN, 24212.1, YES, 2, YES, YES, YES, KO, KO

ID12111, 66, FEMALE, TOWN, 59803.9,¥ES, 0, NO, YES, YES, NO,NO
1D12112, 52, FEMALE, INNER_CITY,Z26658.8,M0, 0,YES,¥ES, YES, YES,NO
ID12113, 44, FEMALF, TOWN, 15735.8,YES, 1, O, YES, ¥ES, YES, YES
ID12114, 66, FEMALE, TOWN, 55204 .7,¥ES, 1, YES, YES, YES, YES, YES

v | Words: 649 | B |

Figure 5.6: Data after adding tags

After this we have to save this file with “Text @nkith Line Breaks” as the file type. In this
way, our data in spreadsheet gets converted ifdoreat compatible with WEKA.

5.1.2.2.Training sets and Tests sets

In order to test the efficiency of our learning retsdwe use training and test sets. We split our
data into these two sets. The data used to comstrudiscover a predictive relationship are

called the training data set. A test set is a béfata that is independent of the training datd, bu
that follows the same probability distribution & ttraining data. The training set or the seen
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data is used to build the model i.e. determin@édisameters and the test set or the unseen data is
used to measure its performance (holding the paexmeonstant). In supervised learning, the
training set or the “gold standard” consists oftbthte input data as well as the correct/expected
output i.e. the class values, and the test saeislata that we are going to apply to our method to

test its efficiency. This set doesn’t have the aufgass values.

Sometimes another set called the validation saiss used in addition to training and test sets to
tune the model. It is used to estimate how good yeadel has been trained. It cannot be used

for testing.

5.1.2.3.Using the training and test sets in WEKA
WEKA allows us to use the dataset in a number ofsaia our experiments. We can perform

cross-validation, percentage split or we can use dipplied test set option. For using the
“supplied test set” option we need to split ouradat into appropriate quantities of training and
test sets. We first show how cross-validation wankd then the process of splitting the dataset.

Cross-Validation

In cross-validation, mutually exclusive and sanmegi subsets are created by dividing the
training set. For each subset the classifier iméchon the union of all the other subsets. Using
this technique the error rate of the classifietakulated by the average of the error rate of each
subset. WEKA allows us to specify how many folds wamnt to specify and usually we use 10
folds. In k-fold cross-validation, the data is randy divided into k folds (subsets) of equal size.
Then train the model on-& folds, use one fold for testinghis process is repeated k times so
that all folds are used for testing. Finally, agsraerformance is computed on the k test sets.

This process helps in effectively using all theadatr both training and testing [Keller, 2002].
Splitting the datasets

As stated earlier, for using supplied test set iIBKX we need to split our dataset into training

and test sets. In the “Explorer” interface, wetficmd our dataset in the “Preprocess” panel. This
is done either by loading an ARFF file or CSV fii¥e can also load our dataset directly from a
URL or database. In our example, we have loadedl#git@set using a URL as shown in Figure
5.7.
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Figure 5.7: Loading Dataset from URL
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Figure 5.8: Using the Randomize filter
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Next we have to split our dataset into two set8p38sting and 70% training. To do this we first
randomize the dataset by choosing Randomize fdteshown in Figure 5.8. This creates a
random permutation. Next we appgRemovePercentaddter on our dataset keeping percentage

as 30 and we save the dataset as a training gstisi¥hown in Figure 5.9.

-
£3 Weka Explorer ==l
Preprocess | Classify | Cluster | Associate | Select attributes | Visualize|
| Cpen file. .. J | Open URL. .. | I Cperi DB... ] [ Generate. .. | | Unda ] | Edit... | l Save... ]
Filter
| Choose RemovePercentage -F 30.0
Current relation Selected attribute
Relation; credit-weka. filters,unsupf - - - - — ; : ; Mominal
S Rl &3 weka.guiGenericObjectEditor - — ﬁ e 0 (0%)
Attributes weka. filters.unsuperyised.instance.RemovePercentage
About
I all | l MNone .
Adfilter that removes a given percentage of a dataset. More
Ma. Mame Capabilities
A ||
2 a2 2 :
S invertSelection  |False - ,
1A =
— reentage | 30.0 i
5[Cas pe &g l_ | Visualize All
6| las
7187 Open... | | Save.. | | QK | | Cancel |
8[las
g |as
10[ a0
11 a1l
12[ia12
12l lAa12
Status =
i Lo |

Figure 5.9: Using RemovePercentage filter.

Next we undo the change and again apply the sdteelfut changing theavertSelectioroption
to “True” as shown in Figure 5.10. This picks tlestrof the dataset i.e. 30% and is saved as a

testing set.

This way our dataset gets divided into 30% teséind 70% training set. Next to use our sets in
the experiments we choose the training set and nmvbe “Classify” panel and choose the
procedure that we have to use and start the expetimAfter that we apply the same procedure
on our testing set to check what it predicts onuhgeen data. For that, we select "supplied test
set" and choose the testing dataset that we créatedun the algorithm again and we notice the

differences in the confusion matrix and the accyrac
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Figure 5.10: Using RemovePercentage filter with irutSelection
5.2. Learning problem and the Dataset used in our expements

In our experiments we used credit approval prohlsed in banks for evaluating the efficiency
of the state-of-the-art machine learning algorithms

5.2.1. Understanding the problem

A financial institution, e.g. a bank, gives its mmers an amount of money and expects them to
pay it back in installments along with interestisTamount of money is called credit. However,
before approving any credit application, it is resgey for the bank to make sure that the
customer will pay the whole amount back. The bdrdugl be able to predict in advance the risk
associated with a loan. It is done for making gbeg the bank will make a profit and that the

customers get a loan within his or her financigdazaty. This calls for a need to find out efficient
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methods for automatic credit approval that can h#dp authorities in assessing credit
applications effectively.

5.2.1.1. Risk involved in credit approval

Here the risk involved refers to the risk of losghe financial institution if they lend the money
to the customers who fail to pay the amount back[KNg, 1996]. The reason for this default
can be anything like inability, unwillingness, elte bank should be able to predict in advance
the risk associated with a loan. It is necessaryHe lenders to calculate the probability of risk
involved so that they can make correct decisioganding the approval of the credit.

5.2.1.2. Credit evaluation method

Credit evaluation or credit scoring [Hand, 1998]as evaluation system that is used for
improving or increasing the abilities of the crdditders in deciding the probability of the credit
risk of a customer. In this method, risk is caltedhby the bank on the basis of the amount of
credit and the information about the customer. iffiermation about the customer includes data
that the bank has access to and is relevant imladiltg financial capacity of the customer. This
data consists of income, savings, collaterals,ga®bn, age, past financial history, and so forth.
The bank has a record of past loans containing sustomer data and whether the loan was paid
back or not. From this data of particular applicasi, the aim is to infer a general rule coding the
association between a customer’s attributes andskisThat is, the machine learning system fits
a model to the past data to be able to calculaeisk for a new application and then decides to

accept or refuse it accordingly.

This process can be carried out in two ways. Tt if6 called deductive credit scoring in which
points are assigned to relevant customer attribdiesse points are then used to form a credit
score. The experience of the credit professionalsised to select the relevant attributes,
determine the points and calculate the credit scakaother type of credit scoring is empirical
credit scoring in which the past data about théarmers is analyzed and used to construct the
scoring models. This is done by using appropridg@rahms for identifying characteristics
relating to the credit risk of customers. Thesaisgomodels are then used to calculate the credit
risk of new customers [Liu, 2001].

Bank professionals then use these credit scorexdicate the level of the credit risk and then

decide accordingly whether to approve the credihéocustomers or not and at what interest rate

74



5 EVALUATING MACHINE LEARNING TECHNIQUES FOR EFFICI ENCY

the credit should be approved. For the low riskamers, the chances of getting the credit at
lower interest rates and on longer repayment temreshigher. However, if the risk of the
customers is high but lower than the cut-off credik, the customer is not disqualified from
getting the credit but in this case the bank pmitesls review the customer application more
carefully before deciding whether to approve orydére credit request. If the credit in approved
in case of such customers, it is given on high&rr@st rates and shorter repayment terms as

compared to the low-risk customers.

5.2.1.3. Automating the process

The above stated processes i.e. credit scorin@ppibval can be carried out more efficiently if

they are done automatically using computers. Autansaoring and approval helps in gathering

the necessary information quickly and speeds upptioeess of evaluation and determining

whether to approve or deny credit applications.ofdting this process does not mean that it
can take place of the credit professional but it balp in making rapid decisions. The credit

applications that are identified as good credik remd those as bad credit risk may be

automatically approved, or denied, while thosenbérimediate risk may still be passed to credit
analysts for more detailed review before decidirtgethier to approve or deny credit. This can

reduce the number of credit applications that maece detailed review and reduce the wastage
of time, thus allowing credit analysts to concetatranly on those credit applications that are
difficult or important.

5.2.2.Description of the Dataset used

The dataset hitp://www.hakank.org/weka/credit.ayfthat we used for our experiments for

evaluating the learning algorithms was providedjiaglly by Quinlan in his studies of ID3 and
C4.5 system in 1987 and 1992, to induce decisisstfor assessing credit card applications. It
is the Australian Credit Approval dataset from URHpository of Machine Learning Databases

and Domain theorieshftp://archive.ics.uci.edu/ml/datasets.Ntmlhe dataset consists of 15

attributes and a class label attribute. Beforedaiade available to use, all the names and values
of the attributes were changed to meaningless signbrotect the confidentiality of the data.
The values that the “class” attribute can taketafpositive) and — (negative). The attributes of
the dataset are continuous, nominal with small remof values and nominal with larger
numbers of values. The dataset consists of 49@rnss with 44.5% being positive (credit

approved), 55.5% being negative (credit denied)3chaving missing values. Table 5.2 shows
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the attribute names and attribute types of theseéatand Table 5.3 shows distributions of “+”
and “-” values.

Table 5.2: Australian Credit Approval Dataset

Attribute Type

Al nominal
A2 continuous
A3 continuous
Ad nominal
A5 nominal
A6 nominal
A7 nominal
A8 continuous
A9 nominal
Al10 nominal
All continuous
Al12 nominal
A13 nominal
Al4 continuous
Al15 continuous
Class nominal

Table 5.3: Class Distribution

Class No. of instances
+ 218
- 272

The “class” attribute can take two values i.e. ‘aid “-” as stated earlier. The two values
represent the low-risk and high-risk customers hEor low-risk customers, “class” attribute
takes “+” value meaning credit can be approvedstah customers and vice-versa for high-risk

customers. This makes our learning problem a ¢ieason problem.
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WEKA provides a number of classification algoriththat are accessible from the “Classify” tab
as stated earlier. Hence our experiments use #iaset for evaluation of various classification
learning algorithms. For our experiments we divided dataset into training and test sets by the

same procedure as described in Section 5.1.

5.3. Learning Methods Chosen For Evaluation
As discussed above, the learning problem that we baed in our experiments is a classification
problem. Therefore, we have used WEKA'’s classiftzatalgorithms for evaluation of the
chosen dataset. In our experiments, we have chb@dearning algorithms from 6 different
types. These are given below:
> Rule based
* Zero R
* One R
> Bayes Rule
» NaiveBayes
* NaiveBayesUpdateable
» Functions
» Multilayer Perceptron
» Lazy Learners
» KStar (K¥)
> Tree Based
» J48
* RandomForest
» Meta-Algorithm
» AdaBoostM1

» Bagging

The sections that follow first explain each of #hdsarners and then show their performance

evaluation.
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5.3.1. ZeroR and OneR

Both of these algorithms are rule-based algorithdnsule-based algorithm uses rules to make
deductions or choices. The classification methogswmn algorithm to generate rules from the
sample data. These rules are then applied to neaw@aeR (One Rule) is a simple classification
algorithm that generates a one-level decision @R classifier infers simple and accurate,
classification rules from a set of instances. Rerémce studies of OneR classifier have shown
that it produces rules that are only slightly lassurate than state-of-the-art learning schemes. It
produces rules that are easy to interpret. OneRs capable of handling missing values and
numeric attributes showing adaptability despiteptiaity. The OneR algorithm creates one rule
for each attribute in the training data. It thetests the rule with the smallest error rate as its
‘one rule’. It determines the most frequent clagsefach attribute value for creating a rule for an
attribute. The most frequent class is simply thes€lthat appears most often for that attribute
value. A rule is simply a set of attribute valuesibd to their majority class; one such binding
for each attribute value of the attribute the igleased on. The error rate of a rule is the number
of training data instances in which the class o&tinbute value does not agree with the binding
for that attribute value in the rule. OneR seléhtsrule with the lowest error rate. In the event
that two or more rules have the same error rate, rthe is chosen at random. In the
implementation of WEKA, the OneR algorithm picke tlule with the highest number of correct
instances, not lowest error rate, and does notorahd select a rule when error rates are
identical. Zero Regression (ZeroR) is a pseudoessgon method that always builds models
with cross-validation coefficient Q2=0. In the frawork of this method the value of a
property/activity is always predicted to be equalits average value on the training set. This
method is usually used as a reference point forpesimg with other regression methods. ZeroR
is the simplest classification method which reliesthe target and ignores all predictors. ZeroR
classifier simply predicts the majority categoriaés). Although there is no predictability power
in ZeroR, it is useful for determining a baselinerfprmance as a benchmark for other
classification methods. The idea behind the ZerdaRsdier is to identify the most common class
value in the training set. It always returns thaie when evaluating an instance. It is frequently

used as a baseline for evaluating other machimeitepalgorithms.
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5.3.2. NaiveBayes and NaiveBayesUpdateable

The Naive Bayes [Murphy, 2006] algorithm is basedconditional probabilities. It uses Bayes'
Theorem. It is a formula that calculates a proligbidy counting the frequency of values and
combinations of values in the historical data. Bayéheorem finds the probability of an event
occurring given the probability of another everdtthas already occurred. If B represents the

dependent event and A represents the prior evaygBtheorem can be stated as follows.
Prob(B given A) = Prob(A and B)/Prob(A)

To calculate the probability of B given A, the aligom counts the number of cases where A and
B occur together and divides it by the number &fesawhere A occurs alone. A naive Bayes
classifier is a simple probabilistic classifier edson applying Bayes' theorem with strong
(naive) independence assumptions. In simple teamsaive Bayes classifier assumes that the
presence (or absence) of a particular featurectdss is unrelated to the presence (or absence) of
any other feature, given the class variable. Anaathge of the naive Bayes classifier is that it
only requires a small amount of training data tineste the parameters (means and variances of

the variables) necessary for classification.

NaiveBayesUpdateable is a class for a Naive Balgssifier using estimator classes. This is the
updateable version of NaiveBayes. This classifidiruge a default precision of 0.1 for numeric

attributes when buildClassifier is called with zérning instances.
5.3.3. MultiLayer Perceptron

It is a classifier that uses back propagation &ssify instances. This network can be built by
hand, created by an algorithm or both. The netveark also be monitored and modified during
training time. The nodes in this network are alihsoid (except for when the class is numeric in
which case the output nodes become unthresholdedrlunits).A multilayer perceptron (MLP)
is a feedforward artificial neural network modehtthmaps sets of input data onto a set of
appropriate output. An MLP consists of multipleday of nodes in a directed graph, with each
layer fully connected to the next one. Except tog tnput nodes, each node is a neuron (or
processing element) with a nonlinear activationcfiom. MLP utilizes a supervised learning

technique called back propagation for trainingrieewvork.MLP is a modification of the standard
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linear perceptron and can distinguish data thabislinearly separable. It is an artificial neural
network generally used for classification or appme¢ion. The MLP consists of a feed-forward
network of neurons which map input vectors to outfmctors. Each artificial neuron consists of
a linear combination of weighted inputs which isged though a non-linear activation function
to produce the neuron’s output. It is an extengibthe perceptron in that it has at least one
hidden layer of neurons. Layers are updated byirsgaat the inputs and ending with the outputs.
Each neuron computes a weighted sum of the incosigrgls, to yield a net input, and passes
this value through its sigmoidal activation funatim yield the neuron's activation value. Unlike

the perceptron, an MLP can solve linearly insedarptbblems [Steinwender and Bitzer, 2003].
5.3.4. J48 and Random Forest

Both these algorithms are decision tree based idlgms. A decision tree is a predictive
machine-learning model that decides the targetev@dependent variable) of a new sample based
on various attribute values of the available datee internal nodes of a decision tree denote the
different attributes, the branches between the $\add# us the possible values that these
attributes can have in the observed samples, whédeterminal nodes tell us the final value

(classification) of the dependent variable.

The attribute that is to be predicted is knownlesdependent variable, since its value depends
upon, or is decided by, the values of all the otiteibutes. The other attributes, which help in
predicting the value of the dependent variable, kam@vn as the independent variables in the
dataset. J4.8 algorithm is WEKA’s implementation @.5 decision tree learner.C4.5 is an
algorithm used to generate a decision tree develbgeRoss Quinlan [Quinlan, 1993]. C4.5 is
an extension of Quinlan's earlier ID3 algorithm.eTdtecision trees generated by C4.5 can be
used for classification, and for this reason, G4 .6ften referred to as a statistical classifidre T
J48 Decision tree classifier follows the followisgnple algorithm. In order to classify a new
item, it first needs to create a decision tree thasethe attribute values of the available training
data. So, whenever it encounters a set of itenasnijig set) it identifies the attribute that
discriminates the various instances most cleaitys Teature that is able to tell us most about the
data instances so that we can classify them thieidsaid to have the highest information gain.
Now, among the possible values of this featurghére is any value for which there is no

ambiguity, that is, for which the data instancdbnfg within its category have the same value for
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the target variable, then we terminate that braamath assign to it the target value that we have
obtained. For the other cases, we then look forthemoattribute that gives us the highest
information gain. Hence we continue in this manmatil we either get a clear decision of what
combination of attributes gives us a particulagearvalue, or we run out of attributes. In the
event that we run out of attributes, or if we canget an unambiguous result from the available
information, we assign this branch a target vaha¢ the majority of the items under this branch

possess.

Random forest is a powerful new approach to dafdoeation, data analysis, and predictive
modeling. RandomForest implements Breiman’s ranftoest algorithm (based on Breiman and
Cutler's original Fortran code) for classificaticend regression. It can also be used in
unsupervised mode for assessing proximities amatg doints. Random forest (or random
forests) is an ensemble classifier that consisteafy decision trees and outputs the class that is
the mode of the classes output by individual tr@é® algorithm for inducing a random forest
was developed by Leo Breiman [Breiman, 2001] an@l&dCutler, and "Random Forests" is
their trademark. The term came “from random denidarests” that was first proposed by Tin
Kam Ho of Bell Labs in 1995. A random forest is @lection of CART-like trees following
specific rules for tree growing, tree combinatiealf-testing, and post-processing [Steinbetrg
al., 2004]. It is unexcelled in accuracy among curedgorithms. It runs efficiently on large data
bases. It can handle thousands of input variabl#sout variable deletion. It gives estimates of
what variables are important in the classificatiirgenerates an internal unbiased estimate of
the generalization error as the forest buildinggpesses. It has an effective method for
estimating missing data and maintains accuracy vehiamge proportion of the data are missing.
It has methods for balancing error in class poputainbalanced data sets. Generated forests can
be saved for future use on other data. Prototypes@mnputed that give information about the
relation between the variables and the classiboatit computes proximities between pairs of
cases that can be used in clustering, locatingeositbr (by scaling) give interesting views of the
data. The capabilities of the above can be extetaleshlabeled data, leading to unsupervised
clustering, data views and outlier detection. e an experimental method for detecting

variable interactions.
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5.3.5. KStar (K*)

K* is one of the lazy learning methods. Lazy leaghmethods or memory-based methods learn
the structure of a domain by storing learning exdaswvith their classification [Van den Bosch
et al. 1996].The domain model that results from a laarhing process is able to generalize by
using a predefined distance function. When the dlonraodel is required to give the
classification for an unseen domain element thevilituse the distance function for finding the
stored example that is closest to this unseen ebeardp is an instance-based learner. Instance-
based learners classify an instance by comparittgatdatabase of pre-classified examples. The
fundamental assumption is that similar instancdshaive similar classifications. The question
lies in how to define “similar instance” and “sienil classification”. The corresponding
components of an instance-based learner are ttendesfunction which determines how similar
two instances are, and the classification funciwbirch specifies how instance similarities yield a
final classification for the new instance. In aduhtto these two components, IBL algorithms
have a concept description updater which determafether new instances should be added to
the instance database and which instances fromatadase should be used in classification. For
simple IBL algorithms, after an instance has bdanstfied it is always moved to the instance
database along with the correct classification. ¢deomplex algorithms may filter which
instances are added to the instance database twerextorage requirements and improve
tolerance to noisy data [Cleary and Trigg, 1995]iK*an instance-based classifier, that is the
class of a test instance is based upon the claghost training instances similar to it, as
determined by some similarity function. It différem other instance-based learners in that it
uses an entropy-based distance function. The usatabpy as a distance measure has several
benefits. Amongst other things it provides a cdesis approach to handling of symbolic

attributes, real valued attributes and missingeslu
5.3.6. AdaBoostM1 and Bagging

Bootstrap aggregating (bagging) and boosting aefulisechniques to improve the predictive
performance of tree models. Boosting may also lkeéuligh connection with many other models,
e.g. for additive models with high-dimensional pegats; whereas bagging is most prominent
for improving tree algorithms. Boosting is a gethengthod for improving the performance of

any learning algorithm. In theory, boosting canused to significantly reduce the error of any
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“weak” learning algorithm that consistently genegtlassifiers which need only be a little bit
better than random guessing. Despite the potebggefits of boosting promised by the
theoretical results, the true practical value assimg can only be assessed by testing the method
on “real” learning problems. AdaBoost [Freund anth&pire, 1996] is a boosting algorithm
developed by Freund and Schapire that can be wsetgnificantly reduce the error of any
learning algorithm that consistently generatessdi@ss whose performance is a little better than
random guessing.. AdaBoostML1 is a version of AdaBatgorithm. Bagging is based on an idea
of making various samples of the training set. @sslfier is generated for each of these training
set samples by a selected machine learning alguaritithis way, for k variations of the training
set we get k particular classifiers. The resultl Wi given as a combination of individual
particular classifiers.

5.4. Experimental Setup

In this section we show the performance evaluatibrall the learning algorithms discussed
above. We show their evaluation on the dataseterhbs. Credit Dataset. As already stated, we
carried our experiments using WEKA. It providesusmiber of measures of evaluation that can
be used to check the performance of the algorithiisen an experiment is run, results are
displayed on “Classifier Output” area. This area bBaveral sections showing different results.
First is run information. It is a list of informati giving the learning scheme options, relation
name, instances, attributes and test mode that weok/ed in the process. After that classifier
model (full training set) is displayed. It is a teal representation of the classification modet tha
was produced on the full training data. Then a samns shown that shows a list of statistics
summarizing how accurately the classifier was dblgredict the true class of the instances
under the chosen test mode. A detailed accuracgldss, which is a more detailed per-class
break down of the classifier’s prediction accurasyshown. Lastly, confusion matrix shows how
many instances have been assigned to each cl&selis show the number of test examples
whose actual classis the row and whose predictesk s the column. The evaluation measures
that we used to compare the learners are numbeorcéctly classified instances, time taken to
build the model, F-Measure. For a particular laifehterest, we are provided with a set of actual
positives (e.g., objects that belong to that lalsehtained within the data set. The model then

makes a set of predicted positives (e.g., the tbjeassigns to that label) for the same data set.
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The actual and predicted label groupings can begtoof as indicator variables, and their cross
product results in four important values: tp (thenter of true positives), fp (false positives), tn
(true negatives), and fn (false negatives).A basialuation measure is accuracy = tp+tn /
tp+fp+tn+fn. Basically, this measure represents ftiaetion of objects that the model labels
correctly. In some problems, however, the data behighly skewed, e.g., there might be nine
times as many negative objects as positives. Iasa tike this, accuracy is a poor evaluation
measure because a model that labels everythingivegall still have accuracy = 0.9. In these
situations, it is common instead to use precisr, tp/ tp+fp , the fraction of predictions that
are correct, and recall, R =tp / tp+fn, the fi@tiof actual positives that are correctly predicte
Because of the inherent trade-off between preciBiand recall R, a summary statistic called the

F-Measure =2 * P * R/ P+R is commonly used whethlare considered equally important.

Before using our dataset in the experiments, wel tise method discussed in Section 5.1 for
splitting it into 70% training set and 30% test. détst we loaded the actual dataset into the
WEKA from URL (http://www.hakank.org/weka/credit.axffThen after applying the splitting

procedure, we saved both these sets as sepaesgréiningcredit.arff and testingcredit.arff

For all experiments we used these two files. Figufel shows the actual dataset, Figure 5.12

showstrainingcredit.arfffile and Figure 5.13 showsstingcredit.arffile.

G .~
=

Preprocess | Classify | Cluster | Assodiate | Select attrbutes ! \hsuahzel
l Open file... ‘ | OpenURL.. | Open DA... | | Generate... | Undo ‘ Edit... | | Save... | J
Filter
Choose  |None Apply |
Current relation Selected attribute
Relation: credit Attributes: 16 Mame: A1l Type: Nominal
Instances: 490 Sum of weights: 430 Missing: 7 {1%) Distinct: 2 Unique: 0 {0%) I
Attributes Mo. Label Count Weight
| = | [ | [t ] [ e | 1|b 337 |337.0
ne nver attermn 1
2|a |135 |196.0
Mo. Name
2[Cla2 |
3[]a3 | I
4 [ad | ——
S[as I Class: dass (Mom) | visualize Al ||
&[ |8 |
7[CIA7 | a7
8[ |8 |
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13liay =
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Figure 5.11: Credit Dataset
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Figure 5.12: trainingcredit.arff file loaded in WEK A
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Figure 5.13: testingcredit.arff file loaded in WEKA
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5.4.1. Experimental Procedure
» In our experiments, for each learner, we first Idedningcredit.arff file into WEKA

through “Preprocess” panel.

» Then in the “Classify” panel we choose the clasatfon algorithm to be implemented

and start the analysis using 10-fold cross valihati

» After that we load the filéestingcredit.arffusing the “Supplied test set option” and then

start the analysis again.

» Finally, we analyze the results on the basis oktreuation measures discussed above.

» The same process is repeated for all the clasificalgorithms that are to be evaluated.

5.4.2. Experimental Results

Preprooessl Classify | Cluster | Assodiate | select attributes I Visualize|

Classifier

[ Choose |ma-co.25-m2

Test options Classifier output

(@) Use trsining 5ot Correctly Classiiied Inatances 295 6.0058 € =
Incorrectly Classified Imstancea 43 13.9942 %

i) Supplied test set Set. Kappa statistic 0.715

(@ Cross-validaton  Folds 10 j Mean sbaclute error 0.1763

i § i RoOt mean squared error 0.3414

@ Percetiiage it %7156 Relative abaclute error 35.7875 %

‘ More options. .. J Root relative squared error 65.673 %
Coverage of casea (0.95 lewvel) 95.9184 %

B = | Mean rel. region size (0.95 level) 82.6531 %
Total Number of Instances 343

Start Stop ;
=== Detailed Zccuracy By Class =—

Result list {right-dick for options)

TP Rate FP Rate Precision Recall F-Measure MCC RO(

0.81 0.1 0.867 0.81 0.838 0.716 0O.i

0.9 0.19 0.855 0.9 0.877 0.716 0.1
Weighted Awg. 0.86 0.15 0.86 0.86 0.859 0716 G.E:'_i

=== Confusion Matrix === =
a b <-— classified as

124 29 | a=+ =
331 f 5 B | b= - 2

4| I | 3

Status

oK Log w, x0

Figure 5.14: Results of J48 on trainingcredit.arff

86



5 EVALUATING MACHINE LEARNING TECHNIQUES FOR EFFICI ENCY

r - = - ' | E___: ' T3l |

Classifier
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= 5 Relative absolute error 36.8603 %
l More options, .. | Roor relacive agquared erraor 64.7597 %
Coverage of cases (0.95 level) 98.6395 %
[G’m}dm < ] Mean rel. region size (0.9%5 lewvel) B7.7551 %
Tocal Bumber of Inatances 147
Start [ Stop
S === Detailed Accuracy By Clasg =—
Result list (right-click for options)
18:32:21 - rules. ZeroR, TF Rate FF Rate Precision Recall F-Measure MCC  RO(
18:32:34 - frees. 143 0.844 0.133  0.£31 0.244 0.837 0.71 0.
0.8&7 0.156 0.878 0.867 0.873 0.71 0.t
Weighted Rvg. 0.857 0.146 0.857 0.857 0.857 e:71 0.4 I
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1177 | hw - =
l n ! b

Status
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Figure 5.15: Results of J48 on testingcredit.arff

Results of J48:

Correctly Classified Instances (%) =85.7143
Incorrectly Classified Instances (%) = 14.2857

Kappa Statistic =0.71

Mean Absolute Error =0.19
F-Measure =0.837

Time taken to build the Model = 0.01 sends
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Figure 5.16: Results of RandomForest on testingcrédarff

Results of RandomForest:

Correctly Classified Instances (%) = 84.3537
Incorrectly Classified Instances (%) = 15.6463

Kappa Statistic =0.6835

Mean Absolute Error =0.26
F-Measure =0.824

Time Taken to build the Model = 0.05 seconds
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Figure 5.17: Results of ZeroR on testingcredit.arff

Results of ZeroR:

Correctly Classified Instances (%) =56.4626
Incorrectly Classified Instances (%) = 43.5374

Kappa Statistic =0

Mean Absolute Error =04
F-Measure =0

Time Taken to build the Model = 0 seconds
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) Weka Ex
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Figure 5.18: Results of OneR on testingcredit.arff

Results of OneR:

Correctly Classified Instances (%) = 85.034

Incorrectly Classified Instances (%) = 14.966

Kappa Statistic =0.703
Mean Absolute Error =0.B¥
F-Measure =0.845
Time Taken to build the Model = 0 seconds
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Figure 5.19: Results of NaiveBayes on testingcreditff

Results of NaiveBayes:

Correctly Classified Instances (%) = 79.5918
Incorrectly Classified Instances (%) = 20.4082
Kappa Statistic =0.5727
Mean Absolute Error =0.21
F-Measure =0.732

Time Taken to build the Model = 0.01 secos
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Figure 5.20: Results of NaiveBayesUpdateable on tegjcredit.arff

Results of NaiveBayesUpdateable:

Correctly Classified Instances (%) = 79.5918
Incorrectly Classified Instances (%) = 20.4082

Kappa Statistic =0.5727
Mean Absolute Error =0.21
F-Measure =0.732

Time Taken to build the Model .01 seconds
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Figure 5.21: Results of AdaBoostM1 on testingcredarff

Results of AdaBoostM1:

Correctly Classified Instances (%) = 84.3537
Incorrectly Classified Instances (%) = 15.6463

Kappa Statistic =0.689
Mean Absolute Error =0.21
F-Measure =0.837
Time Taken to build the Model = 0.04 secos
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Figure 5.22: Results of Bagging on testingcredit. i

Results of Bagqing:

Correctly Classified Instances (%) = 84.3537
Incorrectly Classified Instances (%) = 15.6463

Kappa Statistic =0.6879
Mean Absolute Error =0.Zb
F-Measure =0.835

Time Taken to build the Model = 0.05 secos
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Figure 5.23: Results of MultiLayerPerceptron on tegngcredit.arff

Results of MultiLayerPerceptron:

Correctly Classified Instances (%) = 86.3946
Incorrectly Classified Instances (%) = 13.6054

Kappa Statistic =0.7252
Mean Absolute Error =0.18
F-Measure =0.848

Time Taken to build the Model = 0.01 secas
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Figure 5.24: Results of KStar on testingcredit.arff

Results of KStar:

Correctly Classified Instances (%) = 71.4286
Incorrectly Classified Instances (%) = 28.5714
Kappa Statistic =0.4017
Mean Absolute Error =0.2%
F-Measure =0.625

Time Taken to build the Model = 0 seconds
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5.5. Conclusion

In this section we show the results in the formcbarts and tables. Figure 5.25 shows the

comparison of all the algorithms with respect te time taken to build the model.
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Figure 5.25: Time chart of algorithms

Figure 5.26 shows the comparison based about thieuof correctly classified instances by

each learning algorithm.

Correctly Classified Instances(%)

B Correctly Classified
Instances(%)

Figure 5.26: Comparison of Algorithms By Percentag®f Correct Instances
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In Table 5.4 we have summarized three main measdiegaluation for each algorithm i.e. time

taken to build the model, number of correctly dfeess instances, and F-Measure.

Table 5.4: Comparison of algorithms

Algorithms Time taken to Correctly Classified F-Measure
build model (sec) Instances (%)
J48 0.01 85.7143 0.837
RandomForest 0.05 84.3537 0.824
ZeroR 0 56.4626 0

OneR 0 85.034 0.845
NaiveBayes 0.01 79.5918 0.732
NaiveBayesUpdateablq 0.01 79.5918 0.732
KStar 0 71.4286 0.625
MultiLayerPerceptron 0.01 86.3946 0.848
AdaBoostM1 0.04 84.3537 0.837
Bagging 0.05 84.3537 0.835

It shows that RandomForest and Bagging take maxiraomount of time to build the model
i.e.0.05 seconds. Next highest is 0.04 taken by B&datM1l. NaiveBayes,
NaiveBayesUpdateable and MultiLayerPerceptron k& seconds and the remaining take O
seconds to build the model. In terms of second oreas evaluation, MultiLayerPerceptron has
the highest percentage of correctly labeled ingsand has the best F-Measure among all.
Hence, we conclude that MultiLayerPerceptron hatp®aed better than all the other classifiers

in the analysis of our dataset.
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6 COMBINED MACHINE LEARNING AND FEATURE DESIGN

In the previous chapter, we presented an evaluaifotihe state-of-the-art machine learning
algorithms for the task of classification usingealrworld problem and dataset. We calculated
our results on the basis of accuracy of the algonstin performing classification i.e. predicting
the correct output class. In this chapter, we preae approach that shows an increase in the
accuracy for solving the classification problentsisla hybrid approach that combines various
learners. We first present a technique of combingagners and also show its implementation
using Python programming. Later we discuss feaspexe design and show its implementation
on the combined learner. Section 6.1 provides &ndnction for the new concepts used in this
chapter that have not been described earlier sthi@sis. It provides an idea about the language
(Python) we have used for implementing our dediga,machine learning tool (Orange) we used
for accessing the learning algorithms. Section @r@vides an idea about the concept of
combining learners, various types of combinatiachtéques and the earlier work done in this
regard. In Section 6.3 we discuss the new combapgadoach, its procedure, experiment and the
results. Section 6.4 presents the feature spadgndeeature selection techniques, steps of

feature selection method used, experiment andtsesul

6.1. Introduction
We first describe some important concepts aboutd?yprogramming and Orange that we have
used in implementing our learning method. In laections we introduce our new concept and

its implementation.

6.1.1. Why Python

These days Python has become a very popular prograyfscripting language for the
implementation of machine learning concepts. Pytisoan extensible language. New concepts
and functionality is being added continuously inAipart from regular programming concepts, it
also supports tools for internet e.g. cgi-scriptiagd xml support. It has a variety of
programming tools that makes programming excitimg) @asier.

Python is a very powerful programming language sndsed in a wide variety of application
domains. In the area of machine learning it hasgudo be very helpful and effective. One of
the main reasons of using this language is itstiméuobject orientation as OOP paradigm is the

most commonly followed paradigm these days. It falsmodularity and supports hierarchical
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packages. Since our machine learning problems vevalound different types of datasets, we
need to be careful about the data types suppostedebprogramming language we use. Python
has a very high level dynamic data types. It hamimber of extensive standard libraries and
third party modules for virtually every task. Itrche easily embedded within applications as a
scripting interface. More importantly, Python sugp@ortability. We can run the same source
code without changing across all implementatioisruhs everywhere. It is available for
Windows, Linux/Unix, OS/2, Mac, Amiga, and others.

6.1.2. Python Machine Learning tool
Previously we used a machine learning tool WEKAdwaluation which is based on Java. Since

we implemented our method in Python, we needethdasilearning tool for Python. There are a

number of machine learning tools for Python e.gMPy(http://pyml.sourceforge.ngt/ MDP

(http://mdp-toolkit.sourceforge.ngt/ Shogun [ittp://www.shogun-toolbox.or)/ and Orange

(http://orange.biolab.9/ We used Orange because it supports more clssifian others and

has an interactive graphical user interface. Italan be used for clustering.

Orange is a machine learning tool consisting otfioms and objects of C++. This learning tool
has a number of machine learning and data miniggridhms and functions for manipulating the
data. It is written in C++ and is created for Pythét the user level it is developed using the
scripting language Python, which makes it possibtethe users to create their algorithms and
add them to the existing library. It provides anismment that helps the users to prototype their
algorithms faster. It also provides various tessehemes and a number of graphical tools that
use functions from library and provide a good ussterface. These tools or widgets
communicate with each other using signals. Thesks ttan be assembled together to form an
application using a graphical environment callear@e Canvas. Widgets can be placed on the
canvas and can be connected together to form anscheach widget has its own basic function
and signals that are passed between these widgetsf aifferent types. Its objects include
learners, classifiers, evaluation results, distamarices, and so forth [Zupan and Demsar,
2008].

Without the use of such machine learning toolsyweeld have to write the entire code ourselves

for all the machine learning tasks e.g. for camyiout cross validation for comparing the

100



6 COMBINED MACHINE LEARNING AND FEATURE DESIGN

machine learning algorithms, or for loading datd an on. Machine learning toolkits ease the
programming by providing in built routines for tleedasks thus providing flexibility in

experimenting. All we need to do is access theggmes from our code.

This machine learning toolkit supports a numberdafa mining and machine learning tasks
ranging from data preprocessing to modeling anduatian. Some of the techniques supported

by this machine learning toolkit are listed below:

» It supports a number of popular data formats e4g5CAssistant, Retis, and tab-delimited
data formats.

» It supports preprocessing and manipulation of déta, sampling of data, scaling and
filtering of data, discretization and constructmfmew attributes, etc.

» It provides support for development of classifioatmodels using functions that consist
of regression, SVM, classification trees, naive &agn classifier.

» It also supports various regression methods ineali regression, regression trees, and
instance-based approaches,

* It has support for various wrappers used to cakbrprobability predictions of
classification models.

» It also supports ensemble approaches.

* It has various association rules and methods uwmedita clustering.

* It provides various evaluation methods like hold-eschemes and range of scoring
methods for prediction models including classifieataccuracy, AUC, and Brier score. It

also supports various hypothesis testing approaches

The processes on which machine learning algoritlnes based are conditional probability
estimation, selection and filtering of data, atitd scoring, random sampling, and many others.
Orange consists of all these processes in the @rits components that are embedded into
algorithms for applying these methods. We can aleate new components with the help of
Python prototyping and we can use these new conmpene place of default components or we
can use them together with an existing set of corapts to develop a completely new

algorithm. The thing that makes Orange completaffer@nt from other machine learning
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frameworks is that it supports signal mechanisnwbenh different widgets with the help of

which they can communicate with each other by exgimay objects.
6.2. Combined Learners

The main reason for combining many learners togeikereducing the probability of
misclassification due to a single learner by insmeg the system’s area of knowledge through
combination. It is a process of creating a singlarning system from a collection of learning
algorithms. Learners are combined to achieve &bptedictive performance as compared to the
performance obtained from individual learners. €hare two ways in which learners can be
combined together. In the first method, the da@ivgled into a number of subsets and multiple
copies of a single learning algorithm are appliedthiese different subsets. This method
generates multiple hypotheses using the same baseel and followsariations in data In the
second method, several learning algorithms areieappb the same application’s data. It is a
broader concept and such systems are called naultipksifier systems and follovariation
among learnersAs discussed earlier in this work, we cannot hasingle learner that suits to
all learning problems. For each problem there ex@h optimal learning algorithm. By
combining the learners we can lessen the risk obsimg a suboptimal learning algorithm by

replacing single model selection with model combora

Our technique of learner combination follows theos® method in which several different
learners are combined and applied to a single egpin’s data.

6.2.1. Types of Combination Techniques

This section briefly explains different types otheiques for combining the learners and the
related literature of these techniques is provietthe next section. Some of the common types
of combination techniques are:

* Bayes optimal classifierit is an ideal technique that combines all hypsésein a
hypothesis space. In this technique the hypothegegiven votes based on if a particular
hypothesis is true and the training set is sampiech the system. After that the vote
given to the hypothesis is multiplied by the iditmobability of that hypothesis. The
Bayes Optimal Classifier is represented by thefailhg formula:

y = argmax;.cZ P(G | h) P(T | k) P(h), h e H
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where y denotes the predicted class, C repredeatset of all possible classes, H is the
hypothesis space, P refers to a probability, aritfie training data.

However, practical implementation of this methodlificult for complex problems. It
can be applied only to simple tasks. The reasonghfe issue are: the large hypothesis
spaces, which are difficult for iteration and detere only a predicted class rather than
the probability for each class as required by #mntP(¢| h), and its seldom possible to
estimate the initial probability for each hypotts#3fh).

Bootstrap aggregating (bagging) and Boostimpth of these methods are based on the
variations in datamethod in which the data is divided into a numbeisubsets and
multiple copies of a single learning algorithm applied to these different subsets. Both
these methods combine multiple models built fronsiagle learning algorithm by
systematically varying the training data.
Bootstrap aggregating or bagging is a voting methodvhich each learner in the
combined learners votes with equal weight. In thethod different training datasets are
used to train the base-learners and the trainitsgese drawn randomly. High accuracy is
obtained in the random forest algorithm becauselaandecision trees are combined
with bagging in a random forest algorithm [Breim&B896]. Voting corresponds to linear
combination of learners [Alpaydin, 2010] i.e.

y=X wdjwhere w>=0,2w; =1 (1)
If A'is a learning algorithm and T is a set of tiag data, the process of bagging takes N
samples §..., S\, from T. The algorithm is then applied to each glnndependently to
make N models f..., hy. When a new query g has to be classified, thesgelaare
combined by a simple voting scheme, and the quemgssigned a class that has been
predicted most often among the N models. Figure 6.1

(http://dml.cs.byu.edu/~cgc/docs/midm_tools/ReadvtagielCombination.pdf shows the process of

bagging diagrammatically. For generating trainiragadets, bagging uses bootstrap and
the learners are trained using an unstable leanpiogedure, and an average is taken
during testing [Breiman 1996]. This method workseetively if the base learner is

unstable i.e. if it is highly sensitive to data iseall changes in the training set cause a

large difference in the generated learner. Thishowttan be used both for classification
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and regression. In case of regression, insteacageemedian is taken at the time of

testing.
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Figure 6.1: Bagging

Boosting [Schapire, 1990] is a process which tréiesnew instances and combines the
learners incrementally in a way such that the fasusid on the training instances that
were previously wrongly classified. In this meththe learner is trained on the mistakes
of the previous learners. Bagging is based ondatation through a learner’s instability
and boosting is based on data variation througtameér's weakness. A learner is said to
be weak if it derives models that perform slighibtter than random guessing. In a weak
learner, the error probability is Y. It means fotwa-class problem it is better than
random guessing and a strong learner has small prabability. The most common
example of boosting is adaptive boosting, AdaB¢bstund and Schapire, 1996]. The
process of boosting works by supposing that if aakvéearner is run on different
distributions repeatedly over the training datad #nthe weak classifiers are combined

into a single classifier, then it can be made gfeon as illustrated in Figure 6.2

(http://dml.cs.byu.edu/~cgc/docs/midm_tools/Readitagiel Combination.pdf The main

disadvantage of the boosting method is its needafge training data. AdaBoost does
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not suffer this problem as it uses the same trgisgt over and over and thus the training

data need not be large, but the classifiers shaeilsimple so that they do not overfit.

CIG) -
N

(Meta)Learning Classifying

Figure 6.2: Boosting

Stacking: This method exploitssariation among learnersn which several learning

algorithms are applied to the same application’sa.ddhis method is proposed by
Wolpert in 1992. In this method a number of differkearning algorithms are run against
the dataset which creates a series of models. Tieractual dataset is modified by
replacing its each instance by the values that eamttel predicts for that instance. This
creates a new dataset which is given to a newdedhat builds the model, as illustrated

in  Figure 6.3 (fttp://dml.cs.byu.edu/~cgc/docs/midm_tools/Readitagiel Combination.pdf

Whenever a new query instance q has to be classtfis first passed through all the
learners which create a new query instance g’. Themodel takes it as an input and the
final classification for q is produced. For bettegsults it is important in stacked
generalization that the learners should be asrdiffeas possible so that they will
complement each other and these learners shouldbalsed on different learning

algorithms.
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Figure 6.3: Stacking

» Cascading:This method also followsariation among learnersipproach like stacking
but it differs from stacking because stacking u#es learners in parallel whereas
cascading uses the learners in sequence. Caséadirocess having multiple stages in
which learners are used in sequence i.e. the aaxtér is used only if the preceding ones
are not confident [Alpaydin, 2010]. This method wasposed by Gama and Brazdil.
Figure 6.4 fittp:/dml.cs.byu.edu/~cgc/docs/midm_tools/Readvtaglel Combination.pdj shows this

process.
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Figure 6.4: Cascading
In cascading the data from the base-level learrsersot fed into a single meta-level

learner. But each base-level learner also acts kimdaof meta-level learner for the
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learner preceding it. The inputs that are fed ®ldarner consist of the inputs to learner
preceding it together with the class probabilifgeduced by the model induced by the
preceding learner. At each step only a single Eraisused and the number of steps is
unlimited. A new query instance q is converted atguery instance g’ by gathering data
through the steps of the cascade. The last mode¢hefcascade produces the final

classification.

6.2.2. Related Literature

A lot of research work has been carried out in figkl. This section presents the work done in
the direction of combined learners. A techniqudechhttribute bagging has been developed for
improving accuracy and stability of classifier emf#ées induced using random subsets of
features. This method has been compared with bggand other methods on a hand-pose
recognition dataset and has shown better resultslihgging and other methods both in terms of
accuracy and stability [Brylet al, 2002]. Bagging was first introduced by Leo Braim He
created a method called Bagging Predictors for igeing multiple versions of a predictor and
used these to create an aggregated predictor [Breid®96]. A Bayesian version of bagging
based on the Bayesian bootstrap has been devel®pedBayesian bootstrap has shown to
resolve a theoretical problem with ordinary baggargl resulted in more efficient estimators
[Clyde and Lee, 2000]. An experimental comparisas been carried out between bagging,
boosting and randomization for improving the parfance of the decision-tree algorithm C4.5.
The experiments have shown that randomization ights} superior to bagging but not as
accurate as boosting in situations with little av alassification noise [Dietterich, 1999].
However, it has been shown that in noisy settirggging performs much more robustly than
boosting. A method of ensemble technique has beeelaped in which voting methodology of
bagging and boosting ensembles has been used Wishuliclassifiers in each one. It has been
compared with simple bagging and boosting ensembits 25 sub-classifiers, and also with
other well known combining methods, on standardcberark datasets and it has been shown
that the new is the most accurate [Kotsiantis anteRs, 2004]. An algorithm called RankBoost
has been developed for combining preferences basethe boosting approach to machine
learning. Theoretical results have been shown desgrthe algorithm’s behavior both on the

training data, and on new test data not seen daranging. Two experiments have been carried
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out to assess the performance of RankBoost. Ifirgteexperiment, the algorithm has been used
to combine different web search strategies, eaclwhoth is a query expansion for a given
domain. The second experiment has been a colla®fdtering task for making movie
recommendations [Freuret al, 2003]. A statistical perspective on boosting hasn proposed
with special emphasis on estimating potentially ptax parametric or nonparametric models,
including generalized linear and additive modelswasdl as regression models for survival
analysis. The practical aspects of boosting proe=dior fitting statistical models have been
illustrated by means of the dedicated open-souafevare package mboost [Buhlmann and
Hothorn, 2007]. Theoretical and practical aspettsamsting and ensemble learning have been
discussed and the helpful association that exedisden boosting and the theory of optimization
has been identified for easing the understandinbgoaisting [Meir and Ratsch, 2003]. Voting
classification algorithms like bagging, boostinglaariants have been compared in order to find
which of these algorithms use perturbation, rewtgh and combination techniques, and which
of the algorithms affect classification error. Tlethors have shown bias and variance
decomposition of the error for showing bias andiaraie decomposition are influenced by
different methods. This comparison has shown theggimg reduces variance of unstable
methods, while boosting methods (AdaBoost and Akcreduce both the bias and variance of
unstable methods but increase the variance for éNBayes. It has been found that when
probabilistic estimates are used along with no-frginthen bagging shows an improvement.
Mean-squared error of voting methods has been c@dp® non-voting methods and it has
shown that the voting methods show reduction in éhmers. They have also examined the
problems that arise when boosting algorithms asetmally implemented [Bauer and Kohavi,
1998]. Simple online bagging and boosting algorghimve been developed that perform as well
as their batch counterparts. Lossless online dlgus for decision trees and Naive Bayes models
have been used [Oza and Russell, 2005]. Coherdéasoped stacked sequential learning
which is a sequential learning scheme in which roitrary base learner is improved so that it
becomes aware of the labels of nearby examples Miethod has been assessed on various
problems. It has been shown that on these problérasperformance of non-sequential base
learners improves by sequential stacking; thaptréormance of learners specially designed for
sequential tasks is improved by sequential stackBwhen, 2005]. A learning method using

multiple stacking for named entity recognition hasen proposed which employs stacked
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learners using the tags predicted by the lowerl le@ners. This approach has been applied to
the CoNLL-2002 shared task to improve a base sygieukamotoet al, 2002]. Different
methods for interpreting the results of multiplascading machine learners have been explored.
Each of these methods perform a different taskafméwork for modeling cascading learners as
a directed acyclic graph has been developed, whashallowed a construction of three-way
contingency tables on which various independencgtstdhas been performed. These
independence tests have provided insight into l@awarious learners’ performance depends on
their predecessor in the chain and/or the inpumgelves [Michelson and Macskassy, 2010]. A
technique of localized cascade generalization afkwetassifiers has been developed. Using this
technigue some local regions have been pointedhaithave like properties and the cascade
generalization of local experts has been used xptaaing the relationship between the data
characteristics and the target class. This teclenltas been compared with other well known
combining methods using weak classifiers as bam@des, on standard benchmark datasets and
it has been shown that this technique is more ateyKotsiantis, 2008]. A method has been
proposed based on the enrichment of a set of imdiepe labeled datasets by the results of
clustering, and a supervised method has been osedatuate the interest of adding such new
information to the datasets. The cascade geneializparadigm has been adapted in the case
where an unsupervised and a supervised learneoarkined [Candillieet al, 2006]. Bagging,
stacking, boosting and error correcting output sodes the main four methods of combining
multiple models. These have been discussed coveengn methods of combining multiple
learners i.e., voting, bagging, cascading, errorembing output codes, boosting, mixtures of
experts, and stacked generalization [Witten anchir&000]. A theoretical framework for
combining classifiers in the two main fusion scevmhas been developed. These two main
fusion scenarios are fusion of opinions based entidal and on distinct representations [Kittler,
1998]. For the first scenario i.e. the shared regm&ation they showed that here fusion has been
performed with the aim of obtaining a better estiora of the appropriate a posteriori class
probabilities. For the second scenario i.e. fordistinct representations it has been pointed out
that the techniques based on the benevolent swetrsion are more flexible to errors than those

derived from the severe product rule.
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6.3. Our approach towards combining learners

In our technique we have used uni-representatipnoagh towards combining learners in which
all the learners use the same representation oinfhe as opposed to multi-representation in
which learners use different representations ofiirgata [Alpaydin, 1998]. Combined learners
are formed of a number of base learners. The pedioce of combined learners as a whole is
usually much better than that of individual basarers. This process boosts the predicting
ability of the learners. Base learners are gengréitem training data by a base learning
algorithm which can be decision tree, neural nekwor other kinds of machine learning

algorithms. As discussed earlier, some methodsausegle base learning algorithm to produce
homogeneous base learners, but the technique th&tllew uses multiple learning algorithms

to produce heterogeneous learners.

This section discusses the technique that we useofabining learners. Our technique aims to
increase the accuracy of prediction in the classifbn task. We have used an approach in which
multiple learners are combined and class probadsliére computed. We have used our method
on a classification task. In case of classificatitve class with the highest probability is chosen.

Consider we have to combine N learneisigl... Iy). We represent each learner bywmd the
prediction of each learngibly d(x). If y represents the final prediction, we caicalate y from

the individual predictions of learners, i.e.

y=f(d ..., 4|D)

f denotes the combining function addrepresents its parameters [Alpaydin, 2010]. Howeoe
multiple outputs we can get several y's and we hlawehose the class with maximum value for
y. In that case, prediction of each learner isesented bydx),j=1,...,N,i=1,..., KforK
outputs and jyi =1, . . .,K represent the final predictionsr Baample, in case of classification,

we choose the class with the maximumalue, i.e.
Choose af yi= max y, where k =1 to K
From equation 1 we get,
yi =X wid; where w>=0,Zw; =1
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In case of classification, the weights approximatthe learner probabilities. Therefore,
w; = P(f)

di = P(G|x 1)

The above equation can be rewritten as

P(G | x) =Z P(G | x, }) P(}) for all learners;l

The class probabilities are calculated using thisfila.

6.3.1. Procedure of our approach

In our technique, we take a number of learnersagpudy them on a single dataset. We designed
a technique that takes a number of learners artlipes a series of classifiers after applying the
learners on the dataset. As far as the task o$i@itzetion is concerned, it uses all the produced
classifiers for calculating the class probabiliteesd chooses the class for which the classifiers
predict the highest probability. Figure 6.5 showe basic flow of our technique. The steps

carried out in our procedure are listed below:

The problem on which we have applied our procedsra classification problem. In this
problem, a function maps the inputs to the desoetputs by determining which of a set of
classes a new input belongs to. This is determmedhe basis of the training data which
contains the instances whose class is known, i:eXh—» Y, where X represents input and Y
represents the output class. Let the dataset wbausgpresented as D x{y} t=1to T, where

T is used to represent the number of instancelsdrdataset. Let there be N number of learners
that we have to combine i.g, l,,.. Ivand let K number of output classes in our datayt&an
take values (¢ C,,... C«)

% For each learney (j = 1 to N) in the combination
create the classifier mj for |j by training on tth@taset D
m= (D)

¢ For each class;@ = 1 to K) in the data

For each classifier mj (j = 1 to N)
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Calculate P(Ci) = P(Ci¥, mj) that represents the probability that the sifeey mj assigns

to the class Ci.

% Finally, we choose the class with the highest mtedi probability, or the class with
maximum value for P(Ci) i.e.
Choose Ci if P(Ci) has the maximum value amon@@lli)’'s

RF
Prediction |N

..r/

Choase

RandomForest §

Calculate

NB probability Al

dataset with
highest

probability

Prediction [N ofeach

f prediction

Knn : :
Prediction ‘

Final
prediction

Figure 6.5: Flow of the combined technique

6.3.2. Experimental Setup

As mentioned earlier, for the implementation of #@ve discussed procedure, we used Python
programming and for applying machine learning mdshee used Python machine learning tool
called Orange. We implemented this approach omldssification problem used in the previous

chapter. The datasett{p://www.hakank.org/weka/credit.arfthat we used for our experiment

for implementing our procedure is the Australiaredt Approval dataset from UCI Repository
of Machine Learning Databases and Domain theories

(http://archive.ics.uci.edu/ml/datasets.htmit is the same dataset that we used in previous

chapter for the evaluation of various machine leagymalgorithms, and its description has already
been provided so we skip it here. However, for gigihe dataset in Orange we had to change its
format from ARFF (supported in WEKA) to tab deligdt format supported in Orange. The
dataset is split into the training and the tests ses done in the previous chapter i.e.
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“trainingcredit” and “testingcredit”. The main reasfor using the same dataset is to compare the

accuracy of the individual learners used in thevipies chapter with the accuracy of the

combined approach. As discussed earlier, Orangeida® a number of inbuilt routines for

performing various machine learning tasks. Withisgituse, we would have to write the entire

code ourselves for all the machine learning tasks #®r carrying out cross validation for

comparing the machine learning algorithms, or &@ding data and so on. We provide a list of

routines that we used for our approach of combinaxgpus learners:

°

First of all, for accessing the learners to be coexdbwe used
learner = Learner()

where Learner() is a particular learning algoriiim®range.

For loading our dataset in D,
D = orange.Exampletable(“trainingcredit”)

This loads the dataset that we have used i.e.itClaset in D.

For creating the classifiers by training the leamethe dataset,
Classifier = learner(D)

i.e. the learner is called with the data and retarclassifier.

For obtaining class probabilities,

Probabilities = Classifier(D, orange.GetProbalas)i

Probabilities are stored in a list and using thex@naoutine we find the maximum
probability and return the class that has beenigiestithe highest probability using the
modus() routine on the list.

Finally, for evaluation of our learners, we usessr@alidation method just as we used in

the previous chapter.

Evaluationresult = orange.crossValidation(leesnB)
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The experiment was carried out in Python machiaeniag tool. For our experiment we used
three learners for combination, i.e. we kept N = The algorithms that we used are
RandomForest, Naivebayes, and kNN. Then we perfdroness validation with 10 folds just

like in previous chapter. We split our dataset im&ning and testing sets.

We carried out our experiment in Python 2.7. It )asous modules like IDLE (Python GUI),

Python (Command Line), and PythonWin. We used th@€tfile of PythonWin to develop our

application. The file is saved as a script filetwitpy” extension. PythonWin has an Interactive
Window which allows us to run the commands intevaty as well as run our scripts and

analyze the results. Figure 6.6 shows loading anding a script file in Interactive Window, and

Figure 6.7 shows the results of our script fileait is run.

& File Edit- View Tools Window Help
DeEHG L2 ova ibBRBE @ T
PythonWin 2.7.2 (default, Jun 12 2011, 15:08:59) [M5C v. 1500 32 bit (Intel)] on win32
Portions Copyright 1894-2008 Mark Hammond - see 'Help/About PythanWin' for further copyright information.
g
( Run Script @-‘

Script File |E:\F‘ythnn2?\5cript1.py Browse... I

Argurnents | (]

Diebugaing |N0 debugging Lj Cancel
Ready [ ' looo0z oos

Figure 6.6: Running a Script in Interactive Window in Python

114



6 COMBINED MACHINE LEARNING AND FEATURE DESIGN

. - =3 —
a PythonWin - [Interactive Window] - ;—; = |
a. File' Edit View Tools Window Help [~ |:|" ®

DEEd s 2ot BB RS & T
PythonWin 2.7.2 (default, Jun 12 2011, 15:08:59) [MSC v.1500 32 bit (Intel)] on win32.
Portions Copyright 1984-2008 Mark Hammond - see 'Help/About PythonWin' for further copyright infarmation.

>»>>» Results for testingcredit

LEARNERS ACCURACY BRETIR SCORE

mForeat: D.845 D.21

[}

naive bayes:
ENH: 0.
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1 Wom
I
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3Rk
L
by

tm mom

IScript'C:\Py‘thonE?\Scripﬂ.p}r' returned exit cade (T ~ oooos oo

Figure 6.7: Results of our script on “testingcredit file

6.3.3. Results
For evaluating the results of performance comparisd the individual learners and the
combined learner, we used F-Measure as used in WiBKohevious chapter. Also we used two
additional measures: accuracy and Brier score. e falready discussed Accuracy and F-
Measure in Chapter 4.
Accuracy = tp +1tn

tp + fp + tn + fn

Precision(P) = tp
tp +1fp
RecallR) = tp
tp + fn
F-Measure =2*P *R
P+R

tp (true positives), fp (false positives), tn (true negatives) and fn (fal se negatives).
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Brier Score: It is a score function that is used to measure gbeuracy of probabilistic
predictions. It is used in situations where thedjmtions assign probabilities to a set of
outcomes. The outcomes can be binary or categarncakture. This evaluation measure is
proposed by Glenn W. Brier in 1950. It measures rtftean squared difference between the
predicted probability assigned to the possible @uies and the actual outcome. Therefore, lower
the Brier score, the better the predictions. T&bleshows the comparison of the learners on the

basis of accuracy, brier score, and F-Measure.

Table 6.1: Comparison of learners

LEARNERS ACCURACY BRIER SCORE F-MEASURE
RandomForest 0.845 0.217 0.861
NaiveBayes 0.864 0.236 0.881
kNN 0.831 0.247 0.848
Combinedlearner 0.870 0.219 0.885
ACCURACY
0.88
0.87
0.86
0.85
0.83
0.82
0.81 . ; - ; B ACCURACY
((o@f)\' Q;b*@% @é ,bé\é
bo& 'é§® Q/b\g’
Q@Q N @0
(,O

Figure 6.8: Comparison on the basis of Classificain Accuracy
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F-MEASURE

0.89
0.88
0.87
0.86
0.85
0.84
0.83
0.82 . .

W F-MEASURE

Figure 6.9: Comparison on the basis of F-Measure

Figure 6.8 shows the graphical comparison of varimarners on the basis of classification
accuracy. It clearly shows that the combined leah@es the highest classification accuracy (i.e.
0.870) among all learners. Figure 6.9 shows thphycal comparison of various learners on the
basis of F-Measure. It shows that the combinedhéranas the highest F-Measure (i.e. 0.885). It
has highest F-Measure than MultilayerPerceptro84@). that was the highest in the evaluation
of machine learning algorithms through WEKA in firevious chapter. Therefore, the combined
learner outperforms all the learners for our problef the classification of the credit dataset.
Table 6.1 shows that the lowest value (best) faerB8core is shown by RandomForest (0.217)

and the next lowest by our combined approach (9.219

6.4. Feature Space Design

As discussed in Subsection 3.1.3 of Chapter 3, pegprocessing [Zhangt al, 2002] is an
important task of machine learning. Initially thata collected is not directly suitable for training
and therefore requires some processing beforenitbeaused for example it may have missing
feature values or noise. A number of pre-processmgghods have been developed and the
decision of deciding which one to use varies adogrdo the situations. If the collected data
contains some missing features then a method fodlimg missing data [Batista & Monard,
2003] is used. Similarly, there are methods foed&tg and handling noise [Hodge & Austin,

2004]. Some of the problems with the collected reatld data are: data can be incomplete i.e.
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some attribute values may be missing, or it max le@rtain important attributes, or it may

consist of only aggregate data; there can be pceseh noise i.e. it may contain errors or
outliers; the data may be inconsistent i.e. comgirvariations in codes or names. Data
preprocessing is performed in order to preparedda for input into machine learning and

mining processes. This involves transforming theadar improving its quality and hence the

performance of the machine learning algorithmshsag predictive accuracy and reducing the
learning time. Once the data preprocessing is cetmpVe get a final training set. A well-known

algorithm has been presented for each step ofpilatprocessing [Kotsiantet al,, 2006].

There are a number of tasks that are carried owtata preprocessing. These are cleaning,
normalization, integration, transformation, redaoti feature extraction and selection. Data
cleaning involves filling the missing values, snong the noisy data, identifying or removing
outliers, and resolving inconsistencies. Data irgggn consists of using multiple databases, data
cubes, or files and data transformation involvesnadization and aggregation. Data reduction
means reducing the volume of the data but produdireg same analytical results. Data
discretization is part of data reduction which neegplacing numerical attributes with nominal
ones. Feature extraction and selection are tastesatifre space design. Restructuring the feature
space or feature space design is very importanthasdresulted in a lot of research by the
machine learning communities. Researchers haveapma several techniques and methods to
deal with this problem.

As we have shown before, for our machine learnasks, data is represented as a table of
examples or instances. It is called the datasetryEwnstance in the dataset has a fixed number of
attributes, or features, along with a label thatales its class. The features of a dataset contain
the information about the problem that we are adgalith and help in the classification process.
Usually we believe that if the number of featurestbributes is increased in the dataset, it will
increase the efficiency of classification. Howeusy,increasing the features there are chances of
degradation of the classifier performance [Bisht95]. Usually in many real-world problems,
there are a large number of features in the dataseft of which are irrelevant or redundant.
Therefore, an important task in machine learnindeisiding and choosing which of the features
are relevant and which are irrelevant. Before asifeer can move beyond the training data to

make predictions about novel test cases, it mustdevhich features to use in these predictions
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and which to ignore. Therefore it is necessaryind subsets of the feature population that are
relevant to the target class and worthy of focuaedlysis [Blum and Langley, 1997]. This
process in which some of the features of the ingisiet are selected and used for classification is

called feature selection.

6.4.1. Feature Selection

The most important purpose of feature selectiorioigmake a classifier more efficient by
decreasing the size of the dataset. This is negeksathe classifiers that are costly to train.e.g
NaiveBayes. The processing time and the cost otlsification systems are increased while
their accuracy is decreased if irrelevant and autit features are used in the datasets used for
classification. Therefore, it is very important develop the techniques for selecting smaller
feature subsets. However, we have to make surethbaubset which is selected is not so small
that the accuracy rates are reduced and the réacitsinderstandability. So it is very important
that techniques must be developed that help to &ndoptimal subset of features from the
superset of original features [Witten and FrankD®0 There are two ways in which feature
selection can be carried out. These are the fiter wrapper approach [Liu and Motoda, 1998].
The filter approach selects a subset of the festilva preserves as much as possible the relevant
information found in the entire set of features fl&wi and John, 1997; Freitas, 2002]. Some of
the methods that implement filter approach are udised here. The FOCUS algorithm
[Almuallim and Dietterich, 1991] has been desigried noise-free Boolean domains and it
follows the MIN-FEATURES bias. It examines all feat subsets and selects the minimal subset
of features that is sufficient to predict the cleamgets for all records in the training set. Arasth
feature selection method that has been developealled Relief [Kira and Rendell, 1992]. It is
an instance-based feature selection method. Reliefan extended version of Relief that has
been developed for multi-class datasets wheredsfRes designed for two-class problems. In
this method an instance is randomly sampled froenddita and its nearest neighbor is located
from the same and opposite class. The samplechresta compared to the values of the features
of the nearest neighbors and relevance scoresafir feature are updated. The process is then
carried out repeatedly for many instances. The na®a is that an attribute should be able to
differentiate between instances from different st@sand should have the same value for
instances from the same class. Information gain gaith ratio [Quinlan, 1993] are good

examples of measuring the relevance of featuresdémision tree induction. They use the

119



6 COMBINED MACHINE LEARNING AND FEATURE DESIGN

entropy measure to rank the features based omfbemation gained; the higher the gain the
better the feature. Moore and Lee [Moore and L&94] proposed another model using an
instance-based algorithm, called RACE, as the itolncengine, and leave-one-out cross-
validation (LOOCYV) as the subset evaluation funtti®earching for feature subsets is done
using backward and forward hill-climbing techniquéshn et al. [Johet al, 1994] proposed a

similar method and applied it to ID3 and C4.5 oal morld domains. Langley et al. [Langley

and Sage, 1994] also used LOOCYV in a nearest-neigiigorithm. Caruana et al. [Caruana and
Freitag, 1994] test the forward and backward stepwnethods on the Calendar Apprentice
domain, using the wrapper model and a variant &f @B the induction engine. Wrapper models
are usually slower than filter models in the sathse¢ inductive learning is carried out more than

once.

6.4.2. Basic Steps in Feature Selection
This section discusses the steps that we follomedeiecting the subset of features in our
problem. We applied our combined technique on tioblpm dataset. In Section 6.3 we already
evaluated its efficiency. Now we use this methodcambination with the feature selection
technique. We apply a filter approach on our mettiad results in a different (filtered) dataset
and evaluate the results. The steps that we fotlcave:
% Initialize the learner.
learner = Learner()
% Load the dataset in D,
D = orange.Exampletable(“trainingcredit”)
This loads the dataset that we have used i.e.itQaset in D.
+»+ For creating the classifiers by training the leamethe dataset,
Classifier = learner(D)
« Compute the relevance (R) of the features/attrdutehis is done by applying the
attribute measure method on the dataset (i.e. agite(D)).
< Set some margin, say m, and remove all those fesaitributes for which R < m, i.e.
whose relevance is below the selected margin. iEhitone by applying a filter method
on the dataset. Only the attributes having R >enuaed for classification.

+ Finally, use the learner on both the datasets angpare the accuracy.
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6.4.3. Experiment and Results

Again for implementing the above procedure we Wgthion programming and Python machine
learning tool. We carried out the experiment ongame problem and dataset i.e. Credit dataset.
Again we use our “testingcredit” file like in preus experiment. Figure 6.10 shows the results
of feature subset selection method on “testing€rdite taking margin 0.010. First it shows the
list of all attributes (i.e. 15) in our datasetragowith the computed relevance. Then it displays
the list of attributes after feature selection s It displays a reduced list of attributes (iB.

Out of 15 attributes only 11 attributes of our detaare relevant and the remaining 4 are
discarded because their relevance is less thaspihgfied margin (0.010). Finally, it shows the
accuracy and the F-Measure of the learners ondteselt after the process of feature selection.
Table 6.2 shows the comparison of the performantéke learners based on accuracy and F-
Measure with and without feature selection for nmrai@010. The table shows that for all the
learners the accuracy and F-Measure either inseasseemains same after feature selection.
This shows that in our problem only 11 attributee a@anough for performing efficiently.
Remaining 4 attributes are irrelevant as long éisiefcy is concerned. However, we have to
take proper care in selecting the margin becawsedtected subset should not be so small that it
reduces the accuracy rates and the understanditige oEsults. So we need to find an optimal

subset of features from the superset of origiratiuies.
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%‘Pythoan-[[nlera(ﬁ&é dow] J J
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feature subset selection (15 attributes):

Script 'CA\Python2M\Scriptl1py' returned exit code 0 100043 1047

Figure 6.10: Results of feature subset selection 6testingcredit” with margin 0.010

Table 6.2: Before and after feature selection compigon of learners with margin 0.010

Accuracy Accuracy F-Measure F-Measure
Learners Before feature After feature Before feature After feature
selection selection selection selection
RandomForest 0.845 0.852 0.861 0.867
NaiveBayes 0.864 0.864 0.881 0.880
KNN 0.831 0.825 0.848 0.845
CombinedLearnef 0.870 0.868 0.885 0.879

Figure 6.11 shows the results of feature subsetseh taking margin 0.020. Table 6.3 shows
the comparison of the performances of the learbhasged on accuracy and F-Measure with and

without feature selection for margin 0.020. It sisaavdecrease in the accuracy and F-Measure of
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all the learners. After subset selection, only @iltaites are chosen for classification and
remaining attributes are ignored as there releva&elow the margin. But this decreases the
overall accuracy of the learners. Hence, for owbf@m the optimal subset of features is
obtained by keeping margin equal to 0.010, whialnesponds to 11 out of 15 attributes.

B e e e - -
tF\‘E Edit View Tools Window Help - | &%

DEEE B4 2 v tBRRE R T

PythonWin 2.7.2 (default, Jun 12 2011, 15:08:59) [MSC v.1500 32 bit (Inte)] on win32.

Portions Copyright 1994-2008 Mark Hammond - see 'Help/About PythonWin' for further copyright information.
>>> Results for testingcredit

Before fe

ature subset selection (15 attributes):

Script 'C:\Python27ScriptL.py' returned exit code 0 100034 001

Figure 6.11: Results of feature subset selection étestingcredit” with margin 0.020

In Table 6.4 we have shown the comparison of learae the basis of their F-Measures without
feature selection and with feature selection at tWfterent margins. It is clear that feature
selection is important but only as long as it does decrease the efficiency of the learners by
discarding too many attributes on the basis ofr tredeévance. At margin 0.010, learners perform
better than without any margin. They show increasesimilar efficiency depicting the fact that
rest of the attributes were irrelevant. However,nargin 0.020, learners show decrease in
performance indicating that too many attributeskai@ag discarded and hence the chosen subset
IS not an optimal subset.
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Table 6.3: Before and after feature selection compaon of learners with margin 0.020

Accuracy Accuracy F-Measure F-Measure
Learners Before feature After feature Before feature After feature
selection selection selection selection
RandomForest 0.845 0.838 0.861 0.854
NaiveBayes 0.864 0.858 0.881 0.874
KNN 0.831 0.831 0.848 0.843
CombinedLearne} 0.870 0.852 0.885 0.869
Table 6.4: Comparing F-Measure at different margins
F-Measure F-Measure F-Measure
Learners Before feature After feature After feature
selection selection (margin selection (margin
0.010) 0.020)
RandomForest 0.861 0.867 0.854
NaiveBayes 0.881 0.880 0.874
kNN 0.848 0.845 0.843
CombinedLearner 0.885 0.879 0.869
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7.1. Conclusions

These days, machine learning techniques are beaihgywsed to solve real-world problems by
storing, manipulating, extracting and retrievingad&rom large sources. Supervised machine
learning techniques have been widely adopted how#wese techniques prove to be very
expensive when the systems are implemented over mgitge of data. This is due to the fact that
significant amount of effort and cost is involvedchuse of obtaining large labeled data sets.
Thus active learning provides a way to reduce dbeling costs by labeling only the most useful

instances for learning.

Chapter 2 discusses current developments and apphs in NLP and literature survey of
various machine learning techniques. We identitieel different circumstances in which the
learner may ask queries and different queryingesgias. Chapter 3 discusses the basic concepts
of supervised learning, active learning and leaynior complex models. We presented an
example of learning pipeline models. We concludeat tnachine learning strategies that take
into consideration the informativeness or the ratee of instances can perform better with
fewer labeled examples as compared to other legrapproaches. Chapter 4 examines a
pipelined approach for information extraction wisspect to active machine learning. Machine
learning problems solved using a pipeline modelwstetter results. Chapter 5 presents an
evaluation of state-of-the-art machine learningpatgms on the basis of efficiency, for the task
of classification. Chapter 6 presents a combingaageh for the design of a learner that aims at
increasing the efficiency of the learning tasks.cMae learning algorithms perform more
efficiently for a classification task when they arembined together. For the prediction of the
correct output class, combined learner selectcllies to which highest probability has been
assigned among all the learners. Further we coadluat feature selection is important but only
as long as it does not decrease the efficienchiefdaarners by discarding too many attributes on

the basis of their relevance.

7.2. Future Work

The combined approach that we presented in thi& Wwas some limitations. Although we have
used it on state-of-the-art machine learning athors, however, we have evaluated its results on

only classification tasks. It can be extended toused for other important problems e.g.
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regression and clustering. Moreover, we theordyicilowed how active learning can be applied
to part-of-speech tagging and included into theejme. In future we intend to show its empirical
implementation and performance evaluation usingpouarevaluation metrics. In field of active
learning future work involves combining active leiaig with a subfield of machine learning
called transfer learning [Torrey and Shavlik, 2008]s applicable in situations when we have a
training set available for one problem but not fmmother similar problem. It involves

transferring knowledge from one domain to anotbespeed up learning.
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