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Preface

The work presented in this thesis was carried out at the Solid-State Research

Laboratory, Department of Physics, University of Kashmir, Srinagar. Due

to the large applicability of rare earth molybdate crystal, it was thought

with an aim of this thesis to investigate how to grow and also to characterize

some of the rare earth molybdate crystals for scientific investigations by a

very simple and inexpensive technique, known as gel technique.

The thesis is divided into seven chapters. First chapter gives an intro-

duction to crystals and a brief overview of crystallization processes. These

include classical theory of nucleation and many growth theories. Chapter

two describes the different techniques of growing crystals, the main emphasis

has been put on gel diffusion method.

Chapter three consists of experimental techniques used for the characteri-

zation of samples, such as scanning electron microscopy (SEM), powder X-ray

diffraction (XRD), Energy-Dispersive Analysis of X-rays (EDAX), Thermal

methods (TGA, DTA) etc.

Chapter four describes the literature survey. The chapter is divided into

three parts, the first part gives a brief review of general rare earth compounds,

the second part gives an overview of applications and growth process of rare

earth molybdate and the third part gives an overview of spherulites, their

morphology, characters etc.

Chapters five and six discuss the growth and characterization of the

holmium molybdate crystals and gadolnium molybdate crystals respectively.

Chapter seven gives summary and future scope of the present work. Refer-

ences to the literature are mentioned at the end of each chapter.

6



Abstract

Holmium molybdate and gadolnium molybdate crystal were grown via a very

simple and inexpensive gel diffusion technique. The effect of various factors

such as gel age, growth period, temperature, gel pH, concentration of lower

reactant and concentration of upper reactant on the crystallization process

were investigated.

As-grown samples were characterized by polarizing optical microscope,

scanning electron microscopy (SEM), powder X-ray diffraction (XRD), Energy-

Dispersive Analysis of X-rays (EDAX), Thermal methods (TGA, DTA).

The powder X-ray diffraction (pxrd) results revealed these samples are of

crystalline nature and the EDAX results provided their elemental composi-

tion. The pxrd studies revealed that the structure of both the laboratory-

grown holmium molybdate and gadolnium molybdate crystals is triclinic be-

longing to the space group of P1 with a = 7.80 Å, b = 9.01 Å, c = 13.54 Å,

α = 76.390, β = 131.380 and γ = 76.730; a = 7.1560 Å, b = 10.1980 Å, c

= 10.1740 Å, α = 48.1400, β = 58.2200 and γ = 44.8400 as cell parameters

respectively.

The optical images showed them to be of spherulitic form and the SEM

results revealed them to be composed of nano-crystallites. Holmium molyb-

date spherulites grown at room temperature are composed of nano-plates and

those grown at a temperature of 45 ◦C are composed of nano-rods. Gadol-

nium molybdate spherulites were grown only at 45 ◦C and were also composed

of nano-rods. The thermal analysis curves provided their thermal decompo-

sition behaviour and revealed that the holmium molybdate and gadolnium

molybdate crystals shows an isomorphic phase transion at 520 ◦C.
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Chapter 1

Crystallization-Nucleation and

Growth Kinetics: An Overview

1.1 Introduction to Crystals

People have been always surprised by the external shape or morphology of

crystals. Crystals have fascinated human civilization for thousands of years

and have attracted their intention owing to their beauty and rarity. Man

practiced crystal growth and or crystallization processes as early as 1500 BC

in the form of salt and sugar crystallization. Thus, crystal growth can be

treated as an ancient scientific activity. However, the scientific approach to

the field of crystal growth started in 1611 when Kepler correlated crystal

morphology and structure, followed by Nicolous Steno, who explained the

origin of a variety of external forms. Since then crystal growth has evolved

steadily to attain its present status. Crystals are now the unacknowledged

pillars of modern technology. The growth of crystals is both scientifically and

technologically important, and the applications of such crystals today range
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from electronics to thermal management to synthetic gemstones. Without

crystals, there would be no electronic industry, no photonic industry, no fiber

optic communications, which depend on materials/crystals such as semicon-

ductors, superconductors, polarizers, transducers, radiation detectors, ultra-

sonic amplifiers, ferrites, magnetic garnets, solid state lasers, non-linear op-

tics, piezo-electric, electro-optic, acousto-optic, photosensitive, refractory of

different grades, crystalline films for microelectronics and computer indus-

tries. The current impetus in crystal growth started in the past few decades.

It has greatly attracted the attention of researchers, particularly in view of

the increasing demand of materials for technological applications (Brice 1986,

Nalwa and Miyata 1997). The operating abilities of a large part of modern

technological hardware (electronic and optic devices, control and operating

systems, watches, etc.) is based on active and/or passive crystalline core

pieces. For various applications the crystalline state is required to be poly-

crystalline (ceramics), multigrained (solar cells), crystalline designed (thin

film sequences) or single crystalline (semiconductor and NLO devices, CaF2

lenses, prisms, etc.). The dimension of the crystallites and crystals covers

a wide range from nanometer (nanocrystallites) and micrometer (ceramics,

thin-film arrangements) up to millimeter and centimeter scales (electronics,

optics), in special cases up to meter scale (silicon single crystals, natural ice

and quartz crystals).

Crystal growth is a highly interdisciplinary subject covering number of

subjects such as physics, chemistry, material science, chemical engineering,

metallurgy, crystallography, mineralogy, etc. The significance of the beauty

and rarity of crystals is now well knitted with their symmetry, molecular
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structure, and purity, and the physiochemical environment of their forma-

tion. These characteristics endow crystals with unique physical and chemical

properties, which have transformed electronic industries for the benefit of

human society. Prior to commercial growth or production of crystals, man

depended only on the availability of natural crystals for both jewelery and

devices. Today the list of uses of artificially grown crystals is growing ex-

ponentially for a variety of applications, such as electronics, electrooptics,

crystal bubble memories, spintronics, magnetic devices, optics, nonlinear de-

vices, oscillators, polarizers, transducers, radiation detectors, lasers, etc. Be-

sides inorganic crystal growth, the world of organic, semiorganic, biological

crystal growth is expanding greatly to make crystal growth activity more

cost-effective. Today, the quality, purity, and defect-free nature of crystals is

a prerequisite for their technological application.

Crystal growth is basically a process of arranging the units of a substance

(atoms, ions, molecules or molecular assemblies) into a regular three dimen-

sional periodic arrays. However, this perfect regularity has been never found

in real crystals. This is because of the presence of different kinds of local

disorder and long-range imperfections such as dislocations. So crystals are

often polycrystalline in nature. Crystal growth techniques and characteri-

zation tools have advanced greatly in recent years. This has facilitated the

growth and characterization of a large variety of technologically important

crystals. Crystal growth can be treated as an important branch of materi-

als science leading to the formation of technologically important materials

of different sizes. Hence, it covers crystals from bulk to small and even to

fine, ultrafine, and nanoscale sizes. In this respect, crystal growth has a close
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relationship with crystal engineering, and also polyscale crystal growth is

relevant. This concept becomes even more relevant with progress achieved

in nanotechnology, where in the size effect explains changes in the physical

properties of crystalline materials with size.

1.2 The Process of Crystallization

Crystallization is the (natural or artificial) process of formation of solid crys-

tals by mass transfer of a solute from a liquid solution, melt or more rarely

directly from a gas to a pure solid crystalline phase. Crystallization is an as-

pect of precipitation, obtained through a variation of the solubility conditions

of the solute in the solvent, as compared to precipitation due to chemical re-

action. The process of crystallization occurs in two steps, nucleation and

crystal growth. For crystallization to occur from a solution it must be super-

saturated which is the driving force for both the nucleation and growth [1-2].

This means that the solution has to contain more solute entities (molecules or

ions) dissolved than it would contain under the equilibrium (saturated solu-

tion). This can be achieved by various methods, with (1) solution cooling, (2)

addition of a second solvent to reduce the solubility of the solute (technique

known as antisolvent or drown-out), (3) chemical reaction and (4) change

in pH being the most common methods used in industrial practice. Other

methods, such as solvent evaporation, can also be used. Figure 1.1 shows a

typical (super)solubility diagram.

The diagram can be described in terms of three distinct zones:

1. The stable zone of an undersaturated solution where no nucleation or

crystal growth is possible. Existing crystals will simply dissolve.
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Figure 1.1: Typical solubility/super-solubility plot.

2. The supersaturated metastable zone where growth may occur but spon-

taneous nucleation does not.

3. The labile supersaturated zone of spontaneous and rapid nucleation.

1.3 Nucleation

Nucleation is the step where the solute molecules dispersed in the solvent

start to gather into clusters, on the nanometer scale (elevating solute con-

centration in a small region), that become stable under the current operating

conditions. These stable clusters constitute the nuclei. However, when the

clusters are not stable, they redissolve. Therefore, the clusters need to reach

a critical size (rc ) in order to become stable nuclei [3-4] as shown in figure

1.2. Such critical size is dictated by the operating conditions (temperature,

supersaturation, etc.). It is at the stage of nucleation that the atoms arrange

in a defined and periodic manner that defines the crystal structure. Nucle-
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Figure 1.2: The process of nucleation.

ation is the extremely localized budding of a distinct thermodynamic phase.

It is the initiation of a phase change in a small region. It is a consequence of

rapid local fluctuations on a molecular scale in a homogeneous phase that is

in a state of metastable equilibrium. Nucleation may occur at a seed crystal,

but in the absence of seed crystals usually occurs at some particle of dust

or at some imperfection in the surrounding vessel. Crystals grow by the or-

dered deposition of material from the fluid or solution state to a surface of

the crystal. Total nucleation is the sum effect of two categories of nucleation

primary and secondary as shown in figure 1.3.

Figure 1.3: Structure of total nucleation process.
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1.3.1 Primary Nucleation

Primary nucleation is the initial formation of a crystal where there are no

other crystals present or where, if there are crystals present in the system,

they do not have any influence on the process. This can occur in two con-

ditions. The first is homogeneous nucleation, which is nucleation that is not

influenced in any way by solids. These solids include the walls of the crys-

tallizer vessel and particles of any foreign substance. The second category,

then, is heterogeneous nucleation. This occurs when solid particles of foreign

substances cause an increase in the rate of nucleation that would otherwise

not be seen without the existence of these foreign particles. Homogeneous

nucleation rarely occurs in practice due to the high energy necessary to begin

nucleation without a solid surface to catalyse the nucleation.

Generally, heterogeneous nucleation takes place more quickly since the

foreign particles act as a scaffold for the crystal to grow on, thus eliminat-

ing the necessity of creating a new surface and the incipient surface energy

requirements. Heterogeneous nucleation can take place by several methods.

Some of the most typical are small inclusions, or cuts, in the container the

crystal is being grown on. This includes scratches on the sides and bot-

tom of glassware. A common practice in crystal growing is to add a foreign

substance, such as a string or a rock, to the solution, thereby providing nu-

cleation sites for facilitating crystal growth and reducing the time to fully

crystallize. The number of nucleating sites can also be controlled in this

manner. If a brand-new piece of glassware or a plastic container is used,

crystals may not form because the container surface is too smooth to allow

heterogeneous nucleation. On the other hand, a badly scratched container
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will result in many lines of small crystals. To achieve a moderate number of

medium sized crystals, a container which has a few scratches works best.

1.3.2 Secondary Nucleation

A supersaturated solution nucleates much more readily, i.e. at a lower su-

persaturation, when crystals of the solute are already present or deliberately

added (known as seeding). While in primary nucleation crystals can grow but

cannot spontaneously nucleate in the metastable zone, so the term secondary

nucleation is used for this particular pattern of behavior to distinguish it from

so called primary nucleation (no crystals initially present). Secondary nucle-

ation is the formation of nuclei attributable to the influence of the existing

microscopic crystals in the magma. Secondary nucleation is widely used in

industrial processes [6-9].

Strickland-Constable (1968) described several possible mechanisms of sec-

ondary nucleation, such as initial breeding (crystalline dust swept off a newly

introduced seed crystal), needle breeding (the detachment of weak out-growths),

polycrystalline breeding (the fragmentation of a weak polycrystalline mass)

and collision breeding (a complex process resulting from the interaction of

crystals with one another or with parts of the crystallization vessel). Conact

nucleation has been found to be the most effective and common method for

nucleation. The benefits include the following:

• Low kinetic order and rate-proportional to supersaturation, allowing

easy control without unstable operation.

• Occurs at low supersaturation, where growth rate is optimum for good

quality.
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• Low necessary energy at which crystals strike avoids the breaking of

existing crystals into new crystals.

• The quantitative fundamentals have already been isolated and are being

incorporated into practice.

1.4 Classical Theory of Nucleation

The classical theory of nucleation, stemming from the work of Gibbs (1948),

Volmer (1939), Becker and Doring (1935) and others, is based on the con-

densation of a vapour to a liquid, and this treatment may be extended to

crystallization from melts and solutions. The free energy changes associated

with the process of homogeneous nucleation may be considered as follows.

The overall excess free energy, ∆G, between a small solid particle of solute

(assumed here, for simplicity, to be a sphere of radius r) and the solute in

solution is equal to the sum of the surface excess free energy, ∆GS, i.e.

the excess free energy between the surface of the particle and the bulk of

the particle, and the volume excess free energy, ∆GV , i.e. the excess free

energy between a very large particle (r = ∞) and the solute in solution.

∆GS is a positive quantity, the magnitude of which is proportional to r2. In

a supersaturated solution ∆GV is a negative quantity proportional to r3 .

Thus

∆G = ∆GS +∆GV

= 4πr2σ +
4

3
πr3∆Gv (1.1)

where ∆Gv is the free energy change of the transformation per unit volume

and is the interfacial tension, i.e., between the developing crystalline surface
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and the supersaturated solution in which it is located. The term surface

energy is often used as an alternative to interfacial tension, but the latter

term will be used throughout here for consistency.

For rapid crystallization (∆G < 0) the first term in equation (1.1) ex-

presses the formation of the new surface, and the second term expresses the

difference in chemical potential between the crystalline phase (µ) and the

surrounding mother liquor (µ0). The two terms are of opposite sign and de-

pend differently on r, so the free energy of formation, ∆G, passes through

a maximum (see Figure 1.4). This maximum value of the free energy, ∆G∗,

corresponds to the critical nucleus of radius, r*, which is obtained by maxi-

mizing equation 1.1, setting d∆G/dr = 0, that is

d∆G

dr
= 8πrσ + 4πr2∆Gv = 0 (1.2)

Figure 1.4: Free energy diagram for nucleation explaining the existence of a critical

nucleus.

Hence, the radius of the critical nucleus is expressed as

r∗ =
−2σ

∆Gv

(1.3)

25



where ∆Gv is a negative quantity. From equations (1.1) and (1.3), the critical

free-energy barrier is given by

∆G∗ =
16πσ3

3(∆Gv)2
=

4πσr∗2

3
(1.4)

The behaviour of a newly created crystalline lattice structure in a super-

saturated solution depends on its size; it can either grow or redissolve, but

the process which it undergoes should result in the decrease in the free energy

of the particle. The critical size r* , therefore, represents the minimum size

of a stable nucleus. Particles smaller than r* will dissolve, or evaporate if the

particle is a liquid in a supersaturated vapour, because only in this way can

the particle achieve a reduction in its free energy. Similarly, particles larger

than r* will continue to grow. Although it can be seen from the free energy

diagram why a particle of size greater than the critical size is stable, it does

not explain the amount of energy, ∆G∗, necessary to form a stable nucleus is

produced. This may be explained as follows. The energy of a fluid system at

constant temperature and pressure is constant, but this does not mean that

the energy level is the same in all parts of the fluid. There will be fluctuations

in the energy about the constant mean value, i.e. there will be a statistical

distribution of energy, or molecular velocity, in the molecules constituting

the system, and in those supersaturated regions where the energy level rises

temporarily to a high value nucleation will be favoured.

The number of molecules in the critical nucleus is given as follows:

I =
4

3
πσr∗3 (1.5)

The crucial parameter between a growing crystal and the surrounding mother

liquor is the interfacial tension (σ). This complex parameter can be deter-

mined by conducting nucleation experiments.
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1.5 Crystal Growth

Once an ordered structure is formed by nucleation, the growth units (atoms,

ions or molecules) can diffuse from the surrounding supersaturated solution

to the surface of the nuclei and incorporate into the lattice resulting in crys-

tal growth [10]. So crystal growth is the development of the stable three-

dimensional nuclei into crystals with well-developed faces. The formation

of three-dimensional nuclei is usually discussed in terms of reduction in the

Gibbs free energy of the system. At a given supersaturation and tempera-

ture, there is a critical value of the free energy at which three-dimensional

nuclei of a critical radius are formed. Only those nuclei that are greater than

the critically sized nucleus are capable of growing into crystals of visible size

by the attachment of growth species (i.e. molecules, atoms, or ions) at ener-

getically favorable growth sites. The surfaces of growing crystals may be flat

(F), stepped (S), or kinked (K), as shown for a simple cubic crystal in figure

1.5 which is referred as Kossel crystal [11].

Figure 1.5: Incorporation of crystal forming elements on the surface of a growing

crystal.

27



As indicated, adsorption of the growth units (depicted as a cube) on the

surface structure of a growing crystal may occur at three possible sites:

1. Ledge sites (incorporation at a flat surface (terrace) having only one

site of intermolecular interaction available),

2. Step sites (incorporation at a surface having two sites of intermolecular

interactions available), or

3. Kink sites (three possible sites of intermolecular interactions).

Incorporation at a kink site will be the most energetically favorable because

of higher coordination number. Furthermore, since incorporation at a kink

site will provide a new kink site, the kink site is thus a repeatable step in the

formation of the crystal.

1.6 Theories of Crystal Growth

Once stable nuclei, i.e. particles larger than the critical size (section 1.5),

have been formed in a supersaturated or supercooled system, they begin

to grow into crystals of visible size. Crystal growth has for long been in the

centre of the interest of scientists, but are still not well understood up to now.

Several theories to explain crystal growth have been proposed from time to

time, involving the mechanism and the rate of growth of crystals. But none

has succeeded to be generalized for the growth mechanism. This is due to the

fact that many varieties of mechanisms needs to be considered before growth

units, from the solution, reach and incorporated in to the crystal surface.

The important crystal growth theories are the surface energy theory, dif-

fusion theory, adsorption layer theory, and screw dislocation theory. Gibbs

28



proposed the first theory of crystal growth, in which he assumed growth of

crystals to be analogous to the growth of a water droplet from mist. Later

Kossel and others explained the role of step and kink sites on the growth

surface in promoting the growth process [12].

According to Garside there are three main ways to express the growth

rate of a crystals or population of crystals:

1. Face growth rate, Vhkl. This is the rate of advance of the crystallo-

graphic face, measured perpendicular to the face. It means the individual

crystal face needs to be observed and measured. The illustration of these

theories can be taken from Burton, Cabrera, Frank (BCF model), or birth

and spread (BS) model, purposed by OHara and Reid.

2. Overall mass growth rate, best expressed as the total mass flux to the

crystal surface, RG. This is the growth rate over the whole crystal.

RG =
1

AC

.
dMC

dt
(1.6)

If the face growth rates, Vhkl, and areas Ahkl of all the faces on a crystal are

known, RG can be related to the different values of Vhkl by the expression:

RG =
ρC
AC

∑
V ∗
hklAhkl (1.7)

The overall mass growth rate is mainly used for calculations in batch systems.

3. Overall linear growth rate, which is defined as the time rate of change

of a characteristic dimension, L, of the crystal.

G =
dL

dt
(1.8)

The overall linear growth rate is widely used in population balance theory

for calculating continuous and batch crystallizers.
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1.6.1 Surface Energy Theory

The surface energy theory is based on the thermodynamic treatment of equi-

librium states put forward by Gibbs [13]. He pointed out that the total free

energy of a crystal in equilibrium with its surroundings at constant tempera-

ture and pressure would be a minimum for a given volume. If the volume free

energy per unit volume is assumed to be constant throughout the crystal,

then
n∑
1

aigi = minimum (1.9)

where ai is the area of the ith face of a crystal bounded by n faces, and gi

the surface free energy per unit area of the ith face. Therefore, if a crystal

is allowed to grow in a supersaturated medium, it should develop into an

‘equilibrium’ shape, i.e. the development of the various faces should be in

such a manner as to ensure that the whole crystal has a minimum total

surface free energy for a given volume.

He compared the growth of crystals with the formation of water droplets

in mist. Of course, a liquid droplet is very different from a crystalline parti-

cle; in the former the constituent atoms or molecules are randomly dispersed,

whereas in the latter they are regularly located in a lattice structure. Gibbs

was fully aware of the limitations of his simple analogy, but Many researchers

later applied this idea and found it useful. Curie [14] worked out the shapes

and morphologies of crystals in equilibrium with solution or vapor and found

it a useful starting point for an attempt to evolve a general theory of crystal

growth. Later, Wulff [15] deduced expressions for the growth rate at differ-

ent faces and the surface free energies. According to him, the crystal faces

would grow at rates proportional to their respective surface energies. Marc
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and Ritzel [16] considered the effect of surface tension and solution pressure

(solubility) on the growth rate. In their opinion, different faces have differ-

ent values of solubility. When the difference in solubility is small, growth is

mainly under the influence of surface energy, and the change in the surface of

one form takes place at the expense of the other. Bravais [17] proposed that

the velocities of growth of the different faces of a crystal depend inversely on

the reticular or lattice density of the respective lattice plane, so that faces

having low reticular densities would grow rapidly and eventually disappear.

In other words, high index faces grow faster than low.

Figure 1.6(a) shows the ideal case of a crystal that maintains its geometric

pattern as it grows. Such a crystal is called ‘invariant’. The three equal A

faces grow at an equal rate; the smaller B faces grow faster; while the smallest

face C grows fastest of all. A similar, but reverse, behaviour may be observed

when a crystal of this type dissolves in a solvent; the C face dissolves at a

faster rate than the other faces, but the sharp outlines of the crystal are soon

lost once dissolution commences.

Figure 1.6: Velocities of crystal growth faces: (a) invariant crystal; (b) overlap-

ping.
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In practice, a crystal does not always maintain geometric similarity during

growth; the smaller, faster-growing faces are often eliminated, and this mode

of crystal growth is known as overlapping. Figure 1.6(b) shows the various

stages of growth of such a crystal. The smaller B faces, which grow much

faster than the A faces, gradually disappear from the pattern.

So far there is no general acceptance of the surface energy theories of

crystal growth, since there is little quantitative evidence to support them.

These theories, however, still continue to attract attention, but their main

defect is their failure to explain the well-known effects of supersaturation and

solution movement on the crystal growth rate.

1.6.2 Diffusion Theory

The diffusion theory proposed by Noyes and Whitney [18] in 1897. They

developed the theory on the basis of following assumptions:

1. The deposition of solid on the face of a growing crystal was essentially

a diffusional process;

2. Crystal growth is the reverse process of dissolution and that the rates

of both processes were governed by the difference between concentration at

the solid surface and in the bulk of the solution.

An equation for crystallization was proposed in the form

dm

dt
= KmA(C − C0) (1.10)

where m = mass of solid deposited in time t; A = surface area of the crystal;

C = solute concentration in the solution (supersaturated); C0 = equilibrium

saturation concentration; and km = coefficient of mass transfer.
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On the assumption that there would be a thin stagnant film of liquid

adjacent to the growing crystal face, through which molecules of the solute

would have to diffuse, Nernst in 1904 [19] modified equation 1.10 to the form

dm

dt
=

D

δ
A(C − C0) (1.11)

where D = coefficient of diffusion of the solute, and δ = length of the diffusion

path.

The δ thickness of the stagnant film would obviously depend on the rel-

ative solid-liquid velocity, i.e. on the degree of agitation of the system. Film

thicknesses up to 150 mm have been measured on stationary crystals in stag-

nant aqueous solution, but values rapidly drop to virtually zero in vigorously

agitated systems. As this could imply an almost infinite rate of growth in

agitated systems, it is obvious that the concept of film diffusion alone is not

sufficient to explain the mechanism of crystal growth. Furthermore, crystal-

lization is not necessarily the reverse of dissolution. A substance generally

dissolves at a faster rate than it crystallizes at, under the same conditions of

temperature and concentration.

1.6.3 Adsorption Layer Theory

The concept of a crystal growth mechanism based on the existence of an ad-

sorbed layer of solute atoms or molecules on a crystal face was first suggested

by Volmer in 1939. Many other workers have contributed to, and modified

Volmer’s original postulation. The brief account of this subsequent devel-

opment given below will serve merely to indicate the important features of

layer growth and the role of crystal imperfections in the growth process.
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Kossel viewed crystal growth based on atomistic considerations. He as-

sumed that crystal is in equilibrium with its solution when it is just saturated.

Also, the attachment energy unit on growing surface is a simple function of

distance only. The attachment energy is due to van der Waals forces if the

crystal is homopolar, while it is due to electrostatic forces if the crystal is

heteropolar (ionic). A growth unit arriving at a crystal surface finds attach-

ment sites such as terraces, ledges, and kinks. The attachment energy of a

growth unit can be considered to be the resultant of three mutually perpen-

dicular components. The binding energy or attachment energy of an atom is

maximum when it is incorporated into a kink site in a surface ledge, whilst

at any point on the ledge it is greater than that for an atom attached to

the flat surface (terrace). Hence, a growth unit reaching a crystal surface

is not integrated into the lattice immediately. Instead it migrates to a step

and moves along it to a kink site, where it is finally incorporated. Based

on this consideration of attachment, Kossel was able to determine the most

favorable face for growth. According to the Kossel model, growth of a crystal

is a discrete process and not continuous. Also, a new layer on a preferably

flat face of a homopolar crystal will start growing from the interior of the

face. For heteropolar crystals, the corners are the most favorable for growth,

while mid-face is least avored. According to Stranski, the critical quantity

that determines the growth process is the work necessary to detach a growth

unit from its position on the crystal surface. Growth units with the greatest

detachment energy are most favored for growth, and vice versa. The greatest

attraction of atoms to the corners of ionic and metallic crystals often leads

to more rapid growth along these directions, with the result that the crystal
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grows with many branches called dendrites radiating from a common core.

A crystal should grow fastest when its faces are entirely covered with

kinks, and the theoretical maximum growth rate can be estimated. It is un-

likely, however, that the number of kinks would remain at this high value for

any length of time; it is well known, for example, that broken crystal sur-

faces rapidly ‘heal’ and then proceed to grow at a much slower rate. However,

many crystal faces readily grow at quite fast rates at relatively low super-

saturation, far below those needed to induce surface nucleation. Crystals of

iodine, for example, can be grown from the vapour at 1 per cent supersatu-

ration at rates some 101000 times greater than those predicted by classical

theory (Volmer and Schultz, 1931). So it must be concluded that the Kossel

model, and its dependence on surface nucleation, is unreasonable for growth

at moderate to low supersaturation.

1.6.4 Screw Dislocation Theory

However, the Kossel, Stranski, and Volmer theory could not explain the mod-

erately high growth rates observed in many cases at relatively low supersatu-

ration, far below those needed to induce surface nucleation. A solution to the

dilemma came when Frank in 1949 [20] proposed that few crystals ever grow

in the ideal layer-by-layer fashion without some imperfection occurring in the

pattern. Most crystals contain dislocations which cause steps to be formed

on the faces and promote growth. Of these the screw dislocation is considered

to be important for crystal growth, since it obviates the necessity for surface

nucleation. Once a screw dislocation has been formed, the crystal face can

grow perpetually up a spiral staircase. Growth takes place by rotation of the
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steps around the dislocation point. Figure 1.7 indicates the successive stages

in the development of a growth spiral starting from a screw dislocation. The

curvature of the spiral cannot exceed a certain maximum value, determined

by the critical radius for a two-dimensional nucleus under the conditions of

supersaturation in the medium in which the crystal is growing. Dislocations

Figure 1.7: Development of a growth spiral starting from a screw dislocation.

are not necessary for crystal growth: large dislocation-free crystals of silicon

are grown every day. However, growth on defects can be important when

there is a barrier to the formation of new layers. When the rate at which

new layers nucleate is very low, then growth can occur at the growth sites

provided by defects. A growth rate that is proportional to ∆T 2, as Frank

predicted is often observed at small undercoolings on surfaces where there is

a nucleation barrier to growth. At larger undercoolings, the nucleation rate

increases so that the nucleation of new layers takes over the growth process.

At still larger undercooling, surface nucleation takes over, and the growth

rate increases dramatically.

The defect density varies from crystal to crystal, and the nucleation rate

depends on the crystal face as well as the crystal structure, as will be dis-
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cussed below, so the magnitude of the rates, and the cross-over point from

defect-dominated growth to surface nucleation growth varies widely. As a

completely smooth face never appears under conditions of spiral growth,

surface nucleation is not necessary and the crystal grows as if the surface

were covered with kinks. Growth continues uninterrupted at near the max-

imum theoretical rate for the given level of supersaturation. The behaviour

of a crystal face with many dislocations is practically the same as that of a

crystal face containing just one. Burton, Cabrera and Frank (BCF) in 1951

[21] developed a kinetic theory of growth in which the curvature of the spiral

near its origin was related to the spacing of successive turns and the level of

supersaturation. By the application of Boltzmann statistics they predicted

kink populations, and by assuming that surface diffusion is an essential step

in the process they were able to calculate the growth rate at any supersatu-

ration.The Burton-Cabrera-Frank (BCF) relationship may be written

R = Aσ2tanh(B/σ) (1.12)

where R = crystal growth rate. The supersaturation σ = S − 1, where S =

C/C*. A and B are complex temperature-dependent constants which include

parameters depending on step spacings.

At low supersaturations the BCF equation approximates to R ∝ σ2, but

at high supersaturations R ∝ σ. In other words, it changes from a parabolic

to a linear growth law as the supersaturation increases. The volume diffusion

model proposed by Chernov (1961) gives the same result. The general form of

these expressions is shown in Figure 1.8. The Burton-Cabrera-Frank (BCF)

supersaturation-growth relationship (I, R ∝ σ2 ; II, an approach to R ∝ σ).

It should be pointed out that the BCF theory was derived for crystal
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Figure 1.8: The Burton-Cabrera-Frank (BCF) supersaturation-growth relation-

ship (I, R ∝ σ2 ; II, an approach to R ∝ σ).

growth from the vapour; and while it should also apply to growth from

solutions (and melts), it is difficult to quantify the relationships because of the

more complex nature of these systems. Viscosities, for example, are higher

and diffusivities lower in solutions (∼ 10−3Nsm−2(1cP ) and 10−9m2s−1) than

in vapours (∼ 10−5Nsm−2 and 10−4m2s1 ). In addition, the dependence of

diffusivity on solute concentration can be complex. Transport phenomena

in ionic solutions can be complicated, especially if the different ions exhibit

complex hydration characteristics. Furthermore, little is known about surface

diffusion in adsorbed layers, and ion dehydration in or near these layers must

present additional complicating factors.

1.7 Conclusion

The field of crystallization is very complicated as for as its theoretical back-

ground is considered. The theories used to explain the processes of nucleation

and crystal growth have not yield satisfactory results. As some theories do
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not stand on the experimental basis and some others are too complicated to

calculate experimentally the different components included in them. Though

the literature on crystallization is expanding very fast but lot is needed in

order to have some good understanding of the field.
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Chapter 2

Crystal Growth Techniques

2.1 Introduction

Crystal growth is a heterogeneous or homogeneous chemical process involv-

ing solid or liquid or gas, whether individually or together, to form a ho-

mogeneous solid substance having three dimensional atomic arrangement.

A number of techniques/methods to grow crystal has been developed and

employed. The methods of growing crystals, classified on the basis of their

phase transformation, are as follows [1-4]:

• Solid growth solid-solid phase transformation.

• Vapor growth vapor-solid phase transformation.

• Liquid growth liquid-solid phase transformation.

There are number of growth methods in each category. Among the various

methods of growing single crystals, solution growth at low temperature (a

liquid growth technique) occupies a prominent place, owing to its versatil-
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ity and simplicity [5-7]. Growth from solution occurs close to equilibrium

conditions and hence crystals of high perfection can be grown.

2.2 Solid Growth Technique

In solid growth technique, single crystals are developed by the preferential

growth of a polycrystalline mass. The commonly used solid-state growth

techniques are annealing or sintering, strain annealing, heat treatment, de-

formation growth, polymorphic phase transitions, quenching, etc., and most

of these are popularly used in metallurgical processes for tailoring material

properties. Large crystals of several materials, especially metals have been

grown by this method [8]. The main advantage of solid growth method is that

this technique permits the growth at low temperatures without the presence

of additional component. But as the growth takes place in the solid, density

of sites for nucleation is high and it is difficult to control nucleation.

2.3 Vapour Growth Techniques

Vapor-phase growth is particularly employed in mass production of crystals

for electronic devices because of its proven low cost and high throughput, in

addition to its capability to produce advanced epitaxial structures. But, for

growth from the vapor phase, the material should have high vapor pressure,

and it should not decompose on vaporization if it is a compound. Alterna-

tively, if the components have high vapor pressures, the desired compound

can be assembled during deposition. One such scheme is illustrated in Fig.

2.1, where two components are vaporized separately, and combine at the

43



growing crystal. The technique is especially suitable for growth of semicon-

ductors, despite the rather complex chemistry of the vapor-phase process.

The fundamental reason for their success is the ease of dealing with low-

and high-vapor-pressure elements. This is achieved by using specific chem-

ical precursors in the form of vapor containing the desired elements. These

precursors are introduced into the reactor by a suitable carrier gas and nor-

mally mix shortly before reaching the substrate, giving rise to the nutrient

phase of the crystal growth process. The release of the elements necessary

for construction of the crystalline layer may occur at the solidgas interface

or directly in the gas phase, depending on the type of precursors and on the

thermodynamic conditions.

Figure 2.1: Vapor-phase growth of a compound from its components.

The advantage of vapor growth technique is that crystals tend to have

a low concentration of point defects and low dislocation densities compared

with crystals grown from the melt, as the temperatures employed are usually

considerably lower than the melting temperature. Moreover, if the material

undergoes a phase transformation or melts incongruently, vapor growth may

be the only choice for the growth of single crystals. Although the method
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was initially used to grow bulk crystals, with the enormous importance of

thin films in electronic and metallurgical applications, vapor growth is now

widely used to grow thin films, epitaxial layers, and substrates in the field of

semiconductor technology [9-10].

Vapor-phase growth primarily involves three stages: vaporization, trans-

port, and deposition. The vapor is formed by heating a solid or liquid to high

temperatures. Transportation of vapor may occur through vacuum, driven

by the kinetic energy of vaporization. Deposition of the vapor may occur by

condensation or chemical reaction.

Various techniques exist in vapor-phase growth, differentiated by the na-

ture of the source material and the means and mechanism by which it is

transported to the growing crystal surface. Conceptually, the simplest tech-

nique is that of sublimation, where the source material is placed at one end

of a sealed tube and heated so that it sublimates and is then transported to

the cooler region of the tube, where it crystallizes.

Among vapor-phase growth techniques, vapor-phase epitaxy is the most

popularly used, especially for the growth of p- and n-type semiconductor

whose dimers and monomers are difficult to achieve by other methods (e.g.,

physical evaporation) or too stable to be reduced to the necessary atomic

form. Furthermore, there are different variants such as metalorganic vapor-

phase epitaxy (MOVPE), plasma-assisted molecular beam epitaxy (MBE),

etc. to suit the growth of particular compounds.

2.4 Liquid Growth Technique

The liquid growth technique can be further classified as:
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• Melt growth

• Solution growth

• Gel growth

2.4.1 Melt Growth Techniques

Melt growth of crystals is undoubtedly the most popular method of growing

large single crystals at relatively high growth rates (∼ cm/hr). In fact, more

than half of technological crystals are currently obtained by the technique.

The method has been popularly used for growth of elemental semiconductors

and metals, oxides, halides, chalcogenides, etc.

Growth from the melt requires some conditions:

1. The material must melt congruently (no change in composition dur-

ing melting) e.g. Yttrium Iron garnet (YIG) is grown from solutions

because it does not melt congruently.

2. The material must not decompose before melting. e.g. SiC is grown

from vapor phase (sublimation-condensation) because it decomposes

before melting.

3. The material must not undergo a solid state phase transformation be-

tween melting point and room temperature. e.g.SiO2 is grown from

solution (hydrothermal growth) because of a α−β quartz transition at

583 ◦C.

4. The interaction between the melt and crucible, or the presence of a third

component derived from the crystallization atmosphere, can affect melt
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growth. Usually, an oxygen-containing atmosphere is used for oxides,

a fluorine-containing atmosphere for fluorides, a sulfur-containing at-

mosphere for sulfides, and so on. In melt growth, crystallization can

be carried out in a vacuum, in a neutral atmosphere (helium, argon,

nitrogen), or in a reducing atmosphere (air, oxygen).

Variety of techniques have been developed for the growth of crystals of a ma-

terial from its melt. These include Verneuil, Czochralski, Bridgman, Stock-

barger, Kyropoulos method, etc. All have in common the characteristics that

a material of approximately the correct composition is melted congruently,

i.e., the same crystalline phase is maintained before and after melting. The

melt is then solidified in a carefully controlled fashion to cause the formation

of a single crystal. In most crystal growth experiments, this solidification is

accomplished using a well oriented seed material of the same crystal com-

position. Unfortunately, since most interesting materials have high melting

temperatures (1500− 2400 ◦C), the melt techniques cannot always be useful

because many materials decompose or vaporize at such high temperatures.

Also, in some cases the melt may be viscous, so that a glass forms instead of

a crystal.

Selection of a particular melt growth technique is done on the basis of the

physical and chemical characteristics of the crystal to be grown. Metal single

crystals with melting point < 1800 ◦C are grown by Stockbarger method, and

those with melting point > 1800 ◦C by zone melting. Semiconducting crys-

tals are grown chiefly by Czochralski method, and by zone melting. Single

crystals of dielectrics with melting point < 1800 ◦C are usually grown by the

Stockbarger or Czochralski methods, while higher-melting materials are pro-
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duced by flame fusion (Verneuil method). If the physicochemical processes

involved in crystallization are taken into account, it is possible to establish

optimum growth conditions.

One of the earliest melt techniques used to grow large quantity of high-

melting materials was the Verneuil method (flame fusion technique), first

described by Verneuil in 1902 [11]. This marks the beginning of commercial

production of large quantities of high-melting crystals, which were essentially

used as gems or for various mechanical applications. Today, the technique is

popular for growth of a variety of high-quality crystals for laser devices and

precision instruments, as well as substrates. The essential features are a seed

crystal, the top of which is molten and is fed with molten drops of source

material, usually as a powder through a flame or plasma. Following this,

the Czochralski method, developed in 1917 and later modified by several

researchers, became the most popular technique to grow large-size single

crystals which were impossible to obtain by any other techniques in such large

quantity. This technique has several advantages over the other related melt-

growth technique, viz. the Kyropoulos method, which involves a gradual

reduction in the melt temperature. In the Czochralski technique the melt

temperature is kept constant and the crystal is slowly pulled out of the melt

as it grows. This provides a virtually constant growth rate for the crystal.

Several versions of Czochralski crystal pullers are commercially available.

A large variety of semiconductor crystals such as Si, Ge, and several IIIV

compounds are being commercially produced using this technique [12-14].

Besides, several other crystals of oxides, spinel, garnets, niobates, tantalates,

and rare-earth gallates have been obtained by this method.
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There are several other popularly used melt growth techniques that are

feasible for commercial production of various crystals. Amongst them, the

BridgmanStockbarger, zone melting, and floating zone methods are the most

popular. The Bridgman technique [15] is characterized by the relative trans-

lation of the crucible containing the melt to the axial temperature gradient

in a vertical furnace. The Bridgman technique is most frequently applied for

the growth of metals, semiconductors and alkaline earth halides [16-18]. The

Stockbarger method [19] is a more sophisticated modification of the Bridg-

man method. There is a high-temperature zone, an adiabatic loss zone, and

a low-temperature zone. The upper and lower temperature zones are gener-

ally independently controlled, and the loss zone is either unheated or poorly

insulated.

2.4.2 Solution Growth

This is one of the oldest and most widely used crystal growth techniques com-

pared with vapor-phase or melt growth. In this process, a saturated solution

of the material in an appropriate solvent is used from which crystallization

takes place as the solution becomes critically supersaturated. The supersat-

uration can be achieved either by lowering the temperature of the solution

or by slow evaporation. The advantage of the method is that crystals can

be prepared from a solution at temperatures well below its melting point,

perhaps even at room temperature and therefore it turns out to be more

applicable in many cases [20].

Solution growth is used not only for growth of technologically important

crystals but also for a variety of crystalline products for daily life such as the
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growth of foods, medicines, fertilizers, pesticides, dye stuffs, etc. Most crys-

tallization processes of ionic salts are conducted in aqueous solutions or in

some cases in solvents which are a mixture of miscible and organic solvents.

Solution growth is used for substances that melt incongruently, decompose

below the melting point, or have several high-temperature polymorphic mod-

ifications, and is also often efficient in the absence of such restrictions. The

important advantage of solution growth is the control that it provides over

the growth temperature, control of viscosity, simplicity of equipment, and

the high degree of crystal perfection since the crystals grow at temperatures

well below their melting point.

For successful growth of a crystal from solution, it is essential to un-

derstand certain basic properties (physicochemical features) of the solution.

The behavior of water with temperature and pressure; the critical, subcriti-

cal, and supercritical conditions; its structure, the variation in pH; viscosity;

density; conductivity; dielectric constant; and coefficient of expansion are

critical for successful crystal growth. The change in ionic strength of the

solution during crystal growth results in formation of defects, and variation

in the crystal habit and even the phases, and therefore has to be maintained

constant, often with the help of swamping-electrolyte solutions. Similarly,

chelating agents are frequently used to sequester ions and form respective

complexes,which are later thermodynamically broken to release their cations

very slowly into the solution, which helps in controlling the growth rate and

crystal habit. In the last decade crystal growth from solution under micro-

gravity conditions has been studied extensively to grow a wide variety of

crystals such as zeolites, compound semiconductors (InP, GaAs, GaP, AlP,
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etc.), triglycine sulfate, etc.

We can divide solution growth into three types depending upon the tem-

perature, the nature of the solvent, solute, and the pressure:

• low-temperature aqueous solution growth,

• superheated aqueous solution growth, and

• high-temperature solution growth.

2.4.2.1 Low-temperature aqueous solution growth

It is the most effective and easy way for growing crystals. A variety of crys-

tals can be grown by this technique at room temperature. In this method,

a saturated solution of the material is prepared in a suitable solvent and

crystallization is initiated by making the solution supersaturated. The su-

persaturation can be achieved by changing the solution temperature (slow

cooling of the solution) or by changing the composition of the solution (sol-

vent evaporation) or by some chemical method.

The greatest advantages of crystal growth from low-temperature aqueous

solutions are the proximity to ambient temperature, which helps to retain a

high degree of control over the growth conditions, especially with reference

to thermal shocks, and reduction of both equilibrium and nonequilibrium

defects to a minimum (even close to zero). Large and perfect crystals of

industrially important materials are grown by this method [21-25].

2.4.2.2 Superheated aqueous solution growth

This method is commonly known as the hydrothermal method and is highly

suitable for crystal growth of compounds with very low solubility and phase

51



transitions. The term hydrothermal refers to any heterogenous (usually for

bulk crystal growth) or homogeneous (for fine to nanocrystals) chemical reac-

tion in the presence of aqueous solvents or mineralizers under high-pressure

and high temperature conditions to dissolve and recrystallize (recover) ma-

terials that are relatively insoluble under ordinary conditions. A number of

metals and metal oxides show an appreciable increase in solubility when the

temperature and pressure are increased.

It can be treated as aqueous solution growth at elevated temperature and

pressure. Growth is usually carried out in steel autoclaves with gold or silver

linings. A charge of crystals is dissolved in the lower part of the autoclave.

The hot saturated solution is directed towards the upper (colder) part, where

it cool and become supersaturated hence the growth of crystal. The spent

solution returns to the other part and this process continues until the whole

charge is recrystallized. The solution simply acts as a transporting agent for

the solid phase. This method is extensively used for the growth of large high

quality synthetic quartz crystals [26].

2.4.2.3 High-temperature solution growth

This is popularly known as flux growth and gained its importance for grow-

ing single crystals of a wide range of materials, especially complex multi-

component systems. Flux growth is the term used to describe the growth of

crystals from molten salt solvents at high temperatures. A high temperature

solvent which reduces the melting temperature of the solvent is referred as

flux [27]. This reduction in temperature is probably, the main advantage of

flux growth. The materials to he crystallized are dissolved in a proper solvent
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at a temperature slightly above the saturation temperature and then slowly

cool the crucible so that growth occurs in a spontaneously formed nucleus.

The growth of crystals by the slow cooling of the flux is also effective.

Flux growth is carried out at much lower temperatures than correspond-

ing growth from melt. A distinct advantage of the method is that this is

the only method for obtaining certain oxide solid solutions. However flux

growth is very slow and requires precise temperature control. The purity

of the crystals grown by this method is often marginal. Flux growth is an

expensive technique.

2.4.3 Gel Growth

2.4.3.1 Introduction

Crystal growth in gels has recently gained the interest because of its suit-

ability to grow crystals of biological macromolecules and in studies involving

biomineralization. It is an alternative technique to solution growth with

controlled diffusion and the growth process is free from convection. The gel

method of crystal growth is probably the most simple and versatile tech-

nique, compared with other methods of crystal growth from solutions under

ambient conditions [28]. In 1896, Liesegang first observed the periodic pre-

cipitation of slightly soluble salts in gelatin [29]. Later, this technique was

used extensively to crystallize many organic, inorganic, and even biological

macromolecules in various colloidal media. The gel method of crystallization

is well described by Henisch [28, 30], Arora [31], and Patel and Venkateswara

Rao [32] as well as by Lefaucheux and Robert [33].

53



2.4.3.2 Types of Gels

Gel growth is a particular case of solution growth where the solution is

trapped in a polymeric structure. The gel is a loosely linked polymer of

a two-component system formed by the establishment of a three-dimensional

system of cross-linkages between molecules of one of the components. The

system as a whole is permeated by the other component as a continuous

phase, giving a semisolid, generally rich in liquid. Gels can be prepared by

a variety of techniques and materials. The most commonly used ones for

crystallization are gels of silica, agar, gelatin, clay (bentonite), and polyacry-

lamide.

Silica gel is prepared [28] by mixing aqueous solution of sodium metasil-

icate and mineral or organic acid. Gelation takes place in times ranging

from a few seconds to a few months, depending on the pH, temperature, and

concentration of the gel solution. To form agar gel [34], agar-agar powder

is dissolved in water (12% by weight) and boiled. When this solution cools

down, gelation takes place. Gelatin gel is prepared [35] by dissolving gelatin

in water, stirring at a constant temperature of 50 ◦C for 1h and cooling to

room temperature. A small quantity of formaldehyde is added to strengthen

the gel. To prepare clay gel, powdered clay is slowly sifted on rapidly stirred

water making a blend until about 9% clay has been added; the gel sets

immediately. Polyacrylamide gel [36] is prepared by dissolving 3.99 wt %

acrylamide and 0.02 wt % of a cross-linking agent in water. The solution is

bubbled with nitrogen and degassed by lowering the pressure. This results in

a rigid transparent gel. Crystallization has also been attempted using other

gels such as pectin, polyethylene oxide (PEO), polyvinyl alcohol (PVA), and
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tetramethoxysilane (TMOS) [28, 30-34].

2.4.3.3 Mechanism of Gelling

Gels can be formed by cooling of a sol, by chemical reaction or by addition of

a precipitating agent or incompatible solvents. The time taken for the gelling

process varies from minutes to days, depending on the nature of the reagents

and its temperature, pH, and history. The mechanical properties of fully

developed gels can vary, depending on the gel density. In the case of silica

gels, when sodium metasilicate (Na2SiO3) is dissolved in water, monosilicic

acid and sodium hydroxide are produced initially as per the following reaction

Na2SiO3 + 3H2O → H4SiO4 + 2NaOH

Later on, monosilicic acid polymerizes with the liberation of water. The

process of polymerization continues, until a three-dimensional network of Si-

O links is established as shown in figure 2.2. The hydrogen ion concentration

(pH) plays a vital role in the gelling process. During polymerization, it

is known that two types of ions, viz. H3SiO
−
4 and H2SiO

2−
4 , are produced,

whose relative amounts depend on the pH. The formation of the more reactive

H2SiO
2−
4 is favored at high pH values. However, higher charge implies a

Figure 2.2: Network of Si-O links in silica gel.
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greater degree of mutual repulsion. H3SiO
−
4 is favored at low pH values and

is responsible for the sharp increase in viscosity. Very high or very low pH

values inhibit gelation. Gelling mechanism regarding agar and TMOS gels

are reviewed by Lefaucheux and Robert [33].

2.4.3.4 Experimental Methods

Crystal growth methods in gels fall into the following classes [32]:

• Chemical reaction

• Complex dilution

• Reduction of solubility

• Chemical reduction, and

• Electrochemical techniques

Chemical Reaction

This method is suitable for crystals which are mostly insoluble or spar-

ingly soluble in water and which decompose before melting. Here, two soluble

reactants are allowed to react inside the gel medium by incorporation of one

of the reactants (I) in the gel, whereas the other reactant (II), which is used

as the supernatant, diffuses into the gel medium (Fig. 2.3).

The reaction, can be represented as shown below, inside the gel leads to

the formation of an insoluble or sparingly soluble crystalline product.

AX +BY → AY +BX

The basic requirements of this method are:
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(a) The gel must remain stable in the presence of reacting solutions

(b) It must not react either with the solutions or with the product.

Figure 2.3: Schematic representation of single gel diffusion process.

U-tubes are used, where the two reactants are allowed to react by diffu-

sion into an inactive gel. This technique can also be adopted to crystallize

compounds which have poor aqueous and organic solubility (uric acid and

cystine) using the displacement reaction method [37-38].

Complex Dilution

In this method, the material to be crystallized is first complexed in some

reagents which enhance its solubility. It is then allowed to diffuse into a gel

which is free from active reagents. As the complex solution diffuses through

the gel it gets diluted. This results in a high supersaturation of the material
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to be crystallized and hence nucleation and subsequent crystallization occurs.

Crystals of mercuric sulfide, cuprous, and silver halides and selenium have

been grown using this method [32].

Solubility Reduction

This method is generally used for crystallization of highly water-soluble

substances. The substance to be grown is dissolved in water and incorporated

in the gel before gelation. After the gel has been set, a solution that reduces

the solubility of the substance (solute) is added as a supernatant solution

to induce crystallization. Compounds which have low aqueous solubility can

also be crystallized using this technique. Steroids which have low aqueous

solubility have been crystallized using this technique by reducing the water

content in the gel by incorporating an organic solvent [39]. During this

process of crystallization, crystals can be observed in the supernatant solution

above the gel due to the reverse diffusion of the precipitating solvent [40-41].

Chemical Reduction

This method is particularly suitable for growing metallic crystals (Cu,

Au, and Ni). The metallic salt is incorporated with the gel and an aqueous

solution of a reducing agent is slowly allowed to diffuse through the gel, where

chemical reduction takes place to form metallic crystals[32].

Electrochemical/Electrolysis

Gels can be used to crystallize metals by electrolysis. George and Vaidyan

[42] reported growth of single crystals and dendrites of silver. Recently,

Muzikar et al. [43] reported crystallization of microcrystals of gold. Here,

a small current was passed between two gold electrodes through a silica gel

doped withHAuCl4 . Single crystals of gold of sizes ranging from hundreds of
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nanometer to hundreds of micrometer were grown by this technique. Muzikar

et al. [44] have also crystallized platinum particles and a platinum complex

by an identical procedure.

Crystal Growth in the Presence of a Magnetic Field

The effect of a magnetic field (up to 3 T) on the crystallization of calcium

tartrate [45] and strontium tartrate [46] has been reported. The magnetic

field has the effect of reducing the number of crystals formed but helps in

the growth of a few, larger crystals. Crystallization of cholesterol in gels in

a magnetic field was studied by Sundaram et al. [47-48]; it was found that

the presence of the magnetic field reduced the nucleation time and number

of crystals but that there was an increase in the size of the crystals grown.

2.4.3.5 Nucleation Control in gels

During crystallization in gels, the growing crystals compete with one another

for the solute atoms, leading to a reduction in crystal size and perfection.

Hence, nucleation has to be suppressed until only a few crystals are formed.

The commonly used methods to minimise the spurious nucleation in gels are

• Optimisation of gel density

• Ageing of the gel

• Neutral gel technique

• Concentration of the nutrients

• Stabilising the thermal condition

• Use of additives
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• Field utillsation

The use of a particular combination of reactants, to grow the required crys-

tals, has been found to reduce the nucleation density [49]. Acid-set gels,

choosing a particular acid (based on experiments with various acids), is

known to yield larger crystals [49]. It has been reported that changing the gel

structure by varying one or more of the parameters, viz. pH and density, and

by gel aging, can decrease the number of nucleation centers [28, 3-7]. The use

of an intermediate neutral gel is also found to slow down the reaction and

thereby reduce the number of nucleated crystals [50]. In another method,

the concentration of the diffusing reactant is initially kept below the level at

which nucleation is known to occur and then increased gradually in a series

of small steps. Crystals grown by this method are more perfect and larger

than those grown otherwise.

2.4.3.6 Pattern Formation in Gel Systems

Pattern formation is widespread in nature and can be found in structures

ranging from agate rocks and gold veins to the growth of bacterial rings

in agar and gallstones [51-53]. A specific example discussed below is the

Liesegang ring structure, discovered in 1896 [29]. When coprecipitated ions

interdiffuse in a gelatinous medium, the sparingly soluble salt may precipitate

discontinuously in a spectacular pattern of parallel bands. The pleasing

appearance of Liesegang bands, as well as their spatiotemporal distribution,

has elicited a steady proliferation of publications on the subject [30, 54-56].

It is quite easy to produce the patterns in the laboratory. Liesegang rings

can be produced in gels by diffusing one of the reactants into an inert gel
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medium containing another reactant. The simplest and usual way to perform

a Liesegang ring experiment is to fill a tube with an inert semisolid medium

which contains one of the reactants (B), called the inner electrolyte. The

other reactant (A), referred to as the outer electrolyte, is poured over the gel

column as the supernatant solution. Usually the concentration level of the

outer electrolyte is maintained high to minimize the possible loss of ions due

to evaporation and other such transport mechanisms during the experimental

processes. It involves the formation of concentric laminated rings or bands

clearly separated in the direction perpendicular to the motion of the front

[54].

The structures, which are often rings in circular geometries and bands in

linear geometries, are formed by the nonuniform spatial distribution of crys-

tals in a precipitation reaction in a gel [55-56]. Recently, George and Varghese

reported the formation of triplet Liesegang ring patterns [57]. Terada et al.

[58] described the formation of sheets and helices of strontium carbonate in

silica gel. Helical rings of calcium phosphates (Fig. 2.4) were formed in silica

gels by the diffusion of calcium ions into a phosphate-containing gel [59].

Though in vivo occurrence is rare, chemical concentration, geometry of

the reactant containers or vessels, temperature, pH, and the presence of

impurities are the main factors that influence the formation of Liesegang rings

[60]. The role of the gel during the formation of Liesegang rings is essentially

passive, i.e., to prevent convection of solutions and sedimentation of the

precipitate. The dynamics of the banding are very complex, involving the

coupling of diffusion and precipitation processes in a nonequilibrium regime.

Theoretical models explaining Liesegang patterns fall into two broad cate-
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Figure 2.4: Disc and helical Liesegang rings of calcium phosphate in silica gel.

gories. The first one, called the prenucleation model, is based on the classical

feedback cycle of supersaturation, precipitation, and depletion as originally

proposed by Ostwald [61]. In the second theory, the so-called postnucle-

ation or competitive particle growth model, it is assumed that competition

between growing particles can, by itself, produce periodic precipitation struc-

tures, even in the absence of strong external gradients. It is worth mentioning

that all the theories share the assumption that the precipitate appears as the

system passes through some nucleation or coagulation thresholds. However,

the theories differ in their pre- or postnucleation assumptions. The main

unresolved problem in all these theories is the understanding of the mech-

anism behind the transformation of the diffusive reagents A and B into an

immobile coagulant. George and Varghese proposed a new model [57, 62-65]

based on the prime assumption that the boundary that separates the outer

ions and the inner electrolyte virtually migrates in the positive direction of

the advancement of the type A ions. Izsk and Lagzi [66] proposed a univer-
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sal law, which is also valid in the case of various transport dynamics (purely

diffusive, purely advective, and diffusion advection cases). The mechanism

responsible for these structures is not yet fully understood. The interest

in precipitate patterning phenomena is growing because of the suitability

of their underlying dynamics for modeling manyself-organization processes

[67-68].
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Chapter 3

Experimental Techniques in

Characterization of Materials

3.1 Introduction

The solids are characterized by nearly perfect periodicity of atomic structure.

The geometric regularity of atomic structure provides a simple picture of a

crystal and helps a lot in gaining the knowledge of the physical properties

of the solid [1, 2]. In a crystalline solid, the atoms are arranged in a regular

manner, i.e. the atomic array is periodic. Each atom is at regular intervals

along arrays in all directions of the crystal. The crystalline solid has direc-

tional properties, which are also called isotropic or anisotropic substances

accordingly [3-5].

The characterisation and the studies of the properties of crystals of materials

are very important, in the context of technological applications. It is almost

impossible to understand the properties of a material and, consequently, its

proper application, if we do not understand its composition, structure, and

70



morphology. Characterization of crystals has become an integral part of crys-

tal growth and process development. These studies reveal the perfection of

the crystals, influence of the methods on the growth of materials and identity

of the grown material. Study of the crystal habit forms an important part

as it influences the physical properties.

The golden rule of material characterization is to apply numerous meth-

ods, since only one methodology normally does not bring about a complete

understanding of the material. In order to properly characterize a material,

various procedures are applied [6-7]. Among them include x-ray diffrac-

tion (XRD) [8-10], Mossbauer spectrometry [11], transmission electron mi-

croscopy (TEM) [12], scanning electron microscopy (SEM) [13], impedance

spectroscopy [14], infrared (IR) and Raman spectroscopy [15-16], nuclear

magnetic resonance (NMR), [17-18], x-ray fluorescence (XRF) [19], and energy-

dispersive x-ray analysis (EDAX) [13]. To supplement these characterization

methodologies, thermal methods are also usually applied [20-23], for example,

differential thermal analysis (DTA) [21], thermal gravimetric analysis (TGA)

[21], differential scanning calorimetry (DSC) [22], temperature-programmed

reduction (TPR) [23], temperature-programmed desorption (TPD) [24], di-

electric analysis methods, such as thermodielectric analysis (TDA) and di-

electric spectrometry (DS). DS is an alternative impedance spectroscopy used

in the study of solid electrolytes like anionic and cationic conductors) [20],

and adsorption methods [25-26].

All these methods provide almost direct observation of properties of the

crystals. Their merit is limited by the resolution achievable and their ver-

satility. Choice of a suitable technique will depend on several factors, such
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as:

• The shape and size of the crystal under investigation.

• Cleaving, cutting, and polishing possibilities.

• Ability to use destructive techniques, and above all.

• The extent of the details required.

In this chapter only some of the main characterization techniques have

been described. These include Microscopy Techniques, X-rays Diffraction,

Energy Dispersive Analysis of X-rays and Thermal Methods of Analysis.

3.2 Microscopy Techniques

3.2.1 Light Microscope

The simplest microscope is the light microscope; it consists of an objective

lens and an eyepiece. Microscope objectives and eyepieces usually consist of

complex lens systems of two or more lenses to correct for lens aberrations

(Figure 3.1). The objective lens forms a real intermediate image, which is

then magnified by the eyepiece. The objective lens and eyepiece are main-

tained at a fixed distance and focusing is achieved by moving the whole

assembly, up and down, in relation to the sample (see Figure 3.1). High

magnification requires very bright illumination of the sample, and a con-

denser lens is usually placed between the light source and the sample stage

to focus light onto the sample.
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Figure 3.1: Diagram of the main parts of a light microscope.

Resolution is the smallest separation of two points that are visible as

distinct entities. The resolving limit of the human eye is 0.1mm; on the

other hand, the resolving limit of the light microscope is 0.2µm.

We used a polarising light microscope to do the optical studies of the

grown sample. The apparatus is available at the Department of Physics,

University of Kashmir, Srinagar.

3.2.2 Transmission Electron Microscope

Transmission electron microscopy (TEM) is a microscopy technique whereby

a beam of electrons is transmitted through an ultra thin specimen, interact-

ing with the specimen as it passes through. An image is formed from the

interaction of the electrons transmitted through the specimen; the image is
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magnified and focused onto an imaging device, such as a fluorescent screen,

on a layer of photographic film, or to be detected by a sensor such as a CCD

camera.

TEMs are capable of imaging at a significantly higher resolution than

light microscopes, owing to the small de Broglie wavelength of electrons.

This enables the instrument’s user to examine fine detaileven as small as a

single column of atoms, which is tens of thousands times smaller than the

smallest resolvable object in a light microscope. TEM forms a major anal-

ysis method in a range of scientific fields, in both physical and biological

sciences. TEMs find application in cancer research, virology, materials sci-

ence as well as pollution, nanotechnology, and semiconductor research. At

smaller magnifications TEM image contrast is due to absorption of electrons

in the material, due to the thickness and composition of the material. At

higher magnifications complex wave interactions modulate the intensity of

the image, requiring expert analysis of observed images. Alternate modes of

use allow for the TEM to observe modulations in chemical identity, crystal

orientation, electronic structure and sample induced electron phase shift as

well as the regular absorption based imaging.

After the discovery of the wave nature of the electron by de Broglie al-

lowed Ernst Ruska and Max Knoll invented, in 1931, the first transmission

electron microscope (TEM) whose maximum resolving power is 0.2nm. A

TEM is analogous in design to a light microscope with one crucial dissimi-

larity; that is, as a substitute of light, the TEM uses electrons [12, 27]. The

light source is replaced by a cathode filament that acts as a source of elec-

trons. The electron source must be placed in a vacuum and its position is
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reversed with respect to the position of the light source, that is, the electron

source is on the upper side of the TEM. Electrons are accelerated toward

a given sample by a potential difference of several thousand volts, normally

100,000 V and in some cases 1,000,000 V. A series of cylindrical magnets and

metal apertures are used to focus the electron beam into a monochromatic

beam (see Figure 3.2). This beam collimated by one or two condenser lenses

Figure 3.2: Schematic representation of a TEM.

collides with the sample and interacts with it depending on the density of

the material. These interactions are greatly affected by how the specimen is

prepared. Thereafter, the electron beam is focused with an objective lens,

and is magnified by one intermediate magnetic lens and a projector magnetic

lens. Besides, in the equipment, different apertures to help in the alignment
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of the electron beam are located.

In a TEM image, the detail in the image is formed by the diffraction of

electrons from the crystallographic planes of the object being tested. When a

beam of electrons is passed through a sample, it is diffracted by the crystalline

planes. Some electrons are diffracted and the others pass through the sample

without being diffracted. Thereafter, both electron types form an image of

the sample.

Electron microscopes are constructed in such a way that it is possible to

project either the image of the specimen or the diffraction pattern on to a

fluorescent observation screen, and then photograph it on a plate or a film.

3.2.3 Scanning Electron Microscope

A scanning electron microscope (SEM) is a type of electron microscope that

images a sample by scanning it with a beam of electrons in a raster scan

pattern. The electrons interact with the atoms that make up the sample

producing signals that contain information about the sample’s surface to-

pography, composition, and other properties such as electrical conductivity.

The first scanning electron microscope (SEM) was constructed in 1938

by Manfred von Ardenne, by rastering the electron beam of a TEM over

the surface of a sample [13, 28]. Since the original von Ardenne equipment,

several design advances have been made, resulting in an improvement of the

resolution from 50nm, in 1942, to ∼ 0.7nm, today.

In a SEM equipment, the electrons which result from the emission from

a filament located in the electron gun are accelerated, with the help of a

voltage ranging from 1 to 30keV (see Figure 3.3) [13, 28]. The electron
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emission event takes place in a vacuum milieu ranging from 10−4 to 10−10

Torr. Then, the accelerated electrons are directed to the specimen by a series

of electromagnetic lenses in the electron column [13, 28].

The resolution and depth of field of the image are established by the

electron beam intensity, energy, interaction volume, and the final spot size,

which are attuned with one or more condenser lenses and the objective lens

[27]. The lenses are, as well, utilized to shape the electron beam in order

to reduce the consequences of spherical aberration, chromatic aberration,

diffraction, and astigmatism [13].

Figure 3.3: Schematic representation of the principal components of a SEM.

There are only two possible interactions between high velocity electrons

and materials: the electrons can be elastically scattered, that is, energy and

linear momentum are conserved, in which case, if the direction change is
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more than 900, these electrons are elastically backscattered, or the electron

could suffer an inelastic scattering process, in which case, there is a loss of

energy during the process and the electron not only changes direction but

also changes its energy [13, 27-28].

The mechanisms of loss of energy during an inelastic scattering process

are diverse: (1) several electrons lose energy creating phonons, which heat

the specimen; (2) other electrons are roduced, which create oscillations in

the metals electron gas; (3) another possibility is by breaking the radiation

process where the electron emits continuous x-ray radiation spectrum. Other

interactions provoke the emission of secondary electrons (SEs). Finally, other

electrons can trigger the emission of inner electrons of the atoms composing

the test sample, and then producing the emission of a characteristic x-ray

photon or an Auger electron [13, 27-28].

In Figure 3.4, the interaction of a high-energy electron beam with mate-

Figure 3.4: Graphic description of the principal interactions between the electron

beam and the sample.
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rials is represented. The electrons hitting the material surface provoke the

emission of electrons from the specimen mainly as backscattered electrons

(BSEs) and SEs. SEs are ordinary signals used for the study of the surface

morphology of materials. SEs have low kinetic energy, that is, lower than

50eV. Therefore, those arising from the first few nanometers of the materials

surface have sufficient energy to escape from the materials surface and can

thus be detected.

In addition, the portion of the SEs that do not escape from the materials

surface, run to ground, and can be detected with an ammeter connected

between the specimen and ground [27]. This signal is usually named the

specimen current. In addition, the test sample is grounded to avoid the

accumulation of spatial charge, which spoils the SEM image.

SEs and BSEs are typically detected by an EverhartThornley (ET) scintil-

latorphotomultiplier secondary electron detector. The SEM image is shaped

on a cathode ray tube screen, whose electron beam is scanned synchronously

with the high-energy electron beam, so that an image of the surface of the

specimen is formed [28]. The quality of this SEM image is directly related to

the intensity of the secondary and/or BSE emission detected at each x- and

y-point throughout the scanning of the electron beam across the surface of

the material [13].

SEM is used to study material morphology by bombarding the specimen

with a scanning beam of electrons, and then collecting the slow moving SEs

that the specimen generates. These electrons are collected, amplified, and

displayed on the picture tube of a television screen. The electron beam and

the cathode ray tube scan synchronously so that an image of the surface
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of the specimen is formed. The specimen preparation includes drying the

sample and making it conductive to electricity, if not already. Photographs

are taken at a very slow rate of scan in order to capture greater resolution.

SEM is typically used to examine the external structure of objects that are as

varied as biological specimens, rocks, metals, ceramics, and almost anything

that can be observed under a light microscope.

Magnification

Magnification in a SEM can be controlled over a range of up to 6 orders of

magnitude from about 10 to 500,000 times. Unlike optical and transmission

electron microscopes, image magnification in the SEM is not a function of the

power of the objective lens. SEMs may have condenser and objective lenses,

but their function is to focus the beam to a spot, and not to image the

specimen. Provided the electron gun can generate a beam with sufficiently

small diameter, a SEM could in principle work entirely without condenser

or objective lenses, although it might not be very versatile or achieve very

high resolution. In a SEM, as in scanning probe microscopy, magnification

results from the ratio of the dimensions of the raster on the specimen and

the raster on the display device. Assuming that the display screen has a

fixed size, higher magnification results from reducing the size of the raster

on the specimen, and vice versa. Magnification is therefore controlled by the

current supplied to the x, y scanning coils, or the voltage supplied to the x,

y deflector plates, and not by objective lens power.

We used a Hitachi S-3000H electron microscope to do the SEM studies.

The crystalline samples were coated with gold using a Bal-Tec SCD004 sput-
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ter coating. Both apparatus are available at the University Instrumentation

Centre (USIC), University of Kashmir, Srinagar.

3.3 X-ray Differaction Methods

3.3.1 General Introduction

X-ray diffraction [29-35] is the most powerful method for the study of crys-

talline materials. In 1912, at the University of Munich, Max von Laue and

collaborators carried out one of the most important experiments of modern

physics, the Laue-Knipping-Friedrich experiment, which established that x-

radiation consisted of electromagnetic waves. Additionally, the experiment

clearly showed that the crystals were composed of atoms arranged on a space

lattice, since the electromagnetic x-ray radiation was interfering during its

scattering by the crystal atoms.

An x-ray beam is generated in a vacuum tube where an electron beam,

produced by a heated filament, is collimated and accelerated by an electric

potential of several kilovolts, that is, from 20 to 45 kV and is then directed to

a metallic anode (Figure 3.5). The electrons hitting the anode will convey

a fraction of their energy to the electrons of the target material, a process

resulting in the electronic excitation of the atoms composing the metallic

anode. The x-ray tube has to be evacuated to allow electron movement.

Finally, in order to dissipate the heat produced by this process in the metallic

anode, it is normally water cooled.

The x-ray tube produces two kinds of radiations: the continuous spec-

trum and the characteristic spectrum (Figure 3.6). The continuous spectrum
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Figure 3.5: Schematic representation of an x-ray tube.

Figure 3.6: Schematic representation of a continuous and characteristic spectra.

is a plot of the intensity of the x-ray emission of the tube, which is measured

in counts per second, and which is contingent on the anode material and on

the high voltage imposed versus the wavelengths of the emitted x-rays. The

mechanism of production of this radiation is by the deceleration of the elec-

trons in the beam by the atoms that compose the metallic anode. Explicitly,
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this is a braking radiation, in German, Bremsstrahlung, which is the name

normally given to this radiation. The Bremsstrahlung is then generated when

photons are emitted, when the electrons in the beam lose kinetic energy.

The second type of spectrum, called the characteristic spectrum, is pro-

duced as a result of specific electronic transitions that take place within

individual atoms of the anode material. Each crystalline solid has unique

atomic architecture and consequently has a unique characteristic X-ray pow-

der pattern.These patterns can be used as fingerprints for identification of

solid phases. Once the material has been identified, X-ray crystallography

may be used to determine its structure, i.e. how the atoms pack together in

the crystalline state and the size and the shape of the unit cell, etc.

3.3.2 Diffraction of X-rays

Crystals are regular arrays of atoms, and X-rays can be considered waves

of electromagnetic radiation. Atoms scatter X-ray waves, primarily through

the atoms’ electrons. Just as an ocean wave striking a lighthouse produces

secondary circular waves emanating from the lighthouse, so an X-ray striking

an electron produces secondary spherical waves emanating from the electron.

This phenomenon is known as elastic scattering, and the electron is known

as the scatterer. A regular array of scatterers produces a regular array of

spherical waves. Although these waves cancel one another out in most di-

rections through destructive interference, they add constructively in a few

specific directions, determined by Bragg’s law:

2d sin θ = nλ (3.1)
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Here d is the spacing between diffracting planes, θ is the incident angle, n is

any integer, and λ is the wavelength of the beam. These specific directions

appear as spots on the diffraction pattern called reflections. Thus, X-ray

diffraction results from an electromagnetic wave (the X-ray) impinging on a

regular array of scatterers (the repeating arrangement of atoms within the

crystal).

X-rays are used to produce the diffraction pattern because their wave-

length λ is typically the same order of magnitude (1-100 angstroms) as the

spacing d between planes in the crystal. In principle, any wave impinging

on a regular array of scatterers produces diffraction. To produce significant

diffraction, the spacing between the scatterers and the wavelength of the im-

pinging wave should be similar in size. Prior to the first X-ray diffraction

experiments, the spacings between lattice planes in a crystal were not known

with certainty.

The basic properties of a wave significant in diffraction are wavelength, λ,

that is, the distance between two adjacent peaks of the wave; wave amplitude,

|A|, specifically, half the difference between peak and depression; intensity,

I ∝ |A|2, and phase, ϕ, which is the location of a peak relative to other

waves, measured as a fraction of the wavelength or as an angle in the range

0◦ to 360◦.

3.3.3 Powder Differaction Method

The great majority of the applications of the x-ray diffraction methodology

in material characterizations are carried out with the help of diffractometers,

which use the BraggBrentano geometry. The principal characteristics of the
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Bragg-Brentano geometry are shown in Figure 3.7. A specimen, located at

Figure 3.7: Schematic representation of Bragg-Brentano geometry.

the sample plane, is supported on a flat support bench that is free to rotate

about its perpendicular axis, which is located at the origin (see Figures 3.7

and 3.8). The rotation is such that the angle of the incident x-ray beam with

respect to the sample plane is θ, and the angle between the diffracted beam

and the incident beam is 2θ.

The Bragg-Brentano type of diffractometer is composed of an x-ray tube

with a metallic anode that supplies x-rays that are scattered from the sam-

ple and focused at the slit before hitting the detector. In some cases, a

monochromator capable of yielding a monochromatic x-ray beam is added.

The sample is rotated, relative to the x-ray at angles from 0◦ to 90◦ with the

help of a goniometer, where the powdered sample is placed on the sample

holder. Electronic equipment is used to amplify and filter signal pulses from

the detector.

The powdered material sample to be tested is generally further ground in
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Figure 3.8: Sample irradiation in a Bragg-Brentano diffractometer.

order to get a very fine powder, where the crystalline grains have arbitrary

orientations. With the help of these random grain directions, it is predicted

that by rotating the sample relative to the incident x-ray (Figure 3.8), we

can find all angles where diffraction take place.

The line intensity of a powder XRD pattern obtained in a Bragg-Brentano

geometry diffractometer for a pure sample, comprised of three-dimensional

crystallites with a parallelepiped form, is given by [8-9, 36-38]:

Id(θ) = I0Ke

(
1 + cos2(2θ)

sin2 θ cos θ

)
F 2
hklmhkl

(
1

Vc

)2

BF (θ)D(θ)

(
υa
µ

)
(3.2)

where

Id(θ) is the diffracted intensity

I0 is the intensity of the incident beam

Ke is a constant depending on the experimental setup, in which are in-

cluded: λ the wavelength of the used radiation; r the distance from sample to

the detector; m and e the mass and the charge of the electron; c the velocity

of light; and ϵ0 the permittivity of free space
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F 2
hkl is the structure factor of the reflection (hkl)

mhkl is the multiplicity factor corresponding to the reflection (hkl) of the

phase under study

Vc is the volume of the unit cell of the crystal

BF (θ) is the peak profile

D(θ) is the Debye-Waller factor

υa is the volume fraction of the phase under test

µ is the linear absorption coefficient of the sample under test

We used Bruker AXS D8 Advance powder diffractometer using Cu Kα (

λ = 1.5406 Å) radiation and an applied voltage and current of 40 kV and 35

mA, respectively for the powder X-ray diffraction analysis of the samples.

3.3.4 Qualitative Identification of Phases

The simplest application of x-ray powder diffraction is the qualitative iden-

tification of phases. This application is very important, because it is the

first step to understand more complex uses of the method. However, in

some cases, it is enough, because of the nature of the intended application

of the material under test, and the previous knowledge about the structure

of the concrete material. Figure 3.9 shows an example of the use of XRD

for the characterization of a material. An MCM-41 mesoporous molecular

sieve (MMS), which is the hexagonal phase of the M41S family of materials,

is explained as an example of XRD use. The MCM-41 MMS material shows

an XRD pattern including three or more low-angle (below 10◦ in 2θ) peaks

that can be indexed to a hexagonal lattice.
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Figure 3.9: XRD pattern, counts per second (CPS) vs. 2θ of the mesoporous

material MCM-41.

3.3.5 Quantitative Phase Analysis

The powder XRD analysis of the components present in a mixture was one

of the first applications carried out with this methodology. In fact, in 1919,

Hull was the first to apply the XRD methodology in chemical analysis [39].

However, Klug and Alexander [40] gave a big impetus to the development of

the XRD phase analysis method. The absorption factor for a sample in the

form of a plate located in the sample holder of a Bragg-Brentano geometry

powder diffractometer is given by [9]

A =
1

2µ
(3.3)

where µ is the linear absorption coefficient. In this case, a simplified form of

Equation 3.2 was proposed by Klug and Alexander to express the intensity

of the ith peak of the jth phase included in the mixture under analysis [40]

Iij =
Kijxj

ρjµ∗ (3.4)
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where

Kij is a constant

xj is the weight fraction of the diffracting phase

ρj is the density of the diffracting phase

µ∗ is the mass absorption coefficient of the mixture under analysis

Then, from Equation 3.4, the integrated intensity of the ith peak in the

XRD profile of the mixture is calculated by the addition of all the contribu-

tions to this peak from all the phases present in the mixture [41-45]

Ii =
n∑

j=1

Iij =
n∑

j=1

Kijxj

ρjµ∗ where j = 1, ...., N (3.5)

where N is the number of crystalline phases in the mixture. Equation 3.5

forms a linear system of equations with the complementary normalization

condition [41]:
N∑
j=1

xj = 1 (3.6)

In the simplest case, this system can be solved using the method of multi-

linear regression [41-42, 45]. In some cases, it is necessary to experimentally

determine µ∗, the mass absorption coefficient of the mixture [44-45]. To carry

out this procedure, a monochromatic CuKα radiation was used, and with the

help of the following equation [44-45]

µ∗ =
E

M
ln
[
I0
I

]
(3.7)

where E is a constant, characteristic of the experimental arrangement used

M is the sample mass

I0 is the intensity measured without an absorbent

I is the intensity measured with an absorbent
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it was determined that E ≈ 1.3, with the help of a sample holder con-

structed to embrace a wafer of the powdered sample, and the sample holder

was attached to the goniometer arm [45].

An analysis of Equations 3.4 through 3.6 reveals that the previous method

could fail because of the assumption of the absence of microabsorption, when

deriving Equation 3.4 [41]. The microabsorption effect for x-rays diffracted

from planar granular powder specimens is caused by the presence of large

particles with different absorption magnitudes in the mixture, which create

bulk porosity, surface roughness, and the difference in absorption coefficient

between the different phases present in the mixture. To account for the

microabsorption effect, Leroux, Lennox, and Kay proposed a semiempirical

correction to Equation 3.2, as follows [46]:

Iij =
Kijxj

ρj(µ∗)αj
(3.8)

where αj are empirical parameters. Gonzales et al. [41-42, 45], applying

Equation 3.8, obtained

Ii =
N∑
j=1

Kij

(
µ∗
j

µ∗

)αj

I0ijxj (3.9)

with the complementary condition

N∑
j=1

xj = 1 (3.10)

Equation 3.9 can now be interpreted as a multilinear regression equation [47]

Ii =
N∑
j=1

Kij

(
µ∗
j

µ∗

)αj

I0ijxj =
N∑
j=1

βjI
0
ij (3.11)

with independent variables, I0ij , which are the intensities of the peak, i, of

the pure phase, j, and dependent variables, Ii, which is the intensity of the
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peak, i, of the mixture. The regression coefficients, j, can be determined as

follows [41, 44, 47]:

βi =
N∑
j=1

A−1
ij Bj (3.12)

where A−1
ij ; is the inverse matrix of the following matrix [41, 44, 47]

Aij =
p∑

k=1

I0ikI
0
kjWk (3.13)

and

Bj =
p∑

k=1

I0ikIkWk (3.14)

where [41, 42, 44, 47]

Wk = 1/∆Ik are statistical weights

∆Ik are the errors in the determination of the intensity of peak k

To make a complete calculation of the phase composition of the test

sample, this method can take the experimentally measured value of µ∗ or the

mass absorption coefficient can be calculated with the help of the method

of successive approximations [41, 42, 44]. However, the previously explained

method is complex; therefore, it is easier to avoid the microabsorption effect

by milling the test sample to get particles of about 1µm [44].

3.3.6 Lattice Parameter Determination

For different studies in materials science, it is necessary to determine the

lattice parameters of the obtained or modified materials. In Table 4.3, the

equations relating the interplanar distance d, the Miller indexes (hkl), and

the lattice parameters for the seven crystalline systems are given [9, 36]. As

evident in the cubic case, the parameter a of the cubic cell is directly related

to the spacing, dhkl, between planes in the (hkl) family. Then, knowing θhkl,
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the Bragg angle, and λ, the x-ray wavelength, it is possible to calculate the

lattice parameter a with the help of the Bragg law. Consequently, it is the

precision in the measurement of sin θ, not the precision in the determination

of θ, that determines the precision in the determination of the cell parameter.

Table 3.1: Relations between Interplanar Spacing, Miller Indexes,

and Lattice Parameters

Crystalline Relation between, d, (hkl) and

system the lattice parameters

Cubic 1
d2
hkl

= h2+k2+l2

a2

Tetragonal 1
d2
hkl

= h2+k2

a2
+ l2

c2

Hexagonal 1
d2
hkl

= 4
3

(
h2+hk+k2

a2

)
+ l2

c2

Rhombohedral 1
d2
hkl

= (h2+k2+l2) sin2 α+2[(hk+kl+hl) cos2 α−cosα]
a2(a−3 cos2 α+2 cos3 α)

Orthorhombic 1
d2
hkl

= h2

a2
+ k2

b2
+ l2

c2

Monoclinic 1
d2
hkl

= 1
sin2 β

(
h2

a2
+ k2 sin2 β

b2
+ l2

c2
− 2hl cosβ

ac

)
Triclinic 1

d2
hkl

= 1
V 2 (S11h

2 + S22k
2 + S33l

2 + 2S12hk + 2S23kl + 2S13hl)

3.4 Energy-Dispersive Analysis of X-rays

SEM is also used to determine the chemical composition of the tested sam-

ples. SEMs are normally equipped with EDAX systems for quantitative

chemical analysis, which allows direct information of the chemical composi-

tion of the selected crystal to be obtained. The analysis is carried out using
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the x-rays emitted by the sample (Figure 3.4) tested in the SEM sample

holder (Figure 3.3).

In order to generate an x-ray beam, as already disscussed above, a vacuum

tube is needed, where an electron beam produced by a heated filament is

collimated and accelerated by an electric potential of several kilovolts, that

is, from 20 to 45kV. In a SEM (see Figures 3.3 and 3.4), this beam is directed

to a sample, which acts as the anode in the x-ray tube (Figure 3.4). The

electrons hitting the sample will convey a fraction of their energy to electrons

of the target material, a process resulting in electronic excitation of the atoms

composing the sample. The sample then produces two kinds of radiations:

the continuous spectrum and the characteristic spectrum (see Figure 3.6).

The second type of spectrum, called the characteristic spectra, is produced

as a result of specific electronic transitions that take place within individual

atoms of the anode material. If the energy of the impinging electrons is high

enough, some of them will hit a K-shell electron in the anode, and, thereafter,

generate an electron vacancy. When such an electron vacancy is generated,

it can be quickly filled by an electron from the L-shell or the M-shell of the

same atom (see Figure 3.10).

XRF spectra were broadly studied by H.G.J. Moseley who confirmed,

in 1913-1914, the relationship between the wavelength of characteristic ra-

diation and the atomic number, Z, of the radiation of the emitting anode

material. Moseley found experimentally that the Kα lines for various anode

materials exhibit the empirical relationship:

λKα ∝
(

1

Z2

)
or vKα ∝ Z2 where λKα =

c

vKα

(3.15)

Moseleys empirical relationship reveals a behavior that is in agreement with
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Figure 3.10: Electronic transitions during characteristic x-ray emission.

the Rydberg-Bohr equation, because the energy levels linked with the outer

electron transitions are significantly affected by the screening effect of the

inner electrons. The screening effect of the deepest electrons on the nuclear

charge is explained by an effective nuclear charge (Z-1) in the case of the Kα

transition, that is, the K-L transition, and, consequently, the Rydberg-Bohr

equation assumes the form

vKα =
c

λKα

= cR(Z − 1)2
(
1

12
− 1

22

)
=

3cR(Z − 1)2

4
(3.16)

When a sample is bombarded with a particle beam in a SEM, the specimen

liberates some of the absorbed energy as x-rays. Then, since each element

has its individual exclusive collection of energy levels, the emitted photons

are indicative of the element that produced them. Analyzer detectors are

then used to characterize the x-ray photons for their energy and abundance

to determine the elemental composition of the tested sample. The detectors
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used in the EDAX analysis are, in general, semiconductor detectors.

For elemental analysis of gel grown crystals, we made the use of JEOL,

JED-2300 apparatus which is attached with the SEM.

3.5 Thermal Methods of Analysis

The development of thermal analysis methods in materials research has led

to a plethora of new methodologies since the elaboration of the first thermal

method by by Le Chatelier and Robert-Austen [21,48]. Thermal analysis

consists of a group of techniques in which a physical property of a material is

measured as a function of temperature at the same time when the substance

is subjected to a controlled increase, or in some cases, decrease of tempera-

ture. Temperature-programmed techniques, such as DTA [49-51], TGA [49],

DSC [52, 53], TPR [54, 55], and TPD [56-59], contribute to perform a more

complete characterization of materials.

3.5.1 Differential Thermal Analysis

In differential thermal analysis (DTA), the temperature difference that de-

velops between a sample and an inert reference material is measured, when

both materials are subjected to an identical heat treatment [49]. The related

technique of DSA relies on differences in the energy required to maintain the

sample and reference at an identical temperature.

DTA is a technique for recording the difference in temperature between a

substance and a reference material. The specimens are subjected to identical

temperature regimes in an environment heated or cooled at a controlled rate.
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Therefore, DTA involves heating or cooling a test sample and an inert refer-

ence in the same conditions, and at the same time recording any temperature

change between the sample and reference. This differential temperature is

plotted against temperature and, then, changes in the sample which lead

to the absorption or evolution of heat can be detected relative to the inert

reference [49, 50].

The main characteristics of a DTA equipment are the following:

1. Sample holder comprising thermocouples, sample containers, and a

ceramic or metallic block.

2. Furnace.

3. Temperature programmer.

4. Recording system.

The important requisites of the furnace are that it should have a stable

and sufficiently large hot zone, and must be able to respond rapidly to com-

mands from the temperature programmer. A temperature programmer is

necessary in order to get stable heating rates. The recording system must

have a low inertia to accurately reproduce variations. The sample holder

assemblage consists of a thermocouple, each for the sample and reference,

surrounded by a block to guarantee smooth heat dissemination.

The sample is contained in a small crucible designed with a cut in the

base to be accomodated in the thermocouple. The thermocouples should

not be placed in direct contact with the sample to avoid contamination and

degradation. The crucible may be made of materials such as silica, alumina,

zirconia, nickel, or platinum, depending on the temperature and nature of

the tests involved.
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3.5.2 Thermal Gravimetric Analysis

Thermal gravimetric analysis (TGA) is a simple analytical technique that

measures the weight loss or gain of a material as a function of temperature

during controlled heating. As the materials are heated, they lose weight due

to different processes such as water desorption, or from chemical reactions

that release gases. In contrast, some materials can gain weight by reacting

with the surrounding atmosphere in the test environment. During the TGA

testing process, a sample of the analyzed material is placed into, for example,

an alumina cup, which is supported on, or suspended from, an analytical

balance located outside the furnace chamber. The sample cup is heated

according to a predetermined thermal cycle and the balance sends the weight

signal to the computer for storage, along with the sample temperature and

the elapsed time. The TGA curve plots the TGA signal, converted to percent

weight change on the y-axis against the reference material temperature on

the x-axis. Therefore, the results of the test is a graph of the TGA signal,

that is, weight loss or gain converted to percent weight loss on the y-axis

plotted versus the sample temperature in degree Celsius on the x-axis.

Examples of weight loss or weight gain processes are water desorption,

structural water release, structural decomposition, carbonate decomposition,

gas evolution, sulfur oxidation, fluoride oxidation, rehydration, and other

transformations.

3.5.3 Differential Scanning Calorimetry

Differential scanning calorimetry (DSC) is a method for measuring the en-

ergy required to establish a nearly zero temperature difference between a
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substance and an inert reference material, as both samples are subjected to

the same temperature regimes in an environment heated or cooled at a con-

trolled rate [22]. In one of the possible DSC arrangements, the sample and

the reference are enclosed in the same furnace, and a highly sensitive sensor

is used to measure the difference between the heat flows to the sample and

reference crucibles based on the Boersma or heat flux principle [53].

The difference in energy required to maintain them at a nearly identical

temperature is provided by the heat changes in the sample. Any excess

energy is conducted between the sample and reference through the connecting

metallic disc, a feature absent in DTA. In a DSC test, the thermocouples

are not embedded in either of the specimens, and the small temperature

difference that may develop between the sample and the inert reference is

proportional to the heat flow between the two. The fact that the temperature

difference is small is important to ensure that both containers are exposed

to essentially the same temperature program.

3.5.4 Temperature-programmed Reduction

Temperature-programmed reduction (TPR) is normally used in the charac-

terization of catalysts [23, 54-56]. In general, to carry out a TPR experiment,

a reducing gas mixture, typically 5% hydrogen in nitrogen, flows continuously

over the sample [55]. The gas flow rate can be varied precisely using either

built-in controls or an optional mass flow controller accessory.

A specially designed high-temperature furnace and sample cell with in

situ sample temperature sensing is used to heat the tested samples up to

more than 1100 ◦C. Linear heating rates are controlled by a temperature
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controller. Heating rates are operator programmable for maximum flexibility.

The reaction between the sample and reducing gas is monitored by a highly

stable thermal conductivity detector (TCD) [23, 54, 55].

At present, this reaction rate signal is presented in real time on the com-

puter display while the PC automatically records signal, temperature, and

time. The resulting peak thus formed is a unique, characteristic fingerprint

of the sample and the peak maximum represents the temperature of the max-

imum reaction rate. The reducing gas, or other reactive gas, thus absorbed

during a TPR experiment, can be desorbed (TPD) in a separate experiment

immediately following this procedure. Temperature-programmed oxidation

(TPO) is performed in an analogous manner.

3.5.5 Temperature-programmed Desorption

Temperature-programmed desorption (TPD) is a very useful methodology in

porous materials characterization. A basic feature of the experiment is that,

it is necessary to use an appropriate adsorbate, such as CO, NH3, or H2O

[57-59]; however, recently larger molecules have been applied as adsorbates

[60].

The basic experiment is very simple, comprising [59] adsorption onto

the sample at a relatively low temperature, normally 300K. Subsequently,

the sample is heated in a controlled fashion, that is, linearly in time, at

rates between 0.5 and 20 K/s, and at the same time the evolution of species

desorbed from the material into the gas phase are monitored.

In TPD practice, desorption rates are reported, that is, dN/dt, where N is

the amount of molecules adsorbed in the material [59]. As the temperature
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increases and a particular species is capable to desorb from the material,

thereafter, the TPD signal will rise; but, as the temperature continues to

increase, the amount of adsorbed species on the material will decrease, caus-

ing the TPD signal to decrease. This result is expressed as a peak in the

TPD signal versus time, or a temperature plot. The temperature of the peak

maximum and the shape of the desorption peak provide information about

the binding character of the adsorbate/substrate system [59].

Pure carrier gas (typically helium) flows over the sample as the temper-

ature is raised in order to desorb the previously adsorbed gas. Normally,

thermoconducting detectors monitor this rate of desorption, producing a

TPD profile, where the intensity of the desorption signal is proportional to

the rate at which the surface concentration of the adsorbed species is chang-

ing. Consequently, the area under a peak is proportional to the quantity

originally adsorbed. Besides, the kinetics of desorption provides information

on the state of aggregation of the adsorbed species. Finally, the position of

the peak temperature is related to the enthalpy of adsorption, that is, to the

strength of the binding to the surface.

We made these analyses by Perkin Elmer Diamond Analyser which made

it possible to know the thermal decomposition behaviour of the samples.
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Chapter 4

Literature Review

4.1 Introduction

“These elements, rare-earths, perplex us in our researches, baffle us in our

speculations, and haunt us in our very dreams. They stretch like an unknown

sea before us mocking, mystifying, and murmuring strange revelations and

possibilities - Sir William Crookes.”

These beautiful sentences vividly demonstrate how important rare-earth

elements are. Rare-earths are the unacknowledged pillars of the world of

modern technology. In recent times, the growth of rare-earth compounds

have been one of the most fascinating areas of research because of their

tremendous applications in almost every field of life.

The rare-earths impact nearly everyone in the world. All of the people liv-

ing in developed or developing countries utilize rare-earths in their everyday

living-the car that one drives (gasoline is refined from oil using rare-earth

catalysts and catalytic converters reduce the polluting emissions from the

automotive exhaust), watching the news on TV (the red and green colors
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in TV screens), the telephones and computers we use to communicate (the

permanent magnets in speakers and disc drives), just to name a few exam-

ples. So can one think of living in present world without these rare earths.

As has been rightly pointed out by Karl Gschnedner, Jr. (Ames Laboratory,

U.S. Department of Energy) the only way one can avoid the rare-earths is

to grab your sleeping bag and go into the deep forests or caves in the desert

far from civilization without your cell phone or even lighter flints (which are

made of iron and cerium-rich rare-earths). In addition to the impact on our

personal lives, the military security of the USA (and the rest of the world,

likewise) is very dependent on the rare earths (permanent magnets in electric

motors, computers, and guidance systems): this is also the case for our en-

ergy security (electric motors, batteries, wind turbines, petroleum refining,

and fluorescent lighting).

4.2 Brief Overview of Rare Earth Compounds

Rare-Earth Elements (REE) are essential components of modern technology

and have numerous applications such as data storage devices, lasers, phos-

phors for advanced displays, catalysts, permanent magnets, and petroleum

refining [1-5]. Rare-earth Elements have contributed to the digital revolution

and have enabled a variety of emerging technologies, including hybrid electric

vehicles and miniaturized devices and electronics.

Several types of lanthanide complexes have successfully been developed as

functional molecular devices in the fields of chemistry, biology, medicine, and

material science. For example, (a) luminescent sensors and light converters

[6-9], (b) nuclear magnetic resonance (NMR) and magnetic resonance imag-
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ing (MRI) probes [10-13], and (c) practical catalysts in organic and biological

reactions [14-15] have been presented.

The photoluminescence properties of rare-earth (lanthanide) compounds

have been fascinating researchers for decades [16-29]. An attractive feature

of luminescent lanthanide compounds is their line-like emission, which results

in a high color purity of the emitted light. The important thing to be noted is

that the emission color depends on the lanthanide ion but is largely indepen-

dent of the environment of a given lanthanide ion. So lanthanide complexes

can be used as promising light-emitting materials. For example, blue emit-

ting devices based on Tm complexes [30], reddish-orange emitting devices

based on Sm complexes [31-32], white emitting devices based on Dy com-

plexes [33], and near-infrared emitting devices based on Er [34], Nd [35], and

Yb [36] complexes have been fabricated. In fact, some inorganic luminescent

materials, for example BaMgAl10O17 : Eu2+ and GdMgB5O10 : Ce3+, Tb3+,

have been commercially utilized for blue and green luminescent lamps, re-

spectively. Their unique functionalities, as said, are attributed to the narrow

emission and high colour purity generated from the rare-earth ions. Re-

searchers have also shown good interest in organic luminescent materials

because of their applications in organic light emitting diodes (OLEDs) in

which a thin film of a luminescent organic material needs to be incorporated

between two conductors for such electronic devices [37-39]. Some of Electro-

luminescent devices exhibited behaviors among the best reported for devices

incorporating a europium complex as the red emitter [40]. In 1990, Kido et

al [41] first reported the europium complex tris(thienyltrifluoro-acetonato)

europium [Eu(TTA)3], based OLED in which the complex was molecularly

109



dispersed in hole transporting poly(methylphenylsilane) (PMPS). Lumines-

cence started at 12V, and a maximum intensity of 0.3 cdm−2 at 18V was

achieved when the device was operated in continuous DC mode. These in-

organic and organic luminescent materials have been extensively explored

and realized for their diverse functionalities and applications in lighting, dis-

play, sensing, and optical devices [42-46]. Moreover, Yamase and co-workers

constructed a dispersion type of electroluminescence (EL) cell with a highly

photo luminescent [EuW10O36]
9− system. With AC excitation to the device

consisting of the doublet structure of emissive [EuW10O36]
9− and insulat-

ing Mylar film layers, the [EuW10O36]
9− layer exhibits EL that matches the

photoluminescence spectrum of the solid [47].

Rare-earth coordination complexes were expected to afford some new

properties, for the functional materials, compared to those simple traditional

rare-earth materials. For example, some complexes containing Eu or other

rare earth ions can absorb excitation energies with the coordinated ligands,

and the following energy transfer process will excite rare earth ions to give

the anticipated luminescence emission [48]. And it has been found that the

luminescence in the visible domain is the result of an energy transfer be-

tween the ligand and the rare earth ion [49]. The two rare-earth complexes

namely, [Eu2(C2O4)3(H2O)6.12H2O]∞ and [Tb2(C2O4)3(H2O)6.12H2O]∞ ex-

hibits intense visible luminescence under UV irradiation (λexc = 266nm)

[50]. In 2002 Wang et al. reported a dinuclear luminescent terbium com-

plex with formula [Tb(acac − azain)3]2 [acac-azain=1-(N-7-azaindolyl)-1,3-

butanedionato] [51].Recent studies on near-infrared (NIR) luminescence from

lanthanide ions have been highly influenced by two significant applications,
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including the development of optical fibers for telecommunications and imag-

ing for biomedical assays [52-61].

The structural, electrical, and magnetic properties of these materials are

very sensitive to preparation condition such as sintering temperature, time,

and type of additives. Due to the addition of small amount of larger ions

such as rare earth, an important modification of both structural and mag-

netic properties can be obtained. This is because rare-earth ions play an

important role in determining the magneto-crystalline anisotropy in 4f-3d

intermetallic compounds [62]. The effect of small amount of rare-earth ions

on the structural magnetic and electrical properties of Mn-Zn ferrite was

studied by Ahmed et al [63]. They have found an important modification in

Curie temperature, electrical resistivity, lattice constant, magnetic moment,

and grain size. Rezlescu et al [64] have reported on the effect of rare-earth

oxides on physical properties of Li-Zn ferrite and observed shift of Curie

temperature to lower temperature as well as increase in electrical resistiv-

ity. Gadkari et al have studied the influence of rare-earth ions addition on

structural and magnetic properties of CdFe2O4 ferrite prepared by oxalate

co-precipitation method. The addition of R ions altered its structure and

decreases the crystalline size, lattice constant, and grain size. The magnetic

properties such as saturation magnetization, remanent magnetization, and

magnetic moment have also been increased [65].

There has been a recent resurgence of research activities in developing

lanthanide-based molecular magnetic materials stimulated by the large mag-

netic anisotropy of lanthanide ions, in particular toward the search for single-

molecule magnets (SMM) [66]. For example, the trinuclear Dy(III) hydrox-
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ide complexes has been shown to exhibit SMM-like slow relaxation behavior

within its excited states, even though it possesses an almost diamagnetic

ground spin state [67-69]. Furthermore, depending on the nature of the lan-

thanide ions, magnetic properties ranging from ferromagnetic, ferromagnetic,

to antiferromagnetic couplings have been observed for a series of structurally

closely related 3d4f heterometallic complexes [70]. These promising results

portend a bright future in the development of novel lanthanide hydroxide

based molecular magnetic materials.

Rare-earth (RE) mixed oxides constitute a wide and very important class

of materials, as their technological significance is huge in several fields, for

optical [71-75] and superconductive applications [76], as well as for solid oxide

fuel cells [77,78]. Heavy fermion (HF) lanthanide and actinide superconduct-

ing compounds were the first that were supposed to have unconventional SC

pair states mediated by low energy spin fluctuations [79]. More recently,

magnetization measurements of the ultrapure f-electron-based superconduc-

tor −Y bAlB4 [80] demonstrate zero field quantum criticality without tuning

external parameters such as high magnetic fields and pressures in a metal

[81].

Rare-earth-containing thermoelectrics not only have the benefit of poten-

tial valence instabilities, but they can form complex structures and have high

atomic masses, both of which contribute to a significant reduction in thermal

conductivity, which can improve performance as a thermoelectric. Substitu-

tion of the isovalent, but much higher atomic mass Yb for Ca in Ca14MnSb11

led to Y b14MnSb11 [82]. Y b14MnSb11 is a complex Zintl intermetallic mate-

rial with a high thermoelectric power factor at elevated temperatures and a
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low room temperature lattice thermal conductivity of∼ 0.45W/m−K, partly

due to the high average atomic mass of the material. Optimized Y b14MnSb11

is the highest performing elevated temperature p-type thermoelectric mate-

rial to date, with a ZT > 1 at 1,200 K [83]. Rare earths can be used to

tune the electronic structure of a material. The Co4Sb12 skutterudite is a

small bandgap semiconductor with a large thermoelectric power factor. The

thermal conductivity of Co4Sb12 is far too high for thermoelectric applica-

tions (> 10W/m − K), but the skutterudite structure contains voids large

enough for rare earth atoms to reside. Rare-earth ions act as both charge

donors to modify electronic properties and phonon scattering centers to sig-

nificantly reduce thermal conductivity. Iron can then be substituted for Co

to return the compound to a semiconducting state. The filled skutterudite

Ce(Co, Fe)4Sb12 has a large thermoelectric power factor, partly due to f- and

d-electron hybridization, and a greatly reduced thermal conductivity, leading

to ZT ∼ 1 at room temperature [84].

Another very important class of material, the rare-earth transition metal

indides have not only attracted interest in the chemists community, but also

the physicists have intensively investigated such materials, mainly with re-

spect to the largely varying magnetic and electrical properties. The primary

interest concerns ferromagnetic, intermediate-valent, and heavy fermion ma-

terials. Prominent examples are the 22 K ferromagnet EuRhIn (Pttgen

et al., 1999c)[85], mixed-valent CeRhIn (Adroja et al., 1989),[86], valence-

fluctuating CeNiIn (Fujii et al., 1989) [87], Kurisu et al., 1990 [88] or the inter-

mediate heavy-fermion system Ce5Ni6In11 (Tang et al., 1995) [89]. Gadolin-

ium based indides are currently under investigation due to their potential
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technological applications for magnetic refrigeration (Canepa et al., 2002b

[90]. Finally, it is worthwhile to mention the very recent investigations on

the new heavy fermion materials Ce2TIn8 and CeTIn5 (T = Co, Rh, Ir).

These indides have been thoroughly investigated in the last few years (Hegger

et al., 2000) [91], Moshopoulou et al., 2001 [92].

The Endohedral Metallofullerenes (EMFs) form another very important

class of material as far as advanced technology is concerned. Alloys con-

taining both the target rare earth metal and nickel, such as Y Ni2 and

GdNi2, are commonly used for production of EMFs with pure metals [93,94].

Bio-distributions of EMFs were investigated by using holmium-containing

metallofullerenes as radiotracers [95,96]. Fullerenes and EMFs are good

candidates to be inserted inside carbon nanotubes (CNTs); strong inter-

actions between the inserted EMF molecules and the CNT walls were evi-

denced from many experimental results. For example, the Raman spectra of

La2@C80@CNT differ significantly from those of the empty nanotubes and

some absorptions indicate a charge-transfer between them [97]. More sup-

portive proof has been reported by Lee et al. After insertion of Gd@C82, the

bandgap of CNTs was narrowed down from about 0.5 to 0.1 eV at sites where

the EMF molecules locate [98]. Such materials are particularly suitable for

quantum computing, which is expected to be the technological mainstay for

the next generation of computers.

The carbene derivative La@C82(Ad) can form nanorods during single-

crystal growth, which shows an unusual FET (field effect transistor) property.

Because thin films or whiskers of empty fullerenes and solids of EMFs are

well known to show n-type semiconductivity, the nanorods are p-type [99],
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which will surely find applications in such fields as nanoelectronics. Moreover,

metallofullerenes have shown interesting magnetic [100] and nonlinear optical

properties [101] and are expected to support applications in related fields.

The two-photon sensitization of lanthanide complexes is an emerging field

of research. As two-photon microscopy (TPM) greatly reduces UV-treatment

problems and provides deeper penetration (hundreds of microns) and low

photodamage and photobleaching outside of the focal plane [102, 103]. For

example, Wang and coworkers reported a tripyridine-sensitized Eu(III) com-

plex Eu-71 with a significant two-photon absorption cross-section value of

185 GM(GM=GoeppertMayer, where 1GM = 10−50cm4sphoton1) at 735

nm, however, Eu-71 is only stable in non-aqueous solvents [104]. Maury

and co-workers reported a tricationic complex Eu-72 with a two-photon an-

tenna effect produced by an alkyloxyphenylacetylene functionalized pyridine

dicarboxamide ligand [105].

Not only have this, rare-earth complexes started showing its power in the

field of medicine also. Liu et al. has reported that the complex [TbAs4W40O140]
25−

displays inhibitory action to HL60 (leukaemia), B16 (melanoma), H22 (liver

cancer cell) cancers, and rectum cancer vivicells as well as breast cancer

vivicells [106]. Yamamoto et al. have reported that K13[Ce(SiW11O39)2]

shows inhibitory action to the human immunodeficiency virus (HIV) and the

simian immunodeficiency virus [107]. Inouye et al. have reported [NH4]12H2

[Eu4(MoO4)(H2O)16(Mo7O24)4].13H2O displays potent anti-HIV-1 activity

[108].

A significantly increased relaxivity over the clinically utilized Gd(III) con-

trast reagent has been achieved [109]. The potential use of high-nuclearity

115



lanthanide hydroxide complexes as new paradigms for radiographic imaging

has also been envisioned [110]. The key roadblock to further development

appears to be the stability (or lack thereof) of the currently available com-

plexes. The first gadolinium-based MRI CA was gadopentetate dimeglu-

mine (gadolinium diethylenetriaminepentaacetatic acid, Gd-DTPA), which

was introduced into patients in 1983 and approved for clinical use in 1988

[111]. Time-resolved luminescence bioassay techniques using luminescent lan-

thanide complexes as probes have been exploited in various fields, especially

immunoassays and high-throughput screenings, since the first application was

reported in 1983 [112-114]. In 2005, Yuan and co-workers demonstrated a

Eu(III) complex Eu-69 as a sensitive and selective time-resolved luminescence

probe for singlet oxygen (O1
2) [115,116]. O

1
2 probably plays an important role

in the cell signalling cascade and in the induction of gene expression [117].

Lanthanide complexes have great applications in molecular recognition and

chirality sensing of biological substrates [118].

Lanthanide hydroxide complexes have been found to catalyze the hy-

drolytic cleavage of DNA and RNA analogs, mimicking the function of natu-

ral nucleases [119-121]. In 1992, the authors found that various lanthanide(III)

salts are active for the hydrolysis of phosphodiester linkages in DNA (Mat-

sumoto and Komiyama, 1992) [122]. Interestingly, the activity of Ce(NH4)2

−(NO3)6 for DNA hydrolysis is substantially enhanced when PrCl3 is added

to the mixture (Takeda et al., 1996) [123].

Till now one must be having no confusion as far as importance and ap-

plications of rare-earth materials is concern. Such a tremendous applicabil-

ity of rare-earths is because of their unique positions in the periodic Table,
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which correspond to the first period of f-block elements from lanthanum to

lutetium, and their trivalent cations possess characteristic 4fn open shell

configurations (n: 0-14) [124-127]. They have a varying valence character

while reacting with different elements because of which compounds of differ-

ent modifications are obtained. It has been found that The use of rare-earth

materials in the various areas such as luminescent, magnetic, and catalytic

materials, is because of their unique properties originating from their 4f elec-

tron configurations [128-132].

4.3 An Overview of Rare Earth Molybdates

The present research deals with a very important class of rare earth com-

pounds, known as rare earth molybdates. At the end of 60th there was a

great interest to the rare earth molybdates family R2(MoO4)3 (R= Pr, Nd,

Sm, Eu, Gd, Tb and Dy) because these compounds exhibited the phenomena

of ferroelectricity and ferroelasticity [133]. There ferroelectric properties was

theoretically predicted by Levanyuk and Sannikov in 1968 [134]. Analogous

result was obtained for TMO from neutron scattering experiments in 1970s

[135-136]. Their Ferroelasticity was established in 1969 by Aizu [137]. These

properties, ferroelectricity and ferroelasticity, as investigated for GMO were

found to be temperature dependent [138-139]. Subsequent investigations

of the dielectric, optical, and mechanical behaviour of these materials have

revealed several unique and potentially useful properties [140]. Pure and

mixed rare earth molybdates are important for use in optical equipment and

electronic and acoustic studies [141-142]. Many complex molybdate crystals

are noncentrosymmetric and they show potentials for nonlinear optical ef-

117



fects [143-148]. For several recently discovered binary molybdates, the large

levels of nonlinear optical susceptibility χ(2) are reported and these crys-

tals are of great attention for the design of new nonlinear optical materials

[149-151]. Because of their potential optical application, rare-earth molyb-

date compounds have been studied extensively [152-158]. For example, the

MRE(MoO4)2, (M=alkali metal, RE=rare earths) single crystals, which is

with a scheelite structure, can be used as self-doubling solid-state laser host

materials. Photo-active rare-earth ions, such as Nd3+, Y b3+, Ho3+, and

Er3+ have been used to activate these kinds of host materials and their opti-

cal properties or laser performance have been widely investigated [159-163].

Thallium-containing rare-earth molybdates show diverse crystal structures

and properties due to the strong distortion of coordination polyhedra. A

presence of stereo-active lone electron pair and high effective radius of T l+

ion seems to be the key factors providing the noncentrosymmetric crystal

structure [143,151,164,165]. The low-symmetry positions are observed for

Ln3+ ions with benefits for the creation of new effective laser mediums [166-

168]. Other properties, besides crystal structure, remain to be unknown for

many T l+- and Ln3+- containing molybdates.

In the fields of phosphor materials, MRE(MoO4)2 materials doping Eu3+

or Tb3+ also present excellent properties [169,170]. Wang et al [170] reports,

it is interesting that no concentration quenching of Eu3+ can be observed

in the samples of NaRE1−xEux(MoO4)2 and LiEu(MoO4)2systems, both of

which exhibit the strongest red emission under 395 nm light excitation and

appropriate CIE chromaticity coordinates (0.66, 0.34) close to the NTSC

standard values. Not only the research on the optical properties of scheelite
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type MRE(MoO4)2 is the hot topic but also the research on their micro-

structure attracts many scientists [171,172].

Molybdate and tungstate materials comprise a large class of inorganic

compounds that exhibit interesting physical properties and thus have tech-

nological applications in the fields of catalysis and quantum electronics [173].

Intensive research efforts have been focused on rare-earth molybdate com-

pounds due to their unique catalytic, and magnetic properties [174,175].

Magnetic properties of a single crystal and single domain spherical sample of

GMO were investigated in papers [176-180]. Magnetic properties and heat

capacity of Gd2(Mo04) and Tb2(Mo04)3 at liquid helium temperatures for

magnetic fields up to 90kOe have been investigated [181-185]. It was shown

that triply positive-charged rare earth ions were responsible for the magnetic

properties of these substances. Also it was shown that Gd2(MoO4)3 and

Tb2(Mo04)3 were antiferromagnets with Neel temperatures TN = 0.3 and

0.45 K respectively.

The compounds existing in R2O3MoO3 (R = rare earth) systems, known

as higher rare-earth molybdates, can be grown in the form of single crystals

and find various practical applications [186-189]. At the same time, molyb-

denum is known to exhibit a wide variety of oxidation states in oxides. The

MoO system is characterized by extremely complex phase relations [190-193].

Along with 6+, the oxidation state 4+ is rather stable. Molybdenum (IV)

oxide, MoO2, can be obtained readily by reacting MoO3 and powder Mo in

an evacuated silica tube at 1000 ◦C and is stable in air up to 440 ◦C [186,187].

Compounds in which the oxidation state of molybdenum is lower than 6+

(lower rare-earth molybdates) have been investigated less extensively, but
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they are also of practical interest. Low-valent molybdenum compounds are

known to exhibit catalytic properties [194-198]. Lower rare-earth molybdates

possess semi-conducting [199] and metallic [200] properties and are, there-

fore, of scientific interest from the viewpoint of the metalinsulator transition.

In addition, they have anomalous magnetic properties [201]. Mixed-valent

molybdenum bronze-like phases are potentially attractive as cathodes for

electrochemical cells.

The following applications of rare earth molybdates with non-zero orbital

moments of triply charged rare earth ions as discussed in [202] are possible.

(i) Threshold sensor devices for measuring a DC magnetic field. These

devices should generate a jump in electrical voltage when the magnetic field

under test reaches a certain value.

(ii) Small displacements (of the order of 10−5cm) can be generated on the

basis of rare earth molybdates with non-zero orbital moment. The displace-

ments are due to the influence of the magnetic field on the crystal distortions

related to the ferro-electric arrangement.

(iii) Optical shutters, phase shifters and relays with fine magnetic regu-

lation of their parameters.

(iv) New types of current-less engine based upon the magneto-electric

interactions.

(v) Producing low temperatures by means of adiabatic demagnetization

is possible using rare earth molybdates independently of the angular momen-

tum value.

Keeping in view the importance and interesting properties of rare earth

molybdates, lot of work has been carried out on their growth in last few
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decades. Several investigators have reported their growth using different

growth techniques. They have been grown using solid state reaction meth-

ods [203]. High quality single crystals of R2(MoO4)3 type, using Czochralski

procedure were first time grown in 1971 which give rise to scattering the light

of a laser beam passed through the crystal [204]. Using rotation less pulling

technique, crystals could be obtained scattering free for laser investigation

[205]. Mixed crystals of neodymium hyptamolybdate were grown in silica

gel [206]. Also erbium-doped photonic materials and structures have been

grown by sol-gel, in the form of hafnium based optical planar wave guides

and 1D photonic band gap structures consisting of alternating silica and

titanium layers [207]. Praseodymium molybdate crystals have been grown

by silica gel method [208,209].The growth of pure Gd- and Gd-Ba- molyb-

date crystals, bearing the stoichiometric composition Gd2Mo7O2 : H2O and

Gd2Ba24Mo42O153 has been achieved by the gel technique [210]. Tetragonal

molybdate micro crystallites with delicate morphologies have been success-

fully prepared via a very simple alkalescent aqueous mineralization method.

The products were characterized by x-ray powder diffraction, field emis-

sion scanning electron microscopy [211]. Growth and spectroscopic inves-

tigations of Y b3+- doped NaGa(MoO4)2 and NaLa(MoO4)2 has been done

by Czochralski method and was found as active media of solid state lasers

[212,213]. Nd3+ : BaGa2(MoO4)4 crystals with dimensions 20mmx28mm

have been grown by the CZ method [214]. A 3D flowerlike europium doped

lanthanum molybdate [La2(MoO4)3 : Eu] micro-architectures that exhibit

efficient photoluminescence have been successfully synthesized via a facial

hydrothermal process [215]. Transparent and nearly colorless ferroelectric
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Tb2(MoO4)3 (TMO) single crystal have been grown by Czochralski method.

The single crystal was investigated by XRD method and was shown to be a

single crystal [216].

So lot of work has already been done for the growth and characterization

of rare earth molybdates using different methods and techniques. Keeping

in view the importance of these materials it is worthwhile to grow crystals

of known rare earth compounds as well as to explore the possibilities of the

growth of new materials of rare earth compounds for various scientific inves-

tigations by an inexpensive and simple technique called the gel technique.

A large number of crystals have been grown at ambient temperature by this

technique, which may be classified as a low temperature solution technique.

The growth at lower temperatures is expected to yield crystals with mini-

mum defects. Although the gel technique of growing crystals proves to be

less expensive and advantageous, this method cannot yield crystals of a large

size. If one is able to obtain a crystal of optimum size suitable for a particular

scientific study, the purpose is served. The gel method is the most accept-

able one, and one has only to attempt to grow crystals of a size that may

be optimum for characterization by a particular probe. On the other hand,

high temperature techniques are usually expensive and may not be within

the reach of every laboratory. Furthermore, high growth temperatures be-

come sources of increased thermal stress, as a result of which the crystals

may contain more defects.

It is an established fact that the physical and chemical properties of these

materials are very sensitive to preparation condition such as sintering tem-

perature, time, and type of additives. They may positive or negative effects
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on the properties of these compounds. But, the present work is performed

in order to study the changes that are brought about in the physical and

chemical properties of pure rare earth molybdates by differrent factors such

as concentration of upper and lower reactants, gel pH etc. The present work

also include different characteristics such as morpholgy, thermal behaviour

etc. after they are grown in pure form.

4.4 Overview of Spherulites

Spherulites are ubiquitous in solids formed under highly non-equilibrium con-

ditions [217]. They are observed in a wide range of metallurgical alloys, in

pure Se [218,219], in oxide and metallic glasses [220], mineral aggregates

and volcanic rocks [221,222], polymers [217], liquid crystals [223], simple or-

ganic liquids [224], and diverse biological molecules [225]. Many everyday

materials, ranging from plastic grocery bags to airplane wings and cast iron

supporting beams for highway bridges, are fabricated by freezing liquids into

polycrystalline solids containing these structures. The properties and failure

characteristics of these materials depend strongly on their microstructure,

but the factors that determine this microstructure remain poorly understood

[217].

4.4.1 Habit and Morphology

While the term spherulite suggests a nearly spherical shape, but it is used

in a broader sense of densely branched, polycrystalline solidification patterns

[218,223,226-231]. Spherulitic patterns exhibit a diversity of forms and rep-
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resentative patterns are shown in Fig. 4.1 [226-230].

Figure 4.1: Various spherulitic morphologies. (a) Densely branched spherulite formed in

a blend of isotactic and atactic polypropylene. (b) Spiky spherulite grown in malonamide-

d-tartatic acid mixture. (c) Arboresque spherulites forming in polypropylene film, (d)

and (e) Quadrites formed by nearly rectangular branching in isotactic polypropylene. (f)

Spherulite formed in pure Se. (g) Crystal sheaves in pyromellitic dianhydrite-oxydianilin

poly(imid) layer. (h) Spherulites (a thin film of polybutene) with two eyes on the sides of

the nucleus. (i) Multi-sheave / early spherulite structure formed in dilute long n-alkane

blend. (j) Arboresque growth form in polyglycine. To improve the contrast/visibility of

the experimental pictures, false colors were applied. The linear size of the panels are (a)

220 m, (b) 960 m, (c) 2.4 mm, (d) 2.5 m, (e) 7.6 m, (f) 550 m, (g) 2.5 m, (h) 20 m, (i)

250 m, and (j) 1.7 m, respectively.

Individual crystallites that assemble as spherulites in the aggregate are

often needle-like but other habits are observed. Plank-like crystallites (flat-

tened needles) are not infrequent; plate-like crystallites are rare. The predom-
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inance of structures with exaggerated aspect ratios is a consequence of the

fact that a high crystallographic driving force is a precondition of spherulitic

growth.

The morphology of subindividuals is generally similar to the morphology

of the parent crystal. Blocks beget blocks, needles beget needles. Thin poly-

mer lamellae branch to give equally thin descendants (5-20 nm), a dimension

dictated by material properties and growth conditions [232]. The needle-like

fibers are typically straight, and plate-, and plank-like crystallites are typ-

ically straight and flat. However, bending, twisting, and scrolling of fibrils

and lamellae further confounds spherulite morphology.

Spherulites can also be classified by their fiber density. Compact, massive,

or closed spherulites do not contain free space between individual fibers or

crystallites, in contrast to open or spiky [233] spherulites. Outer surfaces

of compact spherulites are often smooth; coarse spherulites typically form

rough interfaces [234,235].

4.4.2 Growth of Spherulites

Spherulites form in distinct environments. As crystallization conditions inti-

mately control spherulite growth, melts, solid phases, and solutions have

their own idiosyncrasies. Spherulites are formed via noncrystallographic

branching, distinguishing them from dendrites and diffusion-limited aggre-

gates [233]. They are more commonly grown from the melt where they display

compact morphologies. Solution-grown spherulites are rare and usually ex-

hibit open morphologies. On the other hand, there is no fundamental differ-

ence between multicomponent melts and solutions; all spherulites, whatever

125



the growth environment, seem to be triggered by comparable processes.

Spherulitic growth requires a high crystallization driving forces (typical

values of supersaturation or supercooling expressed as differences of chem-

ical potential are ∆µ/RT > 0.5) with interface control of growth. This is

the most important prerequisite for spherulitic growth. Spherulitic growth

is comparatively slow. For high supercooling and/or supersaturation at the

growth front, slow growth necessitates a comparatively small kinetic coef-

ficient, . This is consistent with low melt crystallization temperature. For

solution grown crystals, small s are consistent with higher probabilities of

spherulites among slightly soluble compounds.

A viscous medium is not a prerequisite for spherulitic growth. Melt

growth tends to give more well-formed spherulites grown at lower tempera-

tures (higher melt viscosity), but spherulites can be formed near the melting

point of nonviscous liquids. For solution grown crystals, experiments are of-

ten conducted in a viscous gels since such conditions often facilitate the moni-

toring of crystallization. On the other hand, in many cases, spherulites of the

same compounds can be obtained from freely flowing solutions [236]. Impuri-

ties encourage spherulite formation. For melt grown crystals, the thickness of

spherulite fibers decreases as supercooling increases (temperature decreases).

Qualitatively it appears that higher supersaturation results in thinner fibers.

In 1963, Keith and Padden [233] concluded that spherulite formation

required growth of crystals with a fibrous habit and noncrystallographic

small-angle branching. The fibrous habit, while common, is not requisite,

but noncrystallographic branching lies at the heart of the spherulite growth

mechanism.
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4.4.3 Properties of Spherulites

Spherulites are polycrystalline aggregates composed by highly anisometric

crystallites with an outer spherical envelope. The original single crystal un-

dergoes noncrystallographic branching or splitting and turns into an ensemble

of new crystallites or individuals that grow independently of their progeni-

tor. The misorientations typically vary between 0 and 15 and relationships

between directions of growth of the primary and secondary crystallites are

not crystallographic; in other words, the relative orientations are not fixed by

crystal structure or symmetry. Noncrystallographic branching distinguishes

spherulites from other branched crystals and polycrystalline aggregates pos-

sessing round forms. The apparent properties of spherulites are frequently

averages of many imperfectly oriented fibrils [237,238].

An ideal, well-developed spherulite is spherical. During its evolution from

a single crystal nucleus, it passes through a series of intermediate dumbbell

and sheaf-like morphologies. Although, formally, objects with such interme-

diate morphologies are not spherulites, in that they are not yet spherical,

their formation is controlled by the same mechanisms. They are on their

way to becoming spherulites, and thus are generally counted as spherulites.

An ideal spherulite consists of one phase. However, there are also pseudo-

spherulites [239] composed by subindividuals of two or more phases [240,241]

often formed in the course of eutectic crystallization. Sometimes radial

growth and concentric sedimentation are concomitant, forming two- and

polyphase spherulites with punctuated amounts of a crystalline phase [242,243].

The size of spherulites varies in a wide range, from micrometers up to 1

centimeter [244] and is controlled by the nucleation. Strong supercooling or
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intentional addition of crystallization seeds results in relatively large number

of nucleation sites; then spherulites are numerous and small and interact with

each other upon growth. In case of fewer nucleation sites and slow cooling,

a few larger spherulites are created [245].

Formation of spherulites affects many properties of the polymer material;

in particular, crystallinity, tensile strength and Young’s modulus of poly-

mers increase during spherulization. Changes in mechanical properties of

polymers upon formation of spherulites however strongly depend on the size

and density of the spherulites.

when spherulites are viewed between crossed polarizers in an optical mi-

croscope, results in birefringence producing a variety of colored patterns.

From the birefringence point of view, spherulites can be positive or negative.

This distinction depends not on the orientation of the molecules (parallel or

perpendicular to the radial direction) but to the orientation of the major

refractive index of the molecule relative to the radial vector. The spherulite

polarity depends on the constituent molecules, but it can also change with

temperature [244].
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Chapter 5

Growth and Characterization

of Holmium Molybdate crystals

5.1 Introduction

A large number of crystals have been grown at ambient temperature by the

gel diffusion technique (as already discussed in previous chapter), which may

be classified as a low temperature solution technique. The growth at lower

temperatures is expected to yield crystals with minimum defects. Although

the gel technique of growing crystals proves to be less expensive and advan-

tageous, this method cannot yield crystals of a large size. If one is able to

obtain a crystal of optimum size suitable for a particular scientific study,

the purpose is served. The gel method is the most acceptable one, and one

has only to attempt to grow crystals of size that may be optimum for char-

acterization by a particular probe. On the other hand, high temperature

techniques are usually expensive and may not be within the reach of every

laboratory. Furthermore, high growth temperatures become sources of in-

creased thermal stress, as a result of which the crystals may contain more
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defects.

Keeping in view the versatility of the gel technique in obtaining a large

number of crystals, it was thought worthwhile to grow the crystals of holmium

molybdate by this method for scientific investigations. It is an established

fact that the physical and chemical properties of materials are very sensitive

to preparation condition such as sintering temperature, time, and type of

additives. But, the aim of present work is to perform an in-depth study of

the changes that are brought about in the physical and chemical properties

of pure holmium molybdate crystals by different growth parameters. So, it

was thought worthwhile to grow them in pure form.

5.2 Experimental Procedure for Growth of

Holmium Molybdate Crystals

The experiments were conducted to grow pure crystals of Holmium molyb-

dates using a simple technique, known as gel diffusion technique. The crystals

were grown in a crystallizer consisting of a single glass tube of length 15 cm

and diameter 2.5 cm. The glass tube was filled three-fourth of its volume

by one type of reactant, called lower reactant (LR), encapsulated in the gel

network and one-fourth of its volume was filled up with other reactant, called

upper reactant (UR).

The experiments were conducted in two types of gels: silica gel and agar-

agar gel. The silica gel is an inorganic gel, while as agar-agar gel is an

organic gel. The experiments conducted in agar-agar gel did not yield any

fruitful result, so most of the work was conducted in silica gel. The silica
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gel was prepared by thoroughly mixing the solution of sodium metasilicate

(Na2SiO3) of desired molarity with a solution of ammonium molybdate. The

ammonium molybdate solution was prepared by dissolving equal amounts of

ammonium molybdate ((NH4)6Mo7O24) and ammonium nitrate (NH4NO3)

each of 5 g (say) in distilled water. To this solution, 15 mL of concentrated

nitric acid (HNO3) was slowly added. Finally, distilled water was added to

this solution until the whole volume become 250 mL. The gel of desired pH

so prepared was then allowed to set in the crystallizer and aged for desired

time. The concentrated nitric acid was added to fix the pH of the gel to a

desired value. The gelling reaction is based on the hydrolytic process given

by the following reaction

Na2SiO3 + 3H2O → Na4SiO4 + 2NaOH

that must be acidified to produce a gel.

After the gel was properly set and aged, the upper reactant holmium

nitrate (HoNO3) of desired molarity was poured drop by drop along the

sides into the crystallizer. The upper reactant was slowly added to prevent

the gel breakage. The crystallizer was then left for a desired period (known as

growth period) at a particular temperature. The experiments were conducted

at room temperature and at 45 ◦C. The higher temperature was achieved by

using a temperature controlled water bath.

5.3 Effect of Various Growth Parameters

Series of experiments were conducted with an aim to grow good quality

crystals suitable for characterization and to observe the effects of various
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factors on the nucleation as well as on growth of holmium molybdate crystals.

The experiments were conducted for different gel age, gel pH, temperature

and concentration of upper and lower reactants. It was observed that the

holmium molybdate crystals invariably grow in the form of spherulites under

all conditions of growth. But, these factors affected both nucleation process

and growth of the crystals. The effects of these factors and hence the results

as observed from the experiments are discussed below.

5.3.1 Effect of Gel Age

The gel age is a period for which the gel in a crystallizer is left undisturbed

before adding upper reactant to it. The experiments were conducted for the

gel age of 2 days, 5 days, 10 days, 15 days and 30 days. It was observed that

with the increase in gel age the nucleation density of holmium molybdate

crystals decreases. This may be because the gel age affects the strength of

gel, as higher gel age results in hard gel, while as lower gel age results in

weak gel. Due to which there is a gel breakage and fast diffusion in case of

weak gel and slow diffusion in case of hard gel. Thus affected the nucleation

density of the holmium molybdate crystals.

5.3.2 Effect of Gel pH

Gel pH plays a very important role as for as growth of crystals in silica gel

is concerned. The experiments were conducted at various gel pH and the

results are given in table 5.1. It was observed that at lower pH (< 4.5) there

was either no precipitation or very slow precipitation which results mostly in

the formation of Liesegang rings. On the other hand at higher pH (> 5.4)
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Table 5.1: Effect of gel pH on growth of holmium molybdate crystals.*

Serial Gel pH Upper Reactant Results

No. (in moles)

0.05 No ppt. no crystals formed

0.1 Only Liesegang Rings were observed

1 4 0.2 Only Liesegang Rings were observed

0.5 Only fast ppt. no crystal growth

1.0 Only fast ppt. no crystal growth

0.05 No ppt. no crystals formed

0.1 Only Liesegang Rings were observed

2 4.5 0.2 Only Liesegang Rings were observed

0.5 Only fast ppt. no crystal growth

1.0 Only fast ppt. no crystal growth

0.05 No ppt. no crystals formed

0.1 Tiny spherulites were observed

3 5 0.2 Normal size (∼ 2mm) spherulites were obsersed

0.5 Only fast ppt. no crystal growth

1.0 Only fast ppt. no crystal growth

0.05 No ppt. no crystals formed

0.1 Normal size (∼ 2mm) spherulites were observed

4 5.2 0.2 Normal size (∼ 2mm) spherulites were observed

0.5 Only fast ppt. no crystal growth

1.0 Only fast ppt. no crystal growth

0.05 No ppt. no crystals formed

0.1 Only fast ppt. no crystal growth

5 5.4 0.2 Only fast ppt. no crystal growth

0.5 Only fast ppt. no crystal growth

1.0 Only fast ppt. no crystal growth

*Mean temperature of growth = 45 ◦C, Age of gel = 2 days,
Lower reactant = ammonium molybdate (0.16 M), Upper reactant = holmium nitrate
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the precipitation was very fast and there was neither crystals nor Liesegang

rings. So, It was concluded that the gel pH in the range of 4.5 and 5.4 was

very conducive for the growth of holmium molybdate crystals. In the pH

range 4.5 to 5.4 a few to large number of crystals were observed to grow

inside the gel.

5.3.3 Effect of Temperature

The temperature is another very important factor for the growth of crystals

as well as for gel setting. Its effect on nucleation density is profound which

is clear from the figure 5.1, which shows the nucleation density of holmium

molybdate crystals at two different temperature.

It is reported that the free energy of formation of a critical nucleus in-

creases with the increase in temperature, but the degree of supersaturation

decreases [1,2]. In the present case it was observed that at temperature near

to 0 ◦C the gel was hardly able to set and was weak. Also for high tempera-

tures above 50 ◦C, the gel was observed to be weak. The feasible temperature

for good strength gel, found to be around room temperature. As for as the

growth of crystals is concerned, it was observed that at lower temperature

(∼ 10 ◦C) the diffusion rate was very slow, there were few nucleation sites

and it takes longer time for holmium molybdate crystals to grow. But at

higher temperature (∼ 45 ◦C) the diffusion rate was observed to be fast, and

as such there were large number of nucleation sites and the crystals were

observed to grow in 3 to 4 days.
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Figure 5.1: Effect of temperature on nucleation density of holmium molybdate crystals:

(a) at lower temperature (b) at higher temperature.

5.3.4 Effect of Change in Concentration of Upper Re-

actant

In order to study the effect of variation of upper reactant (HoNO3) concen-

tration on the nucleation and growth process of holmium molybdate crystals,

the upper reactant of different concentrations was used. It was observed that

the variation in concentration of upper reactant has a profound effect on the

overall crystallization process, though the morphology remains same, that is

spherulitic. The results obtained due to the variation in the concentration of

upper reactant are shown in table 5.2.

It was observed that within few hours of pouring of upper reactant, there
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Table 5.2: Effec of upper reactant conc. on growth of holmium molybdate.*

Serial Upper Reactant Gel pH Results

No. (in moles)

4.0 No ppt. no crystals formed

4.5 No ppt. no crystals formed

1 0.05 5.0 No ppt. no crystals formed

5.2 No ppt. no crystals formed

5.4 No ppt. no crystals formed

4.0 Only Liesegang Rings were observed

4.5 Only Liesegang Rings were observed

2 0.1 5.0 Tiny spherulites were observed

5.2 Normal size (∼ 2mm) spherulites were found

5.4 Only fast ppt. no crystal growth

4.0 Only Liesegang Rings were observed

4.5 Only Liesegang Rings were observed

3 0.2 5.0 Normal size (∼ 2mm) spherulites were found

5.2 Normal size (∼ 2mm) spherulites were found

5.4 Only fast ppt. no crystal growth

4.0 Only fast ppt. no crystal growth

4.5 Only fast ppt. no crystal growth

4 0.5 5.0 Only fast ppt. no crystal growth

5.2 Only fast ppt. no crystal growth

5.4 Very fast ppt. no crystal growth

4.0 Only fast ppt. no crystal growth

4.5 Only fast ppt. no crystal growth

5 1.0 5.0 Only fast ppt. no crystal growth

5.2 Only fast ppt. no crystal growth

5.4 Very fast ppt. no crystal growth

*Mean temperature of growth = 45 ◦C, Age of gel = 2 days,
Lower reactant = ammonium molybdate (0.16 M), Upper reactant = holmium nitrate
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appeared a white precipitation at the gel-upper reactant interface. This is

the spurious nucleation and the actual crystallization takes at much longer

time. This precipitate vanishes into the gel column with the passage of

time, leaving behind a transparent region just below the gel-upper reactant

interface where nucleation occurs.

Gels possess the property of adsorption, which is different for different

gels. At the gel-upper reactant interface where the upper and the lower

reactants come in immediate and direct contact leading to higher rate of

reaction, holmium molybdate did not get enough time for regular growth

into crystals initially and so particles get readily adsorbed by the gel which

gives rise to a column of creamish white colloidal precipitate. This reaction

generates acid. The reaction proceeds further as the upper reactant diffuses

further into the gel, liberating more and more acid. The liberation of acid

decreases the effective pH around reaction site, which in turn decreases the

force of adsorption.

As the reaction proceeds, a stage is reached when the number of holmium

ions reacting with the lower reactant per unit time get reduced which even-

tually results into decreased liberation of acid, thus leading to decreased

variation of pH. The precipitate now becomes stationary. At this stage, the

pH of the gel is reduced to a value where the force of adsorption among the

colloidal particles decrease to minimum, rendering colloidal particles free so

that they can diffuse to the growth sites. Every colloidal particle can act

as a nucleation site for the growth of a crystal. By probability, a few nuclei

can grow gradually. The smaller crystals dissolve more easily than the large

ones because of the large volume of surface to volume ratio and this assists
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the large ones to grow. That the crystal grows at the expense of the col-

loidally dispersed particles becomes clear from the experimental observation

of complete disappearance of the white precipitate column. The formation

of crystals out of the colloidal precipitate has also been explained by Abdul

Kadar [3] and Kotru [4-6] for other crystals.

It is clear from the table 5.2 that there is no diffusion and hence no crystal

growth for concentration of upper reactant below 0.1M. For concentration of

upper reactant equal and above 0.1M there is a diffusion of upper reactant

into the gel. It was observed that for upper reactant concentration between

0.1 and 0.5M crystal formation takes place, provided the gel pH is between

4.5 and 5.4. Very fast precipitation and no crystal formation were observed

for upper reactant concentrations 0.5M or more. So the upper reactant con-

centration conducive for the crystal formation is between 0.1 and 0.5M.

5.3.5 Effect of Change in Concentration of Lower Re-

actant

The concentration of lower reactant also plays a very significant role in nucle-

ation as well as in growth process. It was observed that higher concentration

of lower reactant results in fast reaction, while as lower concentration of

lower reactant results in slow reaction. However, change in lower reactant

concentration does not change the morphology of the crystals, but does af-

fect the nucleation density and size of crystals. It is observed that whatever

may be the concentration of lower reactant the crystallization starts only for

solutions of pH higher than 4.
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5.3.6 Liesegang Ring Formation

The Liesegang ring formation was another very important effect observed

during the experimentation process. It was observed that the ring formation

was very much visible for gel with pH below 5. For the gel with pH higher

than 5, there was fast precipitation and no ring formation. The change in con-

centration of upper reactant also affects the ring formation. It was observed

that the ring formation takes place for the upper reactant concentration be-

tween 0.1 and 1M. For upper reactant concentration below 0.1M as well as

for above 1M there is no ring formation. The Liesegang ring formation is a

common process in gels during the growth process, as has been reported by

many authors [7-10].

5.4 Characterization of Holmium Molybdate

Crystals

The solids are characterized by nearly perfect periodicity of atomic structure.

The geometric regularity of atomic structure provides a simple picture of a

crystal and helps a lot in gaining the knowledge of the physical properties of

the solid [11,12]. In a crystalline solid, the atoms are arranged in a regular

manner, i.e. the atomic array is periodic. Each atom is at regular intervals

along arrays in all directions of the crystal. The crystalline solid has direc-

tional properties, which are also called isotropic or anisotropic substances

accordingly [13-15]. The characterisation and the studies of the properties of

crystals of materials are very important, in the context of technological ap-

plications. Characterization of crystals has become an integral part of crystal
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growth and process development. These studies reveal the perfection of the

crystals, influence of the methods on the growth of materials and identity of

the grown material. Study of the crystal habit forms an important part as

it influences the physical properties.

The laboratory-grown crystals of holmium molybdate were characterized

by different physio-chemical techniques of characterization. These were char-

acterized by scanning electron microscopy (SEM), powder X-ray diffraction

(XRD), Energy-Dispersive Analysis of X-rays (EDAX) and Thermal methods

(TGA/DTA).

5.4.1 Energy Dispersive Analysis of X-rays (EDAX)

In order to confirm the presence of heavy elements, like holmium (Ho) and

molybdenum (Mo) in the grown sample which is assumed to be holmium

molybdate, the crystals were characterized by EDAX. In the present work

elemental analysis of gel grown crystals, was carried out by using JEOL,

JED-2300 energy dispersive spectrometer, attached to a scanning electron

microscope JEOL JSM-6390LV. Figure 5.2 shows EDAX spectrum of the

sample and Table 5.3 shows the values of its main elemental content as mea-

sured by the EDAX technique. The EDAX pattern shows the presence of

holmium and molybdenum in the sample. So it confirms the laboratory-

grown sample to be holmium molybdate.

On the basis of experimental quantitative estimation of elements done by

EDAX (table 5.3), it is suggested that the chemical formula of the grown

crystals may be NH4Ho(Mo8O26).nH2O which is an octamolybdate rare

earth compound. From this molecular formula, considering n=7 i.e. the
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Figure 5.2: EDAX pattern of holmium molybdate crystals.

Table 5.3: Elemental analysis of holmium molybdate crystals.

Element Energy (KeV) Mass %age Atomic %age

Oxygen 0.525 36.27 78.28

Molybdenum 2.293 55.63 20.02

Holmium 1.347 8.09 1.69

number of water molecules attached as seven, the values (mass %age) of

oxygen, molybdenum and holmium are 36.15% , 52.56% and 11.29% respec-

tively. These values are close with the values measured by EDAX (table

5.3). The growth of β-octamolybdate supported rare earth metal complexes,

[NH4]2[{Gd(DMF )7}2(β−Mo8O26)][β−Mo8O26] and [NH4][La(DMF )7(β−
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Mo8O26)], has been reported in [16], which supports the laboratory-grown

crystals could be NH4Ho(Mo8O26).7H2O.

5.4.2 SEM Studies

The holmium molybdate crystals were analyzed under polarizing optical mi-

croscope. Figure 5.3 shows the external morphology of the lab-grown crystals.

The morphology was observed to be that of spherulites, which are polycrys-

talline in nature.

Figure 5.3: Spherulites of holmium molybdate crystals.

The in-depth external morphology of holmium molybdate crystals was

studied by using scanning electron microscope (SEM). The morphological

studies were made by using the Hitachi S-3000H electron microscope. The

crystalline samples were coated with gold, in order to enhance its conduc-

tivity, using a Bal-Tec SCD004 sputter coating unit. Both apparatus are

available at the University Instrumentation Centre (USIC), University of

Kashmir, Srinagar.
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The SEM micrographs, obtained from the characterization of holmium

molybdate crystals, grown at room temperature, are shown in Fig. 5.4(a-

e). It is evident from the SEM pictures that the material has grown as

well developed spheres. As already discussed in previous chapter, a well

developed spherulite to be of spherical shape is considered as an ideal case,

but this work has shown that ideal things are not far from reality. Figure

5.4(a) shows the shape of spherulites at a magnification of 210x, figure 5.4(b)

shows at 800x, figure 5.4(c) shows at 1500x, figure 5.4(d) shows at 4700x

and figure 5.4(e) shows at 25000x. It is clear from the pictures that these

spherulites are not single units, but are composed of crystallites. Generaly,

crystallites that assemble as spherulites in the aggregate are often needle-like,

but other habits are also observed. Plank-like crystallites (flattened needles)

are not infrequent and plate-like crystallites are very rare. But in the present

case, as is evident from the SEM-micrographs, the crystallites that form the

surface of the spherulites are plate-like with an average thickness of about

20 nm. Thus the spherulites grown at room temperature were observed to

be composed of nano-plates.

The spherulites that were grown at elevated temperature of 45 ◦C (keep-

ing other factors same), were observed to be of different morphology. The

crystallites that form the surface of spherulites are quite different from what

is observed for spherulites grown at room temperature. Figure 5.5(a-b) shows

the SEM micrographs of holmium molybdate crystals that were grown at a

temperature of 45 ◦C. Figure 5.5(a) shows the shape of spherulites at a mag-

nification of 10000x and figure 5.5(b) shows at a magnification of 20000x.

The crystallites that form the surface of the spherulites in this case are not

162



Figure 5.4: SEM images of holmium molybdate, grown at room temperature, at a

magnification of: (a) 210x, (b) 800x, (c) 1500x, (d) 4700x and (e) 25000x.
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plate-like, but rod shaped. Thus the spherulites grown at higher temperature

were observed to be composed of nano-rods with an average diameter of 80

nm and an average transverse length of about 300 nm.

Figure 5.5: SEM images of holmium molybdate crystals, grown at higher temperature,

at a magnification of: (a) 10000x and (b) 20000x.

Rare-earth nanocrystals with controllable shapes and sizes have received

intense research attention during the past few years [17-28] because of their

potential applications in optics [17-19], optoelectronics, biological labeling

[20,21], catalysis fields [22] etc. It is expected that with reduced dimension-

alities, the movement of electrons and photons in rare-earth nanocrystals

would be confined in two and/or all directions and then lead to enhanced op-

tical and magnetic properties in a manner similar to that of typical systems

such as II-VI semiconductor nanocrystals [29-33]. This is particularly impor-

tant for the exploration of new research and application fields on the basis of

the novel properties of rare-earth nanocrystals. However, there still remains

much to be carefully addressed in the rare-earth nanocrystal system, espe-

cially for the general principle in shape and size control, which may provide

164



possibilities for systematically investigating the size- and shape-dependent

properties on the nanoscale.

To obtain desired nanocrystals of rare earth compounds, the methods

such as sol-gel method [34,35,36], hydrothermal synthesis [37,38], combustion

[39], coprecipitation [40], and the Pechini method [41,42], at a relatively

low temperature, have been extensively adopted. In comparsion to these

methods, the gel diffusion method of crystal growth, used in the present

work, is very simple and inexpensive. This method, though needs further

research in order to have control over the size and shape of crystals, could

be a very efficient method for the growth of nanocrystals.

5.4.3 X-ray Diffraction Studies

The most widespread use of powder diffraction is the identification and char-

acterization of crystalline solids, each of which produces a distinctive diffrac-

tion pattern. Both the positions (corresponding to lattice spacings) and the

relative intensity of the lines are indicative of a particular phase and material,

providing a ”fingerprint” for comparison.

X-ray powder diffraction data of the present sample were collected at

room temperature and under ambient conditions with Bruker AXS D8 Ad-

vance powder diffractometer using Cu Kα ( λ = 1.5406 Å) radiation and an

applied voltage and current of 40 kV and 35 mA, respectively. The data were

recorded in the range of 30 ≤ 2θ ≤ 800 with a stepped scan rate of 0.0200 per

step and a count time of 31.2 seconds per step. The X-ray diffraction pattern

of the sample is shown in figure 5.6. The series of sharp peaks present in the

pattern clearly shows the crystalline nature of the material.
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Figure 5.6: Powder XRD pattern of holmium molybdate crystals.

The position of a diffraction peak is independent of the atomic positions

within the cell and entirely determined by the size and shape of the unit cell

of the crystalline phase. Each peak represents a certain lattice plane and

can therefore be characterized by a Miller index. The observed ’d’ values

for different 2θ with hkl indices of the corresponding planes for the crystal

are given in Table 5.4. From the powdered X-ray data, the various planes of

reflections were indexed using Crysfire program [43] and the lattice param-

eters were evaluated. The data revealed that the structure of the as-grown

holmium molybdate crystals is triclinic belonging to the space group of P1

with a = 7.80 Å, b = 9.01 Å, c = 13.54 Å, α = 76.390, β = 131.380 and

γ = 76.730 as cell parameters.
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Table 5.4: X-ray powder diffraction data (indexed) of holmium molybdate crystals.

2θ(deg) d values hkl indices

11.896 7.43326 0 -1 0

15.317 5.7798 -1 -1 0

17.833 4.96973 1 0 0

23.714 3.74901 1 2 1

26.593 3.34932 1 0 1

28.894 3.08754 -1 -2 2

29.860 2.98982 -1 2 4

36.462 2.84622 -2 -3 2

36.738 2.44433 0 1 4

40.216 2.24067 -2 1 6

48.111 1.88975 1 2 4

49.743 1.83151 -4 0 4

55.631 1.65080 -3 -4 4

57.099 1.61179 -2 -3 5

60.585 1.52712 -1 -4 3

69.668 1.34856 1 5 6

77.455 1.23126 1 4 7

5.4.4 Calculation of Size of Crystallites

The approximate value of the size of the crystallites can be calculated from

Scherrer equation [44] which correlates the size of sub-micrometre particles,

or crystallites, in a solid to the broadening of a peak in a diffraction pattern.
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In the Scherrer equation,

τ =
Kλ

β cos θ
(5.1)

where K is the shape factor, λ is the x-ray wavelength, β is the line broadening

at half the maximum intensity (FWHM) in radians, and θ is the Bragg angle;

τ is the mean size of the ordered (crystalline) domains, which may be smaller

or equal to the grain size. The dimensionless shape factor has a typical value

of about 0.9, but varies with the actual shape of the crystallite. The Scherrer

equation is limited to nano-scale particles. It is not applicable to grains larger

than about 0.1 µm, which precludes those observed in most metallographic

and ceramographic microstructures.

From the diffraction pattern of holmium molybdate crystals, we have the

averages of

θ = 31.8607 deg = 0.5563 rad

β = 0.5713 deg = 0.0099 rad

λ = 1.5406 Å = 0.15406 nm

K = 0.9

Substituting the above values in equation 5.1, the mean size of the crys-

tallites, τ = 16.3643 nm.

So, the crystallites that assemble as spherulites in the aggregate are of

nano range which confirms the information already revealed by the SEM

images of the sample.

5.4.5 Thermal Gravimetric Analysis

Thermogravimetric analysis (TGA) and differential thermal analysis (DTA)

are very important to throw light on the thermal stability of the substances.
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These are utilized for the characterization of decomposition behaviour of the

material. TGA/DTA of holmiummolybdate crystals (NH4Ho(Mo8O26).nH2O)

are recorded by Perkin Elmer Diamond Analyser using the Nitrogen atmo-

sphere.

The thermogravimetric analysis (TGA), derivative TG (DTG) and differ-

ential thermal analysis (DTA) curves of the sample are depicted in figure 5.7,

figure 5.8 and figure 5.9 respectively. A powdered sample weighing 11.214

mg was used for the analysis. The analysis was carried out at a heating rate

of 10 ◦C/ minute for a temperature range of 40 − 1050 ◦C. The TGA curve

shows that it is a multi-step decomposition process. It is clear from the TGA

curve that the material starts decomposing at around 50 ◦C and continues

even after reaching the maximum temperature of 1000 ◦C.

Figure 5.7: TGA curve of holmium molybdate crystals.
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Figure 5.8: DTG curve of holmium molybdate crystals.

Figure 5.9: DTA curve of holmium molybdate crystals.
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There are three derivative peaks in the DTG curve which corresponding

to three mass losses in the TGA curve. The first peak is at about 257.94 ◦C,

and the percentage mass loss is about 5%. The second peak is at about

310.65 ◦C and the percentage mass loss is about 10%. The third peak is at

about 816.28 ◦C and the percentage mass loss is about 30%. The first and

second step may be due to the removal of water (H2O) molecules. A number

of compounds crystallizing with water of hydration and losing water from

somewhere at 40 ◦C onwards has been reported in the literature [45-48]. The

gel grown rare earth tartrates or molybdates leading to crystals associated

with water of hydration is reported in the literature, eventhough different

systems have been used [49-52].

The DTA curve (figure 5.9) shows three sharp endothermic peaks at

316.20 ◦C, 502.33 ◦C and 520.33 ◦C and the corresponding enthalpy changes

are 96.2668 J/g, 17.5929 J/g and 60.9537 J/g respectively. The TGA curve is

nearly flat, i.e. no weight loss between 400 ◦C and 600 ◦C, but the DTA curve

shows a large endothermic peak at 520.33 ◦C with corresponding enthalpy

change of 60.9537 J/g. The occurence of a DTA peak at about 520.33 ◦C

may be suggested to be due to the phase transition occuring in the mate-

rial under study. The ferroelectric phase transition in rare earth molybdate

compounds have been reported by several authors [53,54]. During the mea-

surement of the specific heat of terbium molybdate, two anomalies have been

observed [14]. One at 430 K corresponds to the ferroelectric phase transition.

The anomaly at 270 K has been observed as a small broad maximum, and

the origin is not known. Therefore, it may be suggested that the peak at

520.33 ◦C corresponds to ferroelectric phase transition in holmium molyb-
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date.

5.5 Conclusion

The growth of spherulitic crystals of holmium molybdate was accomplished

by gel method, using holmium nitrate (HoNO3) as upper reactants and

ammonium molybdate ((NH4)6Mo7O24) as lower reactant. The pH of the

gel medium was found to have a profound effect on the crystallization process

of holmium molybdate crystals. The factors such as gel age, surrounding

temperature, growth period and concentration of upper and lower reactant

were also observed to affect the overall crystallization process.

The qualitative and quantitative elemental analysis, employing EDAX

technique, confirmed the growth of rare earth Ho-molybdate crystals from

silica gel, using HoNO3 − (NH4)6Mo7O24 − NH4NO3 − Na2SiO3 system.

From the EDAX data, it is suggested that the grown sample is holmium

octamolybdate with molecular formula NH4Ho(Mo8O26).nH2O. The X-ray

diffraction pattern showed the crystalline nature of rare earth Ho-molybdate

crystals.

The optical microscopic studies revealed that the crystals of Holmium

molybdate are of spherulitic shape. The in-depth studies using scanning

electron microscopic revealed that the holmium molybdate spherlites, grown

at room temperature, are assemblies of plate-like crystalittes with an average

thickness of about 20 nm and those grown at a temperature of 45 ◦C are

composed of nono-rods with an average diameter of about 80 nm and an

average transverse length of about 300 nm.

Thermogravimetric methods have revealed that the gel grown Ho-molybdate
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crystals are associated water molecules. The Thermal behaviour suggests

that the Ho-molybdate (NH4HoMo8O26.nH2O) decomposes at moderate

temperatures i.e. around 50 ◦C and continues decomposing even after reach-

ing the maximum temperature of 1000 ◦C. The first two peaks in DTG curve

are, suggeseted, due to the removal of water molecules. DTG and DTA curves

also indicate that there may be some physical transformations besides mass

changes associated with the loss of water. The DTA curve also suggested a

ferroelectric phase transition in holmium molybdate crystals at 520.33 ◦C.
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Chapter 6

Growth and Characterization of

Gadolnium Molybdate crystals

6.1 Introduction

Gadolnium molybdate is one of the important compounds of rare earth

molybdate faimly because of its tremendous applicability. It exhibits the

phenomena of ferroelectricity and ferroelasticity [1]. It is very important for

use in optical equipment and electronic and acoustic studies [2,3]. It is well

documented that crystals of gadolinium molybdate possessing mixed ferroe-

lastic and ferroelectric properties have been applied in electric and mechan-

ical field [4,5]. It is worthwhile to grow the crystals of gadolnium molybdate

as well as to explore the possibilities of the growth of new materials of rare

earth compounds for various scientific investigations by an inexpensive and

simple technique called the gel technique. A large number of crystals have

been grown at ambient temperature by this technique, which may be classi-

fied as a low temperature solution technique. Due to the various advantages
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of growing crystal by gel diffusion technique as already discussed in previ-

ous chapter, the crystals of gadolnium molybdates were also grown by this

method for scientific investigations. To perform an in-depth study of the

changes that are brought about in the physical and chemical properties of

pure gadolnium molybdate crystals by different growth parameters, it was

thought worthwhile to grow them in pure form.

6.2 Experimental Procedure for Growth of

Gadolnium Molybdate Crystals

The experiments were conducted to grow pure crystals of gadolnium molyb-

dates using gel diffusion technique. The crystals of gadolnium molybdate

were grown under the similar procedure as that adopted for the growth of

holmium molybdate crystals. They were grown in a crystallizer consisting of

a single glass tube of length 15 cm and diameter 2.5 cm. The glass tube was

filled three-fourth of its volume by one type of reactant, called lower reactant

(LR), encapsulated in the gel network and one-fourth of its volume filled up

with other reactant, called upper reactant (UR). Here, the upper reactant

used was gadolnium chloride (GdCl3).

The experiments for the growth of gadolnium molybdate crystals were

also conducted in two types of gels: silica gel and agar-agar gel. The ex-

periments conducted in agar-agar gel did not yield any fruitful results, so

most of the work was conducted in silica gel. The silica gel was prepared by

thoroughly mixing the solution of sodium metasilicate (Na2SiO3) of desired

molarity with a solution of ammonium molybdate. The ammonium molyb-
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date solution was prepared in the same manner as discussed in previous

chapter.

After the gel was properly set and aged, the upper reactant gadolnium

chloride (GdCl3) of desired molarity was poured drop by drop along the

sides into the crystallizer. The crystallizer was then left for a desired period

(known as growth period) at a particular temperature. The experiments

were conducted at a temperature of 45 ◦C. This temperature was achieved

by using a temperature controlled water bath.

6.3 Effect of Various Parameters on Growth

of Gadolnium Molybdate Crystals

Series of experiments were conducted with an aim to grow good quality

gadolnium molybdate crystals suitable for characterization and to observe the

effect of various factors on the nucleation as well as on growth process. The

experiments were conducted for different gel age, gel pH, and concentration

of upper and lower reactants. Gadolnium molybdate being the isomorphs of

holmium molybdate, it was observed that these factors have same effect on

the nucleation and growth process of gadolnium molybdate crystals as they

have on the nucleation and growth process of holmium molybdate crystals

that is already discussed in previous chapter. So, it was not considered

worthy to discuss the effect of these factors here again.
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6.4 Characterization of GadolniumMolybdate

Crystals

In order to reveal the the morphology, elemental composition, size of crystals,

the thermal behaviour of the lab-grown gadolnium molybdate crystals, they

were characterized by different physio-thermal techniques. These are char-

acterized by scanning electron microscopy (SEM), powder X-ray diffraction

(XRD) and Thermal methods (TGA/DTA).

6.4.1 SEM Studies of Gadolnium Molybdate Crystals

The as-grown gadolnium molybdate crystals were observed under a polariz-

ing optical microscope. Figure 6.1 shows the external morphology of these

crystals. The morphology was observed to be that of spherulites, which are

polycrystalline in nature.

Figure 6.1: Spherulites of gadolnium molybdate crystals.
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The in-depth external morphological studies of gadolnium molybdate

crystals were carried out by using scanning electron microscope (SEM). The

studies were performed by using the Hitachi S-3000H electron microscope.

In order to enhance the conductivity of the laboratory-grown samples were

coated with gold by using a Bal-Tec SCD004 sputter coating unit. Both

apparatus are available at the University Instrumentation Centre (USIC),

University of Kashmir, Srinagar.

The SEM micrographs, obtained from the characterization of gadolnium

molybdate crystals that were grown at a temperature of 45 ◦C, are shown in

Fig. 6.2(a-b). Figure 6.2(a) shows the shape of spherulites at a magnification

Figure 6.2: SEM images of gadolnium molybdate crystals at a magnification of: (a)

10000x and (b) 20000x.

of 10000x and figure 6.2(b) shows at 20000x. It is clear from these SEM-

micrographs that these spherulites are not single units, but are composed of

crystallites. These crystallites that form the surface of the spherulites are rod

shaped. Thus the spherulites grown at a temperature of 45 ◦C are composed

of nano-rods with an average diameter of 60 nm and average transverse length
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of 300 nm. It is worthwhile to mention that these nanocrystals are nearly

similar to the nanocrystals that form the external morphology of holmium

molybdate spherulites (discussed in previous chapter) and were grown under

similar conditions. Those nanocrystals were also observed to be rod-shaped

with nearly same dimensions, an average diameter and transverse length of

80 nm and 300 nm respectively. These results reveal that it is possible to

have controle over the shape and size of nanocrystals grown by gel diffusion

technique which is very simple and inexpensive method of crystal growth. As

discussed in previous chapter that rare earth nanocrystals have tremendous

applicability, but the control over shape and size is a big challange in this

path. The above results suggests that the gel diffusion method could be

employed to grow rare earth nanocrystals with controllable shapes and sizes,

but needs further research to be carried on.

6.4.2 X-ray Diffraction Studies of Gadolnium Molyb-

date Crystals

The most widespread use of powder diffraction is in the identification and

characterization of crystalline solids, each of which produces a distinctive

diffraction pattern. Both the positions (corresponding to lattice spacings)

and the relative intensity of the lines are indicative of a particular phase and

material, providing a ”fingerprint” for comparison.

X-ray powder diffraction data of the present sample were collected at

room temperature and under ambient conditions with Bruker AXS D8 Ad-

vance powder diffractometer using Cu Kα ( λ = 1.5406 Å) radiation and an

applied voltage and current of 40 kV and 35 mA, respectively. The data were
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recorded in the range of 30 ≤ 2θ ≤ 800 with a stepped scan rate of 0.0200 per

step and a count time of 31.2 seconds per step. The X-ray diffraction pattern

of the sample is shown in figure 6.3. The series of sharp peaks present in the

Figure 6.3: Powder XRD pattern of gadolnium molybdate crystals.

pattern clearly shows the crystalline nature of the material.

The position of a diffraction peak is independent of the atomic positions

within the cell and entirely determined by the size and shape of the unit cell

of the crystalline phase. Each peak represents a certain lattice plane and

can therefore be characterized by a Miller index. The observed ’d’ values

for different 2θ with hkl indices of the corresponding planes for the crystal

are given in Table 6.1. From the powdered X-ray data, the various planes

of reflections were indexed using Crysfire program and the lattice parame-

ters were evaluated. From the studies it is found that the structure of the

185



Table 6.1: X-ray powder diffraction data (indexed) of gadolnium molybdate

crystals.

2θ(deg) d values hkl indices

11.710 7.55098 0 0 1

13,221 6.69115 0 1 1

15.162 5.83888 1 1 0

17.665 5.01676 -1 0 0

20.207 4.39091 1 0 1

23.469 3.78759 -1 -2 0

26.325 3.38280 1 2 3

28.680 3.11011 -1 1 1

29.650 3.01054 1 3 1

31.169 2.86722 0 1 3

36.538 2.45727 2 0 1

38.779 2.32025 2 4 4

39.986 2.25294 1 4 2

47.878 1.89839 2 5 2

49.457 1.84142 3 2 4

55.412 1.65680 -1 3 3

56.898 1.61701 2 5 6

60.622 1.52628 -3 -2 2

77.259 1.23390 -3 -3 3
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laboratory-grown gadolnium molybdate crystals is triclinic belonging to the

space group of P1 with a = 7.1560 Å, b = 10.1980 Å, c = 10.1740 Å, α =

48.1400, β = 58.2200 and γ = 44.8400 as cell parameters.

6.4.3 Calculation of Size of Crystallites

As already discussed, the approximate value of the size of the crystallites

can be calculated from Scherrer equation which correlates the size of sub-

micrometre particles, or crystallites, in a solid to the broadening of a peak

in a diffraction pattern. The Scherrer equation is given by,

τ =
Kλ

β cos θ
(6.1)

where K is the shape factor, λ is the x-ray wavelength, β is the line broadening

at half the maximum intensity (FWHM) in radians, and θ is the Bragg angle;

τ is the mean size of the ordered (crystalline) domains, which may be smaller

or equal to the grain size. The dimensionless shape factor has a typical value

of about 0.9, but varies with the actual shape of the crystallite. The Scherrer

equation is limited to nano-scale particles. It is not applicable to grains larger

than about 0.1 µm, which precludes those observed in most metallographic

and ceramographic microstructures.

From the diffraction pattern of gadolnium molybdate crystals, we have

the averages of

θ = 28.6487 deg = 0.5002 rad

β = 0.4150 deg = 0.0072 rad

λ = 1.5406 Å = 0.15406 nm

K = 0.9
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Substituting the above values in equation 6.1, the mean size of the crys-

tallites is

τ = 21.9434 nm

So, the crysttalites which that assemble as spherulites in the aggregate

are of nano range which confirms the information already revealed by the

SEM-micrographs of the gadolnium molybdate crystals.

6.4.4 Thermal Studies of Gadolnium Molybdate Crys-

tals

Thermal studies are very important to throw light on the thermal stability

of the substances. These are utilized for the characterization of decompo-

sition behaviour of the material. The thermogravemetric analysis (TGA),

differential TG (DTG) and differential thermal analysis (DTA) of gadolnium

molybdate crystals were recorded by Perkin Elmer Diamond TG/DTA Anal-

yser.

The TGA, DTG and TGA curves of the gadolnium molybdate crystals

are depicted in figure 6.4, figure 6.5 and figure 6.6 respectively. A powdered

sample weighing 13.477 mg was used for the analyses. The analyses were

carried out in the nitrogen atmosphere at a heating rate of 10 ◦C/ minute for

a temperature range of 40−1050 ◦C. The TGA curve reveals that gadolnium

molybdate crystals shows a multi-step decomposition process. The TGA

curve also reveals that the material starts decomposing at above 50 ◦C and

continues even after reaching the maximum temperature of 1000 ◦C.

There are three derivative peaks in the DTG curve which corresponding

to three mass losses in the TGA curve. The first peak is at about 249.72 ◦C,
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Figure 6.4: TGA curve of gadolnium molybdate crystals.

Figure 6.5: DTG curve of gadolnium molybdate crystals.
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Figure 6.6: DTA curve of gadolnium molybdate crystals.

and the percentage mass loss is about 5%. The second peak is at about

309.85 ◦C and the percentage mass loss is about 7%. The third peak is

at about 615.82 ◦C and the percentage mass loss is about 10%. The first

and second step may be due to the removal of NH3 gas and water (H2O)

molecules. A number of compounds crystallizing with water of hydration and

losing water from somewhere at 40 ◦C onwards has been reported from in

the literature [6-9]. The gel grown rare earth tartrates or molybdates leading

to crystals associated with water of hydration is reported in the literature,

eventhough different systems have been used [10-13].

The DTA curve (figure 6.6) shows three sharp endothermic peaks at

250.41 ◦C, 315.75 ◦C and 520.09 ◦C and the corresponding enthalpy changes

are 21.1838 J/g, 113.0963 J/g and 66.9707 J/g respectively. The TGA curve

is nearly flat, i.e. no weight loss between 450 ◦C and 550 ◦C which is also con-
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firmed by DTG curve of the sample as there is no peak in this temperature

range, but the DTA curve shows a large endothermic peak at 520.09 ◦C with

corresponding enthalpy change of 66.9707 J/g. The occurence of DTA peak

at 520.09 ◦C may be suggested to be due to the phase transition occuring in

the material under study. The phase transition in gadolnium molybdate is

also reported by many authors. The temperature dependence of the spon-

taneous electric polarization in gadolnium molybdate was measured in [14]

over the temperature range from 4.2 K up to the Curie point TC = 432.3

K and reported a phase transition of first order at 432.3 K. Sakai et. al

[15] measured the temperature dependence of the specific heat in gadolnium

molybdate over a wide temperature region and they also reported a sharp

anomaly appears at Tc =431.36 K which corresponds to the ferroelectric

phase transition. Therefore, it may be suggested that the peak at 520.09 ◦C

in the DTA curve of gadolnium molybdate corresponds to its ferroelectric

phase transition.

It is worthwhile to mention that a careful observation of DTG/DTA of

gadlonium molybdate crystals (figure 6.5 and figure 6.6) and that of holmium

molybdate crystals (figure 5.8 and figure 5.9) reveals that most of the peaks

in both the materials are nearly at same temperature. This suggests that the

molecular structures of gadolnium molybdate crystals and holmium molyb-

date crystals could be similar.

6.5 Conclusion

The growth of spherulitic crystals of gadolnium molybdate is accomplished

by gel method, using gadolnium chloride (GdCl3) as upper reactants and
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ammonium molybdate [(NH4)6Mo7O24] as lower reactant. The pH of the gel

medium has a profound effect on the crystallization process. The factors such

as gel age, growth period and concentration of upper and lower reactant were

also observed to affect the crystallization process of gadolnium molybdate

crystals.

The optical microscopic studies reveal that the crystals of gadolnium

molybdate have the shape of spherulites which are polycrystalline in nature.

The in-depth studies using scanning electron microscopic reveal that these

spherlites are assemblies of rod-shaped crystalittes of nano-scale. So the

gadolnium molybdate spherulites are composed of nano-rods with an average

diameter of 80 nm and an average transverse length of 300 nm.

The sharp peaks in the X-ray diffraction pattern of gadolnium molybdate

sample revealed its crystalline nature. The structure of the laboratory-grown

gadolnium molybdate crystals was calculated to be triclinic belonging to the

space group of P1 with a = 7.1560 Å, b = 10.1980 Å, c = 10.1740 Å, α =

48.1400, β = 58.2200 and γ = 44.8400 as cell parameters.

Thermogravimetric methods have revealed that the gel grown Gd-molybdate

crystals are associated water molecules. The Thermal behaviour suggests

that the Gd-molybdate decomposes at moderate temperatures i.e. around

50 ◦C and continues decomposing even after reaching the maximum temper-

ature of 1000 ◦C. DTG and DTA curves also indicate that there may be

some physical transformations besides mass changes associated with the loss

of water. The DTA curve suggests a ferroelectric phase transition in gadol-

nium molybdate crystals at 520.09 ◦C. Thus, the rare earth molybdates,

gadolnium molybdate and holmium molybdate, exhibit the isomorphic phase
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transition at about the same transition temperature, 520.09 ◦C and 520.33 ◦C

respectively.

Gadolnium molybdate and holmium molybdate crystals almost shows

similar behaviour in almost all characterization experiments. Both mate-

rials (grown at 45 ◦C) have same morphology i.e. spherulite and both are

composed of nano-rods and have almost same dimensions. They show simi-

lar decomposition behaviour and show ferroelectric phase transition at same

temperature. X-ray diffraction patterns show that they also similar structure.

Being isomorphic, it may be concluded that the lab-grown gadolnium molyb-

date may have the similar molecular formula as that of holmium molybdate.

So it is suggested that the molecular formula of gadolnium molybdate may

be NH4Gd(Mo8O26).nH2O.
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Chapter 7

Summary and Future Work

7.1 Summary of the Present Work

The present work has revealed many new aspects about the gel diffusion

technique and the rare earth molybdate crystals. The growth of holmium

molybdate and gadolnium molybdate crystals is accompolished by gel diffu-

sion method, using HoNO3 − (NH4)6Mo7O24 − NH4NO3 − Na2SiO3 and

GdCl3 − (NH4)6Mo7O24 − NH4NO3 − Na2SiO3 systems. The crystals of

holmium molybdate and gadolnium molybdate assunme spherulitic shape un-

der all varying parameters such as gel age, surrounding temperature, growth

period and concentration of upper and lower reactants. The scanning elec-

tron microscopic studies reveal that these spherulites are not single units,

but are composed of nanocrystals. The spherulites of holmium molybdate,

grown at room temperature are composed of nano plates with an average

thickness of 20 nm and those grown at 45 ◦C are composed of nono-rods

with an average diameter of about 80 nm and an average transverse length

of about 300 nm. The spherulites of gadolnium molybdate were grown at
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45 ◦C only and were observed to be composed of nono-rods with an average

diameter of about 60 nm and an average transverse length of about 300 nm.

Thus, the size and shape of the nano crystallites composing the spherulites

of holmium molybdate and gadolnium molybdate, grown at 45 ◦C, are nearly

same.

The qualitative and quantitative elemental analysis, employing EDAX

technique, confirm the growth of Ho-molybdate and Gd-molybdate crystals.

The X-ray diffraction patterns indicate crystallinity of these crystals. Ther-

mogravimetric methods have established that the gel grown Ho-molybdate

and Gd-molybdate material starts decomposing at above 50 ◦C and contin-

ues even after reaching the maximum temperature of 1000 ◦C. The thermal

analysis curves provided their thermal decomposition behaviour and revealed

that the holmium molybdate and gadolnium molybdate crystals shows an

isomorphic phase transion at nearly the same temperature, 520.33 ◦C and

520.09 ◦C respectively.

7.2 Future Scope

Several recommendations are being made for future research in the area of

crystal growth by gel diffusion technique. Although extensive research has

already been performed in the growth of holmium molybdate and gadol-

nium molybdate crystals, more experiments are suggested for wide range of

gel age, gel pH, temperature and other growth factors to explore the possi-

ble formation of other compounds with different morphology and molecular

structure. Further investigation should aim to confirm the molecular formu-

lae of holmium molybdate and gadolnium molybdate compounds referred to
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here as NH4Ho(Mo8O26).nH2O and NH4Gd(Mo8O26).nH2O. The weight

change experiments (TGA, DTA, DSC) need to be carried out upto very

high temperature in order to fully investigate their thermal decomposition

behaviour. Fourier transform infra-red spectroscopy should be performed

in order to reveal the structure fully and to confirm the presence of water

molecules in the laboratory grown samples.

Rare-earth nanocrystals with controllable shapes and sizes have received

intense research attention during the past few years [1-12] because of their

potential applications in optics [1-3], optoelectronics, biological labeling [4,5],

catalysis fields [6] etc. It is expected that with reduced dimensionalities,

the movement of electrons and photons in rare-earth nanocrystals would be

confined in two and/or all directions and then lead to enhanced optical and

magnetic properties in a manner similar to that of typical systems such as

II-VI semiconductor nanocrystals [13-17]. This is particularly important for

the exploration of new research and application fields on the basis of the novel

properties of rare-earth nanocrystals. However, there still remains much to

be carefully addressed in the rare-earth nanocrystal system, especially for the

general principle in shape and size control, which may provide possibilities

for systematically investigating the size- and shape-dependent properties on

the nanoscale. To obtain desired nanocrystals of rare earth compounds, the

methods such as sol-gel method [18,19,20], hydrothermal synthesis [21,22],

combustion [23], coprecipitation [24], and the Pechini method [25,26], at a

relatively low temperature, have been extensively adopted. In comparsion to

these methods, the gel diffusion method of crystal growth, used in the present

work, is very simple and inexpensive. This method, though needs further
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research in order to have control over the size and shape of crystals, could

be a very efficient method for the growth of nanocrystals. The present work

suggests that the gel diffusion method could be employed to grow rare earth

nanocrystals with controllable shapes and sizes, but needs further research

to be carried on.

There is a large scope for further investigations into the thermal and

dielectric characteristics of these crystals. These studies could enhance their

applicability in the fields of science and technology.

In nut shell, there is a lot of scope for future research on many aspects in

this field including growth (which involves size, perfection, morphology, water

of crystallization and other related aspects), thermal characteristics (thermal

stability, reaction kinetic parameters), dielectric characteristics (identifica-

tion of ferroelctric nature), structural characteristics and mechanical charac-

teristics of these crystals. The maximum possible extent to which one can go

in respect of the above mentioned investigations and many more could only

depend on the availability of a variety of sophisticated instruments for carry-

ing out the accurate measurements and critical analysis. These investigations

could ultimately lead us to better understanding of their characteristics and

practical utility in various fields of science and technology.
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