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NEDERLANDSTALIGE SAMENVATTING 
Sociale media omvatten alle internet-gebaseerde applicaties waar gebruikers de inhoud zelf 

kunnen creëren en delen, en waar ze kunnen interageren met elkaar; de meest gekende 

voorbeelden zijn Facebook, Twitter, Instagram, Snapchat en blogs. Tegenwoordig worden 

sociale media ook gebruikt door bedrijven als deel van hun marketing mix, met als voornaamste 

genoemde voordelen de mogelijkheid om interactief klanten te kunnen engageren en connectie 

te maken met de klanten. Ondanks deze groeiende interesse in sociale media en de grote 

investeringen, is de opbrengst van deze investeringen nog steeds onzeker, en academisch 

onderzoek naar het effect van sociale media marketing hinkt achterop. Hoofdstuk 1 focust op 

enkele vragen die nog niet ten volle onderzocht werden in de literatuur, legt uit hoe dit doctoraat 

bijdraagt tot het aanvullen van deze hiaten en toont hoe sociale media verder kan bijdragen tot 

de het creëren van waarde voor het bedrijf. 

In dit doctoraat worden meer specifiek de volgende vragen beantwoord: (1) Hoe kunnen 

we meer accurate schattingen van sentiment in online commentaren of gesprekken (eWOM) 

verkrijgen? (2) Welke invloed hebben sociale media en klantensentiment op de waarde van de 

klant voor een bedrijf?, en (3): Hoe kunnen business-to-business bedrijven sociale media 

gebruiken binnen de verkoopscyclus?  

De drie studies binnen dit doctoraat zijn met elkaar gelinkt doordat ze allen Facebook data 

gebruiken als belangrijkste informatiebron, en alledrie de analytische toolset voor 

klantenrelaties en beheer op verschillende niveaus uitbreiden. Voor de eerste studie (Hoofdstuk 

2), starten we van gebruikersinformatie (Facebook posts). De tweede studie (Hoofdstuk 3) 

gebruikt een combinatie van gebruikersinformatie in combinatie met bedrijfsinformatie, in de 

vorm van Facebook posts die zijn opgesteld door de marketeer (op Facebook pagina’s). Ten 

laatste wordt in studie 3 (Hoofdstuk 4) exclusief de nadruk gelegd op Facebook pagina’s en 

bedrijfsinformatie om een business-to-business predictiesysteem op te zetten.  

In Hoofdstuk 2 onderzoeken we hoe automatische sentiment-detectie op sociale media kan 

worden verbeterd. Sociale media bieden marketeers immers veel mogelijke informatie over 

klanten, maar het grootste deel van deze informatie is niet gestructureerd (bijvoorbeeld video’s, 

foto’s en tekst) waardoor de betekenis op een bepaalde manier moet achterhaald worden. We 

focussen enkel op tekst in dit hoofdstuk, en meer specifiek op Facebook posts, om het sentiment 

van deze posts te ontdekken en voorspellen. We starten van een breed basismodel voor 

sentiment predictie, gebaseerd op de uitgebreid aanwezige literatuur rond dit onderwerp. We 
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stellen twee alternatieve types extra informatie voor om deze modellen te complementeren. Het 

eerste type variabelen omvat voorblijvende informatie, waarmee we doelen op informatie die 

beschikbaar is voordat de echte inhoud gepost is. Voorbeelden van dit type zijn sentiment in 

eerdere posts en meer algemene gebruikersinformatie zoals bijvoorbeeld demografische 

informatie. Deze informatie laat ook toe om te kijken naar afwijkingen van normaal post-gedrag 

om veranderingen in sentiment te detecteren. Het tweede type variabelen omvat achterblijvende 

informatie, die informatie bevatten die slechts enige tijd na het posten beschikbaar wordt. De 

meest bekende voorbeelden zijn bijvoorbeeld ‘vind-ik-leuks’ en ‘commentaren’ op Facebook, 

die bijvoorbeeld verzameld kunnen worden na enkele uren/dagen. We delen de informatie op 

in voorblijvende en achterblijvende informatie, omdat het eerste type kan gebruikt worden in 

real-time sentiment classificatie, terwijl het laatste type nooit kan gebruikt worden in een real-

time setting. Vervolgens bouwen we drie sentiment classificatie modellen, waarbij we 5*2 fold 

cross-validatie Random Forest modellen gebruiken, om de toegevoegde waarde van 

voorblijvende en achterblijvende informatie bovenop de basisinformatie te bepalen. De 

resultaten tonen dat beide soorten informatie waarde toevoegen bovenop het basismodel. 

Verder wordt duidelijk dat zowel afwijkingen van ‘normaal’ post gedrag als het aantal ‘vind-

ik-leuks’ en commentaren de performantie van onze modellen substantieel verhogen. We zien 

ook dat de drie soorten informatie complementair zijn, en allen belangrijk zijn voor de 

performantie van het meest complete model met alle informatie inbegrepen. Deze resultaten 

hebben een hoge praktische en academische waarde, aangezien sentiment vaak gebruikt wordt 

in marketing door de bewezen relatie met verkopen, wat het belangrijk maakt om sentiment 

correct te meten. Verder kunnen bedrijven ook klanten tevredenheid afleiden uit sociale media 

sentiment.  

Aanraakpunten voor klanten zijn alle momenten waarop klanten in contact kunnen komen 

met het bedrijf, en omvatten zowel passieve (bv., het bekijken van reclame) als actieve (bv., 

aankopen) momenten. In hoofdstuk 3 linken we de uitkomsten van zo’n aanraakpunten aan 

online klantensentiment, gemeten door middel van Facebook commentaar. Verder stellen we 

voor dat (online) marketeer gegeneerde inhoud die volgt op het specifieke aanraakpunt, een 

modererend effect heeft op de impact van het resultaat van dit aanraakpunt op het 

tentoongestelde klantensentiment. Finaal linken we dit klantensentiment aan de klantenwaarde 

voor het bedrijf, terwijl we controleren voor verschillende variabelen gelinkt aan de interacties 

tussen klant en bedrijf. Voor dit onderzoek verzamelden we een unieke dataset met een grotere 

set aan merk gerelateerde sociale media activiteit op klantenniveau dan tevoren, 
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transactievariabelen op klantenniveau, variabelen die de objectieve performantie van de 

klanten-aanraakpunten meten en andere marketing variabelen. Door middel van een twee-fasen 

model waarbij we eerst klantensentiment modelleren in een gegeneraliseerd lineair mixed effect 

model, gevolgd door een Type II Tobit model voor klantenwaarde, tonen we aan dat marketeer 

online content klantensentiment kan beïnvloeden na meer negatieve klantenervaringen, en dat 

klantensentiment direct gerelateerd is aan klantenwaarde zelfs wanneer gecontroleerd wordt 

voor de andere variabelen. Ten laatste toont dit onderzoek ook aan dat de meest gebruikt item 

op Facebook, de pagina vind-ik-leuk, geen significant effect heeft op klantenwaarde.  

Het overgrote deel van het huidige onderzoek rond sociale media onderzoekt Business-to-

Consumer markten, met een focus op de interactiviteit van de conversaties en de potentiële 

waarde van elektronische commentaren (eWOM). In het laatste hoofdstuk onderzoeken we hoe 

Business-to-Business bedrijven sociale media kunnen gebruiken in het verkoopsproces. 

Inderdaad, bedrijven creëren sociale media inhoud, en deze informatie kan vervolgens gebruikt 

worden door andere bedrijven in hun aankoop(acquisitie)proces. We stellen een 

klantenacquisitie predictiemodel voor, dat prospecten van een bedrijf kwalificeert als mogelijke 

klanten. Het model vergelijkt informatie van sociale media (Facebook) profielen van de 

prospecten met informatie van twee andere databronnen: webpagina informatie en commercieel 

aangekochte data, en we testen het model met een grootschalig experiment bij Coca Cola 

Refreshments, Inc. De resultaten tonen aan dat de sociale media informatie het meest 

informatief is, maar ook dat het complementair is met de informatie van de andere databronnen. 

Verder toont dit onderzoek aan hoe het modelleren voordeel haalt bij een iteratieve aanpak, en 

demonstreren we de financiële voordelen van onze voorgestelde aanpak.  

Als conclusie kunnen we stellen dat we met dit doctoraat antwoorden hebben kunnen geven 

op enkele belangrijke vragen met betrekking tot marketing en de interactie ervan met sociale 

media, waarbij we een significante bijdrage leveren aan zowel theorie als praktijk.  
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ENGLISH SUMMARY 
Social media represent all internet-based applications in which customers can create and share 

the content, and where they can interact with each other; the most well-known examples are 

Facebook, Twitter, Instagram, Snapchat and blogs. Nowadays, social media is also used by 

companies as a part of their marketing mix, with the main advantages named being the 

possibility to interactively engage with their customers and connect with them. Despite this 

growing interest in social media and the large investments, the return on these investments is 

still debated and academic research on the effects of social media marketing is lagging. Chapter 

1 focuses on some of the gaps that still exist, explains how this dissertation aims to contribute 

to literature and shows how social media can contribute to business value.  

More specifically, we answer the following three questions in this dissertation: (1) how to 

provide more accurate estimations of sentiment in online word-of-mouth?, (2) How does social 

media and customer sentiment impact customer value to the firm? and (3) How can business-

to-business (B2B) firms use social media optimally within the sales cycle?  

The three studies in this dissertation are related in that they each use Facebook information 

as the main source of information, and because they extend the analytical toolset available for 

the management of customer relationships. For the first study (chapter 2), we start from specific 

user information (Facebook posts). For the second study (chapter 3), we use a combination of 

individual user information, combined with marketer generated content from Facebook pages 

(company information). Finally, in study 3 (chapter 4), we exclusively focus on Facebook pages 

and company information to set up a business-to-business acquisition prediction system.  

In chapter 2, we investigate how automatic sentiment detection on social media can be 

improved. Social media offer a lot of potential for marketers to retrieve information about 

customers. However, most of this information is unstructured, and it’s meaning has to be 

inferenced in some way. We focus exclusively on textual content, and more precisely Facebook 

posts, and aim to discover and predict the sentiment of these posts. We start from a broad 

baseline sentiment classification model, based on the extensively available previous literature, 

and we suggest two alternative types of extra variables to complement these models. The first 

type of variables comprises leading information, with which we mean information that is 

available before the actual content was posted. Examples of this type are sentiment in previous 

posts and general user information such as demographics. This information also allows to look 

at deviations from ‘normal’ posting behavior to detect changes in sentiment. The second type 
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of variables are lagging variables, which contain information that becomes available only some 

time after a post has been published. The most noteworthy examples are likes and comments 

gathered for this post after, for instance, 7 days. We split these information types since leading 

variables could be used in real-time sentiment classification, while lagging variables will never 

be real-time. We subsequently build three sentiment classification models, using 5*2 fold cross 

validation Random Forest models in order to evaluate the added value of the leading and 

lagging variables. The results show that both leading and lagging variables create significant 

and relevant value over and above the baseline model. It turns out that deviations from ‘normal’ 

posting behavior as well as comments and likes substantially increase our models’ performance. 

We also see that the traditional textual information, leading and lagging information are all 

complementary and add to model performance in the most complete model. These results have 

high practical and academic value, since valence is commonly used in marketing as it has a 

demonstrated relationship with sales, which makes it important to correctly measure valence. 

Furthermore, consumer sentiment or satisfaction about a brand can be deduced from social 

media. 

Customer touchpoints are all occasions in which customers can relate to a firm, and 

comprise both passive (e.g., seeing advertisements) and active (e.g., purchasing) moments. In 

chapter 3, we link the outcome of such customer touchpoints to online customer sentiment 

measured by Facebook comments. Moreover, we propose that (online) marketer generated 

content, following the specific touchpoint, can moderate the impact of the result of the 

touchpoint on the subsequent displayed sentiment. Finally, we link individual customer 

sentiment to direct engagement (also known as customer lifetime value (CLV)), in combination 

with several control variables linked to customer-firm interaction data. For this research, we 

compiled a unique dataset which features an unprecedented set of brand-related customer-level 

social media activity metrics, transaction variables at the customer level, variables capturing 

objective performance characteristics of the customer touchpoint and other marketing 

communication variables. By using a two stage model in which we first model customer 

sentiment in a generalized linear mixed effects model, followed by a Type II Tobit model for 

engagement, we show that marketer generated content is able to influence customer sentiment 

following more negative service encounters, and that customer sentiment is related to direct 

engagement, even when traditional control variables are included. Finally, this research also 

shows that the most used Facebook metric, a page like, has no significant effect on direct 

engagement.  
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Most of the current research focuses on social media usage for in Business-to-Consumer 

(B2C) environments, with a focus on the interactivity of conversations and the potential value 

of electronic word of mouth. In the final chapter, we investigate how Business-to-Business 

(B2B) organizations can use social media in their sales processes. Indeed, businesses create 

social media content, and this information can subsequently be used by other companies in their 

acquisition process. We propose a customer acquisition prediction model, that qualifies a 

companies’ prospects as potential customers. The model compares social media (Facebook) 

information of the prospect with two other data sources: web page information and 

commercially purchased information, and we test the model with a large scale experiment at 

Coca-Cola Refreshments, Inc. The results show that Facebook information is most informative, 

but that it is complementary to the information from the other data sources. Moreover, this 

research shows how the modeling efforts can benefit from an iterative approach, and we 

demonstrate the financial benefits of our newly devised approach.  

To summarize, in this dissertation we were able to respond to some relevant and important 

questions related to marketing and it’s interaction with social media, thereby delivering both 

theoretical and practical contributions.  

 



     

 
 

1 
Introduction 
 

Today, many people as well as organizations use social media for communication purposes. 

One of the earliest definitions of social media is given by Kaplan and Haenlein (2010), who 

define social media as the internet-based applications that allow the creation and exchange of 

user generated content. This early definition stresses the fact that originally, most social media 

tools were developed and used for consumer-to-consumer (C2C) communication only (e.g., 

blogs, reviews, but also Facebook and Twitter). Social media has, among other evolutions, 

enabled customers to be no longer passive, but instead be observers, initiators, participants and 

co-creators (Maslowska et al., 2016). These social media users are even called pseudo-

marketers, but with greater influence, lower costs and potentially a more effective reach than 

actual marketers (Kozinets et al., 2010). Research has shown that some of these C2C-

communications have led to positive business outcomes (e.g. Onishi and Manchanda, 2012; 

Rishika et al., 2013), sparking business interest in these media. Moreover, the digital nature of 

social media offers firms the possibility to easily track the conversations (Moe and Schweidel, 

2017). However, social media contents and its rapid dissemination among the network of 

consumers can also be negative for brands (Gensler et al., 2013). In order to stay competitive, 

firms should adapt to the changing environment and embrace social media as a tool to create 

opportunities and competitive advantage (Hennig-Thurau et al., 2010) and try to manage their 

brands on social media (Leeflang et al., 2014). It is therefore not surprising that nowadays, 

social media are frequently seen as part of the marketing mix (Chen and Xie, 2008; John et al., 

2017; Mangold and Faulds, 2009), or as a way to get marketing insights (Moe and Schweidel, 

2017), and firms aim to integrate social media into customer relationship management (CRM), 

forming social CRM capabilities (Malthouse et al., 2013; Trainor et al., 2014). Social media 
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thus have evolved to platforms in which both consumers and firms are present. Firms can not 

only use social media to reach a wider audience and control brand management, but also to 

foster engagement and help shaping the entire customer experience. However, entering social 

media as a firm still entails several pitfalls, such as measuring the ROI of social media 

investments, lack of control and insight in message diffusion and difficulties to integrate 

customer touch points (Malthouse et al., 2013).  

Since social media is still a relatively new and continuously evolving marketing tool, 

research about its (potential) impact on consumers and companies is still scarce, and not in 

proportion to the business social media focus and budgets that are spend on social media. 

Indeed, recent estimates of global social media marketing in 2017 are as high as 13.5 billion 

US dollars, and even more when digital advertising is taken into account (Statista, 2018). 

Moreover, a recent analysis showed that the wide majority (98%) of the Fortune 500 companies 

are active on social media (Ganim Barnes and Pavao, 2017). Despite these investments, in-

depth knowledge about many of the aspects of social media, and especially their business value, 

is still lacking. Several critical research questions with practical relevance still remain 

unanswered, that all relate to the business value of social media, such as (1) how to provide 

more accurate classifications of sentiment in online word-of-mouth?, (2) How do social media 

and customer sentiment impact customer value to the firm? and (3) How can business-to-

business (B2B) firms use social media optimally within the sales cycle? In the following 

paragraphs, we briefly outline why these questions are important and how this dissertation aims 

to answer them. At the same time, we outline the most relevant social media literature related 

to each of these questions.  

1. How to provide more accurate classifications of sentiment in online word 

of mouth?  

Most research relating to social media considers electronic word of mouth (eWOM), also called 

user-generated content (UGC) or consumer-generated content. This seems logical, given that 

social media was established as a C2C communication tool. Several studies link eWOM to 

different subsequent behavioral outcomes such as sales. Babić Rosario et al. (2015) provide a 

recent meta-analysis of eWOM-related papers in several domains, in which they show the 

positive effect on sales, but also show that the effectiveness differs based on online platforms, 

products, and eWOM metrics. Their study shows that with regard to the metrics, volume has a 

stronger impact on sales than valence (e.g., percentage of negative ratings) and a similar impact 
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as a composite volume-valence metric (e.g., the volume of positive or negative ratings). 

Moreover, they find that negative eWOM not necessarily leads to lower sales, but a high 

variation in positive and negative eWOM does (Babić Rosario et al., 2016). In summary, these 

findings argue that both volume and valence based metrics have an impact on sales, which 

makes it important to accurately estimate these metrics. Since eWOM volume is a relatively 

straightforward measure, we focus on valence and propose a new approach to make better 

predictions about eWOM valence. Next to the link with sales, online valence is used in a wide 

range of other applications. Examples include online valence to inform a company about the 

overall sentiment with regard to a brand or brand perceptions (Smith et al., 2012; Schweidel 

and Moe, 2014; Tirunillai and Tellis, 2014), predicting election outcomes (Tumasjan et al., 

2010) or increasing online learning performance (Ortigosa et al., 2014). Enhancing valence 

prediction thus offers possibilities to increase system performance for many applications.  

Since the rise of social media and eWOM, there has been a growing interest in valence 

prediction. While part of the (marketing) research uses straightforward tools such as star ratings 

or sentiment dictionaries to determine valence, there has been a growing body of literature in 

which the valence prediction itself became the main subject of interest. Going beyond the basic 

star ratings allows to include more subtle textual information that is given in an eWOM instance 

(Archak et al., 2011). This stream of literature is now called ‘sentiment analysis’, which is 

defined as the computational process of extracting sentiment from text and has clear influences 

from text analysis and machine learning techniques (e.g, Liu, 2012; Pang et al., 2002 for early 

examples). The literature has discussed a myriad of possibilities to improve sentiment 

classification based on better machine learning models or better features. However, the features 

proposed are still mainly based on the textual characteristics of the eWOM instance (a post, a 

review, …), without taking into account the characteristics of the reviewer/poster and other 

available information. This is surprising, given that in the related field of review helpfulness, 

reviewer characteristics have long been included (e.g., Forman et al., 2008; Ghose and Ipeirotis, 

2011). This shows that past reviewer behavior and information are very informative for review 

helpfulness prediction (Ghose and Ipeirotis, 2011), and thus may also help to increase valence 

prediction. Other studies have shown that crowd-based information, which becomes available 

after posting, also helps to increase prediction performance (Hoornaert et al., 2017). Therefore, 

in Chapter 2, we set out to improve existing sentiment analysis models by using previously 

untapped information (Meire et al., 2016). More specifically, we analyze the added value of 

leading and lagging auxiliary information to assess or classify sentiment of Facebook posts. 
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Leading information in this context is defined as content that is already available when a post 

or comment is placed on Facebook. This includes general user information as well as previous 

post information. This information is similar to the information taken into account by Ghose 

and Ipeirotis (2011), who include reviewer history in an online rating environment. Lagging 

information consists of all information that only becomes available some time after a post or 

comment is put on Facebook. The main examples of lagging variables include likes and 

comments on the post. We subsequently compare the performance of a baseline prediction 

model, which includes the typical textual sentiment analysis features, and models that include 

leading and lagging information. This paper is the first to take into account leading and lagging 

information, and proves that sentiment classifications can be substantially improved by taking 

this extra information into account. This approach thus proves relevant for both research and 

practice, and for both real-time and delayed sentiment classification. 

2. How do social media and customer sentiment impact customer value to 

the firm? 

Several authors have already specified the need, and also the difficulty, to measure the return 

on investment of social media endeavors (e.g., Malthouse et al., 2013). It is thus not surprising 

that an increasingly large body of literature investigates the value of social media. In this 

research, typically the value of eWOM is evaluated in a longitudinal fashion with VAR-related 

models (see e.g. Babić Rosario et al. (2015) for an overview). More recent papers also take into 

account the interaction effects between eWOM, marketer generated content (MGC) and more 

traditional marketing activities such as advertising (e.g. Colicev et al., 2018; de Vries et al., 

2017; Hewett et al., 2016; Manchanda et al., 2015), and show that these different aspects operate 

within an echoverse, reverberating the effects of one another (Hewett et al., 2016). It makes 

clear that social media are not a standalone marketing tool, but rather part of the broader 

communication or marketing mix. However, while making great progress in our understanding 

of social media working mechanisms, these studies share some limitations, and several research 

questions remain unanswered. 

First, these papers focus on firm or product level outcomes such as sales, stock prices or 

brand awareness. Results relating social media activity to value on an individual level is more 

scarce, although research is catching up with recent studies looking at the value of sending and 

receiving MGC and UGC on Facebook and the value of liking a Facebook fan page (Goh et al., 

2013; Mochon et al., 2017; Xie and Lee, 2015; Malthouse et al., 2016). Second, MGC and UGC 
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are mostly limited to single measures, on the firm or individual level, such as the volume or 

valence of Tweets or Facebook posts on a global level, or the act of liking a Facebook page on 

an individual level (John et al., 2017; Kumar et al., 2016; Mochon et al., 2017), without 

integrating multiple aspects of MGC and UGC. Moreover, studies investigating network effects 

and the economic value of these networks on social media is very scarce (e.g., Zhang and 

Pennacchiotti, 2013), while social networks are especially designed around these networks of 

people who can interact with and influence a focal customer. Third, there is little research 

linking social media usage to specific customer touchpoints, whether they are offline or online. 

This is surprising, given the spike of interest in concepts such as the customer journey, the 

customer touch points on this journey (Homburg et al., 2015; Schmitt, 2003) and the customer 

experience with these touch points on the one hand (Lemon and Verhoef, 2016), and the 

marketer’s ability to monitor objective performance criteria related to these experiences (e.g., 

store traffic patterns, waiting times, etc.) on the other hand. Moreover, social media also offer 

the possibility to continuously and in real-time track user generated comments related to the 

firm, which are already shown to capture brand perceptions (Schweidel and Moe, 2014) or 

predict purchase behavior (Baker et al., 2016). Current research has aggregated MGC or UGC 

mostly in time intervals (weeks or months), or looked at specific UGC moments of interest 

(e.g., liking a page), instead of integrating social media MGC and UGC around particular touch 

points or customer experience encounters. Hence, these studies are not able to link UGC or 

MGC to specific experiences or to evaluate how the customer’s sentiment related to these 

experiences can be captured or influenced by MGC actions. However, recent work by 

Harmeling et al. (2017) argues that marketer’s actions could enhance the effect of customers’ 

experience on the customers’ value to the firm. We thus view marketers’ abilities to influence 

sentiment and drive customers’ value as a result of customer experiences remains an un-tapped 

use of social media and an under-researched area in the marketing domain.  

Therefore, in chapter 3 we set out to fill the gaps identified above. We link customer 

experience, related to specific customer experience encounters and measured by objective 

performance criteria, to (online) individual customer sentiment regarding these encounters in a 

soccer team context. Moreover, we propose that (online) marketer generated content, following 

the specific encounters, can moderate the impact of the result of the encounter on the subsequent 

displayed sentiment. Finally, we link individual customer sentiment to direct engagement (also 

known as customer lifetime value (CLV)), in combination with several control variables linked 

to customer-firm interaction data. We do this by collecting a unique dataset; it features an 
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unprecedented set of brand-related customer-level social media activity metrics including liking 

a brand’s social media page, MGC, likes of and comments on the brand’s posts, and RSVPs for 

events sponsored by the brand. In addition, our data include transaction variables at the 

customer level, variables capturing objective performance characteristics of the experience 

encounter and other marketing communication variables. The results show that marketer 

generated content is able to influence customer sentiment following more negative experience 

encounters, and that customer sentiment is related to direct engagement, even when traditional 

control variables are included. Finally, we note that the most used Facebook metric, a page like, 

has no significant effect on direct engagement.  

3. How can business-to-business (B2B) firms optimally use social media 

within the sales cycle? 

Social media is typically seen as a useful tool in Business-to-Consumer (B2C) marketing 

domains. Although there is practical evidence about the importance of social media for 

Business-to-Business (B2B) marketing (e.g., Gillin and Schwartzman, 2010; Shih, 2010, Wang 

et al., 2017), most research on social media still focuses on B2C domain and the adoption of 

social media by B2B companies has been slow (Michaelidou et al., 2011). The internal use of 

social media is relatively higher compared to the external use (e.g., with partners or 

organizations) (Jussila et al., 2014), and it has been recognized that social media can foster 

communication, interaction,  learning and communication among employees (e.g. García-

Peñalvo et al., 2012).  

The use of external social media is mostly related to the sales and marketing. Jussila et al. 

(2014), for example, discuss the possibilities of employer branding, general communication and 

sales support. Trainor et al. (2014) focus on the valuable information regarding customer 

requirements, complaints and experiences that can be gained from social media, and Ustüner 

and Godes (2006) mention an increase in effectiveness driven by a better understanding of the 

underlying social networks between customers and prospects. Some scholars focus on social 

media as ‘content enabler’ during the sales process (Agnihotri et al., 2012; Järvinen and 

Taiminen, 2016; Rodriguez et al., 2012). However, most research focuses on the different stages 

of the sales process and the role social media can play in these stages. Michaelidou et al. (2011) 

mention that social media are valuable for attracting new customers, cultivating relationships 

and supporting brands. Giamanco and Gregoire (2012) suggest three stages in which social 

media can be used, prospecting (i.e., finding new leads), qualifying leads and managing 
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relationships. Similarly, Rodriguez et al. (2012) identified 3 steps: creating opportunity, 

understanding the customers and relationship management. It is clear that these steps largely 

coincide with the ones defined by Giamanco and Gregoire (2012). Finally, several researches 

have focused on the entire sales process in more detail (e.g. Agnihotri et al., 2016; Andzulis et 

al., 2012; Marshall et al., 2012) to also include building trust and customer service.  

Most of the research above mentions tools such as LinkedIn and Facebook as the main 

social media applications that can be used. They posit ideas and frameworks and elaborate on 

how salespeople can identify new prospects, on how they can use social media to identify the 

good prospects and how social media can be used to start or maintain the relationship with the 

customer. Social media are recognized as a tool to make the sales process less costly and more 

effective and is seen as an extension of traditional CRM, leading to Social CRM activities 

(Trainor et al., 2014).  Although sharing the common idea that social media are important in a 

B2B selling context, only one paper provides evidence that social media has a positive 

relationship with selling organizations’ ability to both create opportunities and manage 

relationships (Rodriguez et al., 2012). This same study also states that the sales team 

performance (e.g., number of identified prospects, number of acquired new customers) is 

positively influenced by social media usage (Rodriguez et al., 2012).  

The studies concerning social media use in the sales cycle thus share one common 

shortcoming, namely that they are mostly explorative in nature and do not relate the potential 

of social media to proven business advantages. The only study that does so (Rodriguez et al., 

2012), is also limited in that they rely on questionnaire data related to the value of social media. 

We feel that this current qualitative focus on social media in the literature ignores important 

opportunities, related to the big data nature of social media. Social media offer opportunities 

for automatic extraction and processing of data and the use of advanced analytical techniques 

to gain insights from these data (Lilien, 2016). Therefore, in Chapter 4, we aim to overcome 

these limitations and take a different view on social media in the sales process by looking at 

social media as big data (Meire et al., 2017). Instead of seeing social media mainly as a 

communication tool, we use social media data to create a customer acquisition support system 

to qualify prospects as potential customers. More specifically, we evaluate the predictive value 

of data extracted from the prospects’ social media page (Facebook pages), and compare this 

with data extracted from their website and commercial data bought from a specialized vendor 

in a real-life experiment with Coca-Cola Refreshments USA. In this way, me make three major 

contributions to literature: First, we posit, evaluate and assess a customer acquisition system on 
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a large scale and show the financial benefits of this approach. Second, we add to the existing 

B2B social media literature by taking a quantitative view. Third, we add to existing literature 

on B2B acquisition by incorporating a new, freely available data source and show that this is 

the most important information source for prospect conversion prediction. With this research, 

we not only provide insight into the value of actual social media data, we also respond to recent 

calls for more B2B customer analytics, driven by new data sources such as social media activity.  

4. Overview 

In sum, with this dissertation, we aim to contribute to literature by investigating the added value 

of social media for creating business value. Hence, we can position this dissertation within a 

social media and within a business value (CRM) framework.  

4.1. Social media framing 

We focus on Facebook as a social media platform, as shown in Figure 1. Research using 

Facebook data is scarce as most research related to social media focuses on blog posts, reviews 

or Twitter in a B2C environment. This might seem surprising, as Facebook is the biggest and 

most widely used social media platform nowadays (John et al., 2017), allowing both firms and 

consumers to join the network (unlike e.g. blog posts) and providing a wide range of interaction 

possibilities (events, likes, comments, shares, posts, reviews, etc.). Facebook is also the easiest 

tool to connect social media users to actual customers once Facebook data is available. It is, 

however, more difficult to collect (individual user) Facebook information using a public API 

as Facebook is more closed compared to for instance Twitter. Twitter allows to extract profile 

information of every user, and the majority of the users keeps their tweets open to the public. 

Facebook, in contrast, has strict privacy regulations that keep on getting tighter (e.g., Constine, 

2015).  

Figure 1.1 shows the main elements of Facebook, a user profile and a fan page (e.g., a 

company’s brand fan page), and how these elements are incorporated into this dissertation. We 

consider both Facebook user pages information (sentiment analysis in Chapter 2), elements 

regarding the use of companies’ Facebook fan pages (Chapter 4) and a combination of user 

specific information and Facebook fan page information in Chapter 3 to create a comprehensive 

view of the value of Facebook as a business tool. For Chapter 2 and 3, we rely on social media 

data that was extracted using a Facebook app in 2014, and augmented with the fan page data 

for Chapter 3. For Chapter 4, we rely exclusively on publicly available Facebook fan pages.  



Introduction 

15 
 

4.2. CRM framing 

The chapters are not only related in that they focus on social media (Facebook), they can also 

be seen within an analytical approach to create business value. We illustrate this in Figure 1.2. 

We start from the central concept of Customer Relationship Management (CRM). This concept 

entails all relationship efforts between a company and (would be) customers, mostly initiated  

 

Figure 1.1: Graphical overview of this dissertation from a social media perspective 

by the company, with the ultimate goal of maximizing CLV. Typical CRM activities are 

depicted in Figure 1.2, and comprise customer acquisition efforts, customer up-sell and cross-

sell and customer retention management. More recent insights mention that CRM can be 

broadened, to capture the entire customer journey with the firm (Lemon and Verhoef, 2016), as 

a consequence of the emergence of ‘empowered’ customers  and UGC (Edelman & Singer, 

2015). The chapters discuss several innovative applications that can enrich the analytical toolset 

for CRM or the customer journey, which will eventually lead to better business objectives. In 

Chapter 2, we focus on new methods regarding customer sentiment, which can be applied to 

the entire customer journey. In Chapter 3, we discuss the impact of social media on CLV, using 

advanced econometric models. Finally, Chapter 4 narrows down the scope to customer 

acquisition, focusing on the added value of social media in a B2B context. Thus, by 

investigating the relatively new data source of social media and its inclusion in a CRM context, 

we broaden the arsenal of data analytical tools for CRM.  
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All individual chapters are based on academic articles published in or ready to submit to 

academic journals, and can also be read separately. Table 1.1 further summarizes the chapters 

of this dissertation, highlighting their contributions, key results, the type of research, applied 

methods and data sources.  

 

 

Figure 1.2: Overview of the dissertation from a CRM/macustomer journey perspective
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Table 1.1: Overview of studies 
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2. The Added Value of Auxiliary Data in 

Sentiment Analysis of Facebook Posts  
 

Abstract 

The purpose of this study is to (1) assess the added value of information available before (i.e., 

leading) and after (i.e., lagging) the focal post’s creation time in sentiment analysis of Facebook 

posts, (2) determine which predictors are most important, and (3) investigate the relationship 

between top predictors and sentiment. We build a sentiment prediction model, including leading 

information, lagging information, and traditional post variables. We benchmark Random Forest 

and Support Vector Machines using five times twofold cross validation. The results indicate 

that both leading and lagging information increase the model’s predictive performance. The 

most important predictors include the number of uppercase letters, the number of likes and the 

number of negative comments. A higher number of uppercase letters and likes increases the 

likelihood of a positive post, while a higher number of comments increases the likelihood of a 

negative post. The main contribution of this study is that it is the first to assess the added value 

of leading and lagging information in the context of sentiment analysis. 

 

 

 

This chapter is based on the published article Meire, M., Ballings, M., Van den Poel, D., 2016. The 

added value of auxiliary data in sentiment analysis of Facebook posts. Decision Support Systems 89, 

98–112.  
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1. Introduction 

In the beginning of the century, Web 2.0 emerged as an ideological and technical foundation 

giving rise to the massive production of user generated-content (UGC). Blogging platforms and 

online retailers are the first examples of this foundation (Kaplan and Haenlein, 2010). Today, 

UGC is still growing rapidly, sparking interest and activity in opinion mining and sentiment 

analysis (Martinez-Camara et al.,2014; Pang and Lee, 2008). Sentiment analysis is defined as 

the computational process of extracting sentiment from text (Liu, 2012; Pang and Lee, 2008). 

Applications range from the prediction of election outcomes (Bollen et al., 2009; Tumasjan et 

al. 2010), to relating public mood to socio-economic variables (Bollen et al., 2009), to improved 

e-learning strategies (Ortigosa et al., 2014b). 

Early examples of sentiment analysis were mainly based on review data. This type of data 

rarely contained much more information than the content and the time of posting of the review 

itself. Models using these data are based on present information, where ‘present’ refers to the 

time of posting. This changed with the advent of social networks such as Facebook and Twitter 

in that much more data became available. On these platforms, not only the focal post’s content 

is available, but, taking into account the time of posting, there is also leading and lagging 

information. Leading information is available even before content is posted (e.g., user profiles, 

previous posts) and thus contains information about the past. On the other hand, lagging 

information is generated a posteriori, after the content was posted (e.g., interactions such as 

likes or retweets) and thus contains information about the future (seen from the time of posting). 

Leading information can therefore be included in any sentiment model, while lagging 

information can be included in tools that do not require real-time sentiment analysis. To the 

best of our knowledge, there is no study that includes leading and lagging information into 

sentiment analysis models. However, we believe that we can improve sentiment prediction by 

including leading and lagging information for several reasons. First, social media suffer from a 

lot of slang (Go et al., 2009; Ortigosa et al., 2014b) making it harder for traditional methods to 

achieve satisfactory model performance on text variables alone. Second, leading variables 

would take into account users’ average sentiment, word use, well-being, and mood and 

demographics, effectively acting as a user-specific informative prior of future sentiment and 

accounting for heterogeneity among users. Leading variables have been shown to lead to better 

predictions (Basiri et al., 2014). Third, extant literature has found significant relationships 

between post sentiment and lagging information such as likes, comments and retweets (Stieglitz 

and Dang-Xuan, 2012; Stieglitz and Dang-Xuan, 2013). 



Chapter 2 

26 
 

To fill this gap in literature, we assess the additional value for sentiment analysis of leading 

and lagging information over and above information extracted from the focal post. We do this 

by constructing three models. The first model is the base model that focuses on the present and 

contains only the focal post (including text and timing of posting). The second model contains 

both the focal post’s content and leading information, and thus contains both present and past 

information. Finally, the third model augments the second model with lagging information. 

This means that the third model takes into account the past, present and future information of a 

post. 

The remainder of this article is structured as follows. First, we provide a literature review 

focusing on sentiment analysis of social media data and the reasons why leading and lagging 

information might be valuable in a sentiment prediction model. Second, we detail our 

methodology including the data, the model description, the predictors, the predictive algorithms 

and the model evaluation measure. The third section discusses the results. The penultimate 

section consists of the conclusion and practical implications of this research. In the final section 

we address the limitations and avenues for future research. 

2. Literature review 

There are two main approaches to sentiment analysis (Ortigosa et al., 2014b; Taboada et al., 

2001). The first approach consists of lexicon-based models, which use predefined lexicons of 

positive, neutral and negative words to assign positivity values to a sentence or text (e.g., 

Hatzivassiloglou and Wiebe, 2000; Turney, 2002). Machine learning-based methods constitute 

the second approach. These methods use several text features (e.g., syntactic features and 

lexical features; we refer to McInnes (2009) for a complete overview of these features) as input 

for a training model and predict the sentiment of text using these features (Taboada et al., 2011). 

Machine learning methods have been shown to be more accurate than lexicon-based methods 

in general, but also more time consuming (Chaovalit and Zhou, 2005; Pang et al., 2002). 

Lexicon based methods, however, tend to perform better in less-bounded domains (Ortigosa et 

al., 2014b). Recently, the two approaches have been combined by several authors (Li and Wu, 

2010; Melville et al. 2009; Ortigosa et al., 2014b; Tan et al. 2008; Zhang et al., 2011), mostly 

by using the scores from a lexicon-based exercise as input features for the machine learning 

algorithm. In this study we will adopt such a hybrid approach. The reason is that the approach 

allows for additional features to be added to the model.  
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Literature on sentiment analysis can be summarized according to (1) the use of a focal 

post’s features (McInnes, 2009), (2) the use of auxiliary features (Basiri et al., 2014), and (3) 

the focal post’s source (Abbasi et al., 2008). The focal post’s features constitute: (1) lexicon 

features, which denote either a pure lexicon based approach or a combination of lexicon and 

machine learning, (2) lexical features (bag-of-words, n-grams, co-occurrence and collocations), 

(3) syntactic features (morphology, part-of-speech) and (4) time features. The auxiliary features 

are divided into leading and lagging features. The former denotes all the information, with 

regard to a specific user, that is available until the moment of posting. The latter includes 

information that is available one week after posting (i.e., information on the likes and the 

comments a post has received). Stated differently, the focal post’s features reflect all 

information of the present, where ‘the present’ refers to the time of posting, which will be 

different for every post. Every action that occurred before the present, is referred to as ‘the 

past’, while ‘the future’ indicates all actions that occurred after posting. The leading variables 

thus originate in the past, while the lagging variables originate in the future. 

Table 2.1 provides a representative overview of literature with a focus on social media 

applications, as social media contain leading and lagging information. It is apparent that 

sentiment analysis has been widely applied to a diverse set of social media. Table 1 shows that 

both the lexicon-based (denoted an x in the column labeled ‘Lexicon’) and the machine learning 

approaches have been used, and that plenty of text features have been explored. However, it 

also shows that there is a large potential source of information for sentiment analysis that 

remains largely untapped. Indeed, social media do not only offer an efficient way to gather the 

focal post’s textual data used in traditional sentiment analysis, they also allow to gather a lot of 

auxiliary data (e.g., user profile information, likes on statuses) that have not yet been used in 

sentiment analysis. Basiri et al. (2014) recently made an effort to incorporate such data into a 

sentiment analysis model. They found that deviations of a reviewer’s post compared to the 

previous posts of this same reviewer lead to better review score prediction. The model of Basiri 

et al. (2010) is, however, limited to the incorporation of one auxiliary variable and therefore 

does not reflect the full potential. Furthermore, they do not incorporate the leading information 

into a sentiment analysis model, but only use it for the prediction of review scores. In this study 

we will exploit the focal post’s information as well as auxiliary leading and lagging data that 

are present on Facebook. This allows us to assess the improvement in the prediction of 

emotional valence of Facebook statuses that stems from incorporating auxiliary data. The 

following section clarifies why leading and lagging information may be important (i.e., improve 
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the predictive performance of our models). This information is also summarized in the 

conceptual framework depicted in Fig. 2.1. 

Table 2.1: Literature overview 

 Features of the focal post    Auxiliary features  Text source 

 Lexicon Lexical Syntactic Time  Leading Lagging   

Pang et al. (2002)  x x      Reviews 

Dave et al. (2003)  x x      Reviews 

Yu and Hatzivassiloglou 

(2003) 

x x x      News Items 

Bai et al. (2004)  x       Reviews 

Gamon (2004)  x x      Customer feedback 

Mullen and Collier (2004)   x       Reviews 

Matsumoto et al. (2005)  x       Reviews 

Read (2005)  x       Reviews 

Riloff et al. (2006)  x x      Reviews 

Abbasi et al. (2008)  x x      Reviews 

Go et al. (2009)  x x      Twitter 

Prabowo and Thelwall (2009) x x x      Reviews 

Melville et al. (2009) x        Reviews 

Pak and Paroubek (2010)  x       Twitter 

Barbosa and Feng (2010) x  x      Twitter 

Davidov et al. (2010)  x       Twitter 

Kouloumpis et al. (2011) x x x      Twitter 

Taboada et al. (2011) x        Reviews 

Agarwal et al. (2011) x x x      Twitter 

Smeureanu and Bucur (2012)  x       Reviews 

Wang and Manning (2012)  x       Reviews 

Neri et al. (2012)  x       Facebook 

Blamey et al. (2012)  x       Twitter 

Kumar and Sebastian (2012) x x       Twitter 

Ben Hamouda and El Akaichi 

(2013) 

 x       Facebook 

Troussas et al. (2013)  x       Facebook 

Tamilselvi and ParveenTaj 

(2013) 

 x x      Twitter 

Habernal et al. (2014)  x x      Facebook 

Ortigosa et al. (2014b) x        Facebook 

Basiri et al. (2014) x x    x   Reviews 

da Silva et al. (2014)  x       Twitter 

Fersini et al. (2014)  x       Reviews, Twitter 

Yu and Wang (2015)  x       Twitter 

Mohammad and Kiritchenko 

(2015) 

 x       Twitter 

Our study x x x x  x x  Facebook 
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Figure 2.1 : Conceptual framework representing the literature review 
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2.1.  Leading information 

Leading Facebook information includes the complete history of a user’s Facebook trail, 

including previous posts. We hypothesize that this information will improve sentiment 

classification prediction because several user characteristics can influence expressed sentiment. 

Settanni et al. (2015) show that textual indicators extracted from Facebook may be used to study 

subjective well-being, a result confirmed by Kramer (2010). This means that, by looking at 

previous posts of the same user and the valence of those posts, we can make an assumption 

about the subjective well-being of the user. Moreover, Diener (1998) states that personality is 

a major determinant of long term, subjective well-being. This is an important point, given that 

several researchers report that Facebook profile features (Kosinski et al, 2013;  Ortigosa et al., 

2014a) as well as text (Pennebaker et al., 2003) can accurately predict personality traits. By 

incorporating these Facebook profile features and previous textual features, we thus aim to 

incorporate the subjective well-being of a user as a predictor. As this is a long-term emotional 

state of a user, we believe subjective well-being can be informative of the sentiment expressed 

in Facebook posts. 

While subjective well-being can add value, short-term changes (the ‘mood’ of a user) can 

affect sentiment of Facebook posts as well. Ortigosa et al. (2014b) state that behavior variations 

as shown on Facebook, can indicate changes in the user’s mood. Smith and Petty (1996) report 

that positive or negative framing of a message could create more attention, especially in the 

case where the framing is unsuspected, as is the case with short-term changes from subjective 

well-being. We therefore argue that deviations from a user’s average posting behavior can be 

informative of the sentiment of that post. 

Comparable to a person’s subjective well-being, we refer to network well-being as the 

overall emotional state of the network of the user. Network well-being and the focal user’s well-

being are connected by a phenomenon called emotional contagion (Christakis and Fowler, 

2011; Helliwell and Putnam, 2004), which is defined as the tendency to automatically mimic 

other persons, and consequently to converge emotionally (Hatfield et al., 1994). This influence 

works in both ways. Network well-being can thus be informative about a user’s well-being, and 

hence about the sentiment expressed in the user’s Facebook posts. Quercia et al. (2012) already 

showed that community well-being can be predicted by using sentiment of community 

members’ tweets. Since Facebook posts of the user’s network were not available, we use the 

reactions to previous posts of the focal user to take into account part of network well-being that 

can be measured. 
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Finally, Schwartz et al. (2013) not only found differences in language usage across 

personalities, but also across gender and age. By incorporating these demographic variables and 

allowing for interaction effects, we assume that the textual features can bring even more added 

value to sentiment prediction. 

Overall, the leading variables allow researchers to take into account heterogeneity among 

users with regards to word use, wellbeing, mood and demographics. The leading variables are 

discussed in detail in Section 3.4.2 and Table A2 in Appendix A. Fig. 1 shows the relationships 

described above in a visual way. The top panel shows the observed characteristics, the middle 

panel contains the unobserved, or latent, concepts, and the bottom panel represents the outcome. 

Solid lines represent the measurement model, while dotted lines are intended to show the 

structural model. For example, Facebook profile features are expected to, in part, measure user 

personality, while user personality influences user well-being and hence influences the 

sentiment of a Facebook post. For the sake of completeness, we also added the expected 

relationships for the focal post characteristics. The focal post’s textual characteristics can be 

informative of the focal user’s mood, while the timing variables are taken into account directly 

as control variables for post sentiment. 

It is important to note that the concepts are introduced to provide plausible explanations of 

our findings about the relationship between the observed (top layer) characteristics and the 

outcome (bottom layer). Unfortunately our data do not allow us to model the concepts in the 

middle layer as our measurement model is incomplete. For example, there are more observed 

characteristics that make up the concept ‘network well-being’. We do not have access to these 

additional characteristics and therefore it would be incorrect to make claims about that 

particular concept. The primary goal of our conceptual framework is to support our findings 

that focus on the top and bottom layer. Analysis of the middle layer is out of the scope of this 

research and requires additional data generated through questionnaires. 

2.2. Lagging information 

The lagging variables comprise information on the likes and comments of a post, as well as 

deviations from previous liking and commenting behavior on posts. Previous research has 

shown that more negatively oriented posts tend to attract more comments (Stieglitz and Dan-

Xuan, 2012). This can be explained by negativity bias (Baumeister et al., 2001). Negativity bias 

is defined as the tendency to react stronger to very negative stimuli than to matched positive 

stimuli. In terms of engagement on posts, this means that people are more engaged with 
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negatively oriented posts, and are willing to put more effort in commenting on the post. On the 

other hand, we expect that the number of likes a post receives is positively correlated with 

positive sentiment, as a ‘like’ has an inherent positive dimension. Forest and Wood (2012) 

indeed indicate that positive posts receive more likes compared to negative ones. In the case of 

positively oriented posts, people might simply opt to like the status, instead of taking the effort 

to write a comment, thereby shifting responses from comments to likes (Stieglitz and Dang-

Xuan, 2012). Next to the number of comments and likes, we also evaluate the valence of 

comments. Previous research on discussion forums and political weblogs revealed that 

negatively oriented posts are found to receive more negative comments, while positively 

oriented posts receive more positive comments (Dang-Xuan and Stieglitz, 2012; Huffaker, 

2010). 

In accordance with the concepts of user well-being and network well-being, we propose a 

similar concept ‘network mood’, comparable to individual mood. An individual’s mood can 

influence network mood and vice versa (e.g., by posting status updates), by mechanisms such 

as emotional contagion and empathy. Network mood can thus be informative about a user’s 

mood, and hence about the sentiment of posts from that user. Since we do not have network 

posts available, we measure part of the network mood by the likes and comments on statuses 

of the focal user. As mentioned in the previous paragraph, unsuspected framings create more 

attention and involvement (Smith and Petty, 1996). We therefore also add deviation variables, 

indicating if a post received more comments or likes than average for that specific user, to 

define network mood. 

The earlier results and the theoretical framework mentioned above suggest that information 

on likes, comments, and deviations is very valuable to detect emotional valence of a status, and 

we thus hypothesize that lagging variables add predictive value to our model. The lagging 

variables are discussed in more detail in Section 3.4.3 and Table A3 in  Appendix A. They are 

also shown in  Fig. 1. In sum, to the best of our knowledge we believe that this study is the first 

to include auxiliary features in sentiment analysis models. Based on the conceptual framework 

outlined in our literature review, we hypothesize that those data will significantly increase the 

predictive performance of our models. 

3. Methodology 

3.1. Data 
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The data were gathered using a Facebook application in the period from June 1, 2014 to July 

13, 2014. The application was created for a European soccer team and advertised several times 

on the soccer club’s Facebook page. In order to stimulate usage of our application, the users 

could win a jersey of the soccer team. When launching the application, the Facebook user was 

presented with an authorization box, which specified the data that were being collected. It was 

clearly stated that the data were collected solely for academic purposes. Contact information 

was also provided in case there were any questions. Once the user authorized the application, it 

started to gather personal information (e.g., gender, age, location), information on engagement 

behavior (e.g., Facebook groups the user belongs to, Facebook page likes, Facebook events the 

user attended) and general Facebook behavior (e.g., uploaded photos, videos, links and posts) 

from the user using the Facebook API. In total, we were able to capture 100,227 posts. As the 

Facebook application focused on Flemish soccer fans, the main language of the status updates 

is Dutch. In subsequent analyses we discard all non-Dutch posts. The average number of words 

used in the statuses is 15, which is com-parable to the average number of words in tweets (Go 

et al., 2009). The main difference is in the maximum number of words, which goes up to 968 

for our Facebook sample, while the maximum number of tweet characters is limited to 140. 

Detailed information about all the Facebook variables can be found in  Section 3.4.2 and 

Appendix A. 

3.2. Model description 

In order to formally assess the additional value of auxiliary information over and above a focal 

post’s content, we fit three models. The first model is the base model and reflects all the 

information of the present, where ‘the present’ refers to the time of posting (i.e., it contains the 

time and text variables of the post). The second model contains both information from the 

present and from the past by including the leading variables. The third model augments the 

second model with lagging variables, which adds a third time dimension to the model (i.e., the 

future). The choice of these three models is therefore motivated by practical reasons. We call 

model 1 the base model as our literature review pointed out that it reflects current practice. 

Model 2 has the prospect of improving predictive performance and can still be deployed in real-

time. Finally, model 3 is expected to further improve performance but requires us to wait until 

the post has had enough time to gather comments and likes. Because model 2 can be used in 

real-time and model 3 cannot, it is practically relevant to determine the difference in 

performance between these two models. Formally, the models have the following forms: 

Model 1: Status sentiment = f(focal post’s content)  
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Model 2: Status sentiment = f(focal post’s content)  

+ f(leading variables)  

Model 3: Status sentiment = f(focal post’s content) 

+ f(leading variables)  

+ f(lagging variables)  

The definition of Status sentiment is described in Section 3.3, while the different independent 

variables are described in Sections 3.4.1, 3.4.2 and 3.4.3. The functional form of the models is 

not specified as we use a data mining approach without pre-set functional form, which is 

explained more in detail in Section 3.5. 

3.3.  Dependent variable description 

For the creation of our dependent variable, we follow the approach of distant supervision used 

by Read (2005), Go et al. (2009) and Pak and Paroubek (2010). This approach filters out 

emoticons from tweets, and uses these emoticons to represent positive and negative sentiment 

of a tweet. The emoticons thus serve as noisy emotion labels (Go et al., 2009). We list emoticons 

taken from Wikipedia (Wikipedia, 2015) and assign a positive or negative sentiment to the 

emoticon. Our sentiment variable is then constructed by comparing the emoticons in the post 

with our reference list. In case of ties (positive as well as negative emoticons occur), the label 

is assigned by majority voting. 

This approach implies that only Facebook messages with emoticons can be used in the 

training phase, which leads to a total of 17,697 available status updates (of which 2078 were 

classified as negative and 15,619 as positive). In order to overcome class imbalance, we apply 

oversampling (Ballings et al., 2015).  

To test the accuracy of using emoticons for sentiment detection, a random subset of 2000 

status updates was manually labeled by two annotators. The inter-annotater agreement (also 

called Fleiss’ j  (Landis and Koch, 1977)) between the three labels (label obtained by emoticons, 

annotator 1 and annotator 2) is 0.74. This score can be defined as substantial (Landis and Koch, 

1977), which indicates that emoticons can indeed be used as sentiment labels. 

3.4. Independent variable description 

Different categories of variables were used in this study. As discussed above, the nature of the 

variables constitutes a major contribution of this paper, and hence we will further elaborate on 
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the variables included. These can be divided into three categories: a focal post’s variables, 

auxiliary leading variables and auxiliary lagging variables. A summary of all the variables can 

be found in Appendix A. 

3.4.1. Focal post’s variables 

First, we extracted time-related variables of the post. These variables are the time, day and 

month of posting and a dummy variable to indicate whether the post occurred in a weekend. 

We include these variables as control variables (de Vries et al, 2012). 

Second, in order to perform the sentiment classification task, we need to process the textual 

information so that it can serve as input to the model. As described before, there exist a variety 

of text features that can be taken into account. We include as much features as possible in our 

predictive models, in order to have a powerful base model to test our augmented models against. 

First of all, we include lexicon-based features. These features are calculated using a (Dutch) 

sentiment lexicon (CLiPS, 2014). This lexicon gives a positive/negative weight to each word, 

as well as a subjectivity score. We then calculate the positive polarity, negative polarity, overall 

polarity and subjectivity for each status update by simply summing the polarity and subjectivity 

scores of each word in the status update. If negation words occur next to polarity words, we 

change the orientation of the polarity scores. These scores per status update are input features 

for the prediction model. Next, we use syntactic features. This includes the number of 

punctuations, exclamation marks, question marks, capital letters, characters and words. It also 

includes part-of-speech. Finally, we also create lexical features. We only include unigram 

features, as past research gives no conclusive evidence for the added value of higher order n-

gram features (Dave et al., 2003; Go et al., 2009; Matsumoto et al., 2005; Pak and Paroubek, 

2010; Pang et al., 2002). In order to create the unigram, we follow the approach by Coussement 

and Van den Poel (2008), Pak and Paroubek (2010), Cao et al. (2011) and D’Haen et al. (2016). 

In a first step, all special characters, emoticons and punctuation are removed. A tokenization is 

performed by splitting each status in distinct words using spaces as separators. Next, stopwords 

such as ‘the’ or ‘a’ are removed since these words are frequently used and hold little or no 

content information (Frakes and Baeza-Yates, 1992). Abbreviations are replaced using a dictio-

nary and a spelling check is conducted in order to cope with the noisy nature of social media 

data. Indeed, users often use their cell phones to post status updates which leads to a higher 

frequency of misspellings and slang (Go et al., 2009; Ortigosa et al., 2014b). The next step is 

lemmatization, followed by synonym replacement in order to further reduce the vector space. 

As a final step, stemming is applied. With stemming, a word is stripped to the basic form (i.e., 
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suffixes and prefixes are removed) (D’Haen et al., 2016; Kraaij and Pohlmann, 1994; Porter, 

1980). This process results in a basic unigram (also called bag-of-words or document-term 

matrix). The unigrams obtained by the procedure described above are still very sparse. 

Therefore, we apply a feature reduction technique that reduces the number of features for input 

to the classification algorithm. We chose to work with Latent Semantic Indexing (LSI). This 

method is proposed by Deerwester et al. (1990) and reduces the original matrix in dimension 

by its first k principal component directions (Deerwester et al., 1990). 

3.4.2. Leading variables 

Leading variables can be subdivided into five groups, as outlined in Section 2. Facebook 

profile features contain engagement behavior (e.g., number of Facebook events attended) and 

general Facebook behavior (e.g., number of photos, videos). Age and gender are included as 

demographic variables. Previous post information will control for the user’s and network well-

being. This information includes average measures, e.g. average polarity of posts and average 

number of likes on previous posts. Deviations from previous post information can be 

informative about user mood. We use the following equation to calculate these deviation 

variables: 

𝛥𝑋𝑖,𝑇 =  𝑋𝑖,𝑇 −  𝑋̅𝑖,1→𝑡     (2.1) 

where X denotes the specific variables, i represents a user and T indicates the time of posting. 

We thus calculate for every post the deviation between the post’s feature score and the average 

feature score for the user that posted. Example variables are the deviation in the number of 

words and the deviation in the number of positive and negative words of the post. A complete 

list can be found in Table A2 in Appendix A. 

3.4.3. Lagging variables 

Lagging variables can only be observed after the content was posted, which are, in the case 

of Facebook, likes and comments. We thus include the number of likes, the number of 

comments, the number of likes on comments and textual information from comments (e.g., the 

number of positive or negative words in comments, the number of words in comments) into our 

predictive model. Further-more, as for the leading variables, we calculate deviations from the 

normal liking or commenting behavior on posts of the focal user. This includes for example the 

deviation in the number of comments and the deviation in the number of likes. In order to 

calculate the lagging variables, we allow each post to gather likes and comments for seven days. 

We chose this particular time frame for three reasons. First, this limitation increases the 
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practical feasibility of our solutions as sentiment analysis is most valuable within a short time 

frame. Second, as such we give each post equal time to gather likes and comments. Third, as  

Fig. 2.2 shows, more than 99% of all comments are gathered during the first week. A complete 

list of all lagging variables can be found in Table A3 in Appendix A. 

 

Figure 2.2: Cumulative collected % of comments per day 

3.5. Predictive techniques 

We use the Support Vector Machines (SVM) and Random Forest classification algorithms to 

perform our sentiment analysis. SVM has been used extensively in sentiment analysis and 

generally outperforms other methods such as Naïve Bayes, Maximum Entropy and logistic 

regression (Fernandez-Delgado et al., 2014). Although Random Forest classification has not 

been frequently used in sentiment analysis, it has recently been shown to be the best allround 

classification technique in many other domains (Fernandez-Delgado et al., 2014). Using both 

algorithms allows to use a well-established technique in sentiment analysis on the one hand, 

while on the other hand we can assess whether the Random Forest classification algorithm adds 

value in sentiment analysis. 

3.5.1. Support Vector Machines 

An important parameter in SVM is the kernel function  (Bast et al., 2015). We use a radial 

basis (RBF) kernel, because this allows for non-linear relationships and requires the choice of 

only one hyperparameter γ, the width of the Gaussian (Ben-Hur and Weston, 2010). We thus 

have, combined with the SVM penalty parameter C, two parameters to choose. The choice of 

these parameters cannot be determined in advance. Hence, we follow the recommendation to 

test different values of C, (C = [2−5, 2−4, . . . , 215]) and γ, (γ = [2−15, 2−14, . . . , 23]) (Hsu et 
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al., 2003). We use the svm function of the e1071 R package  (Meyer et al., 2014) to implement 

SVM.  

3.5.2. Random Forest 

The Random Forest classification algorithm grows a committee of classification trees and 

averages over all tree predictions (Breiman, 2001). By doing so, it can overcome the limited 

robustness and suboptimal performance of individual trees (Dudoit et al., 2002). Applying 

Random Forest has multiple advantages. It does not overfit (Breiman, 2001). Furthermore, it is 

easy to use in that variable importances are provided  (Sandri and Zuccolotto, 2006) and only 

two parameters have to be set (Bogaert et al., 2016): the number of trees and the number of 

predictors to consider at each step in the tree. We set these parameters according to the 

guidelines of Breiman (2001) : the number of trees is set to 1000 and the number of predictors 

is defined as the square root of the total number of variables. Random Forest is implemented 

using the randomForest package in R provided by Liaw and Wiener (Liaw and Wiener, 2002). 

3.6. Performance evaluation 

Instead of classifying each post with a binary label {negative, positive}, we compute a score, 

representing the probability that a post is positive. For example, instead of saying that a post is 

positive, we would be able to say that the post is 70% likely to be positive, which is equivalent 

to saying that the post is 70% positive. Therefore, model performance is measured by the area 

under the receiver operating characteristic curve (AUC or AUROC). In case of scoring 

classifiers the AUC is a more adequate performance measure than, for example, accuracy as it 

does not rely on the cut-off values of the posterior probabilities (Ballings and Van den Poel, 

2013). AUC is defined as follows: 

𝐴𝑈𝐶 =  ∫
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
𝑑 

𝐹𝑃

(𝐹𝑃+𝑇𝑁)
=  ∫

𝑇𝑃

𝑃
𝑑

𝐹𝑃

𝑁

1

0

1

0
 ,   (2.2) 

with TP: True Positives, FN: False Negatives, FP: False Positives, TN: True Negatives, P: 

Positives (positive sentiment), N: Negatives (negative sentiment). The values of the AUC range 

from 0.5 to 1. An AUC of 0.5 means that the model is not able to do better than a random 

selection, while a value of 1 indicates a perfect prediction (Ballings and Van den Poel, 2013). 

3.7.  Cross validation 

We use five times twofold cross-validation (5x2 CV) (Alpaydin, 1999; Dietterich, 1998). This 

method randomly splits the sample into two partitions of equal size. The first partition serves 

as training set while using the second partition as test set and vice versa. This procedure is 



The Added Value of Auxiliary Data in Sentiment Analysis of Facebook Posts 

 

39 
 

repeated 5 times. Hence, a total of 10 performance measures per model will be obtained 

(Dietterich, 1998). We summarize these 10 performance measures with the median. To assess 

whether the AUCs of the different models are significantly different, we use the non-parametric 

Friedman test (Friedman, 1937) as suggested by Demšar (2006). The models are ranked, per 

fold separately, with the best model receiving the rank of 1, the second receiving the rank of 2 

and the worst performing model receiving the rank of 3. In case of ties, the average rank is 

assigned. The Friedman statistic can then be defined as: 

𝜒𝐹
2 =  

12𝑁

𝑘(𝑘+1)
 [∑ 𝑅𝑗

2 −
𝑘(𝑘+1)²

4𝑗 ]    (2.3) 

where N is the number of folds, k is the number of models and Rj is the average rank of the j-th 

model over all folds. 

3.8. Variable importance measures and Partial Dependence Plots 

In order to interpret the relationships between independent variables and the sentiment 

classification, we will use the Random Forest models. The variable importances are assessed 

using the total decrease in node impurities from splitting on the variable, averaged over all trees 

in the Forest. The node impurity is measured by the Gini index p(1 − p), and the decrease in 

node impurity is measured as follows: 

𝛥(𝑠, 𝜏) =  𝑝𝜏(1 − 𝑝𝜏) − (
|𝜏𝐿|

|𝜏|
𝑝𝜏𝐿

(1 − 𝑝𝜏𝐿
) +  

|𝜏𝑅|

|𝜏|
𝑝𝜏𝑅

(1 − 𝑝𝜏𝑅
) )  (2.4) 

where s is short for a given split of a given variable and τ, 𝜏𝐿, 𝜏𝑅 respectively stand for all the 

cases in the parent node, left child node and right child node. p is short for p( y = 1) with y = 

{0, 1} and thus denotes the probability that an observation is positive given that it is in that 

specific node. We denote cardinality by |•|. We use the importance function in the randomForest 

package in R (Liaw and Wiener, 2002). Remark that we take the median of the five times 

twofold cross-validated mean decrease in node impurity when we report importance measures. 

Next to the most important variables, we are interested in the form of the relationship 

between predictors and the response. For this purpose, we use Partial Dependence Plots (Hastie 

et al., 2009). Partial Dependence Plots can be used to interpret any ‘black box’ model. Basically, 

the plots represent the relationship of one (or a subset) of the predictors with the response, 

taking into account the effect of all the other predictor variables. The Partial Dependence Plots 

are five times twofold cross-validated, using the interpretR R package (Ballings and Van den 

Poel, 2015).  
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4. Discussion of results 

 

Figure 2.3: Result of the model in terms of AUC 

As explained in  Section 3.2, three models were built. The first model only considers the 

present information, the second model considers both present and past information and the third 

model considers present, past and future information. Fig. 2.3 shows the performance of the 

three models in terms of AUC, both for the Random Forest (solid line) and Support Vector 

Machine (dashed line) models. As the Random Forest algorithm creates better models across 

the board, all subsequent results will be discussed in terms of the Random Forest model. 

Remark that the reported AUCs are median values of the five times twofold cross-validation 

procedure. 

The Friedman test indicates the presence of a significant difference in the analysis (𝜒3
2 = 

20, p < 0.01) Subsequently we made pairwise comparisons between the models and found that 

on each of the ten folds, the second model performs better that the first model, and the third 

model performs better than the second model. This means that model 2 is significantly better 

than model 1 (p=0) and that model 3 is significantly better than model 2 (p=0). 

In sum, the AUCs show that leading and lagging variables add value to the user’s post 

variables. In order to understand what drives these results, we analyzed the variable 

importances. The top 50 variable importances of the best, most comprehensive model (the third 

Random Forest model: user’s post variables & leading variables & lagging variables) are shown 
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in Fig. 2.4 and listed in Appendix B. In Fig. 2.4, the variables are sorted in descending order of  

(5x2 CV median) mean decrease in Gini, which means that the most important variables are 

ranked first. When looking at the graph, we see that the top 10 importances are mixed among 

the three components of the model; three variables originate from the user’s post variables, 

three variables are leading variables and the remaining four variables contain lagging 

information. This again suggests that all data sources are complementary to each other. We will 

continue with a discussion of the top post, leading, and lagging variables, starting with the post 

variables. We use Partial Dependence Plots (PDPs) for this purpose. The PDPs depict the 

predicted probability of a positive post on the y-axis, and the different values of the predictor 

on the x-axis. 

We see that the number of uppercase letters and the post polarity both have a positive 

relationship with positive sentiment, as depicted in Figs. 2.5a and 2.5b. For polarity, this was 

expected as it measures the positivity of a post based on the lexicon approach. Our research 

also suggests that the number of uppercase letters is strongly related to positive sentiment. 

Capital letters are used when users are more passionate about the post. They are often used as 

intensifiers of the message (Taboada et al., 2011). A look at the negative posts in our sample 

brings up a possible explanation for the positive direction of the intensifier. Negative posts on 

Facebook frequently convey low-arousal negative feelings (e.g., feeling sick, alone) instead of 

high-arousal feelings such as complaints or anger. This means that there is no need to use  

Figure 2.4: Variable importances of most complete model Figure 2.4: Variable importances of most complete model 
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Figure 2.5: Partial Dependence Plots of post variables 

intensifiers for these negative feelings, leaving intensifiers to be used mainly for positive posts. 

Although several papers include uppercase words or letters as features, none of the papers report 

the importance of the uppercase feature separately, making it impossible to compare our results. 

Finally, month of posting is an important predictor. The plot (Fig. 2.5c) does not show a clear 

pattern, except that spring months score a little bit lower than average. This can be caused by 

the relatively poor performance of the soccer team during this period. Indeed, a larger 

proportion of the posts is related to this soccer team compared to a completely random selection 

of posts. As such, this result is not immediately generalizable, but we show the importance of 

including timing variables as control variables in sentiment analysis. Finally, it is worth noting 

that Appendix B shows that 30 out of the top 50 variables are post variables. 
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Figure 2.6: Partial Dependence Plots of main leading variables 

Fig. 2.6 shows the Partial Dependence Plots for the leading variables. The deviation in the 

number of negative words and polarity are shown in the top row ( Fig. 2.6a and 2.6b). A higher  

deviation in the number of negative words (i.e., more negative words are used than on average) 

leads to a higher probability of negative sentiment. A deviation in the number of negative words 

(i.e., more negative words are used than on average) leads to a higher probability of negative 

sentiment. A negative deviation in polarity leads to a higher probability of negative sentiment 

as well. This means that if the polarity of a post is more negative than the user’s average post, 

the post will receive a more negative score. Fig. 2.6c and  6d shows the average number of 

negative/positive emoticons in comments (the average number of positive emoticons in 

comments is the eleventh most important variable). We see that a higher average number of 

positive/negative emoticons in comments on previous posts, indicates a higher probability of a 

positive/negative focal post. This supports our conceptual framework and indicates that well-
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being can be predictive of sentiment. Furthermore, Fig. 2.6a and 2.6b indicate that also mood, 

as a temporal change of subjective well-being, can be informative. Indeed, Ortigosa et al. 

(2014a) state that behavior variations, such as deviations from the average polarity of posts 

shown in Fig. 6a and 6b, indicate changes in the user’s mood. Finally, when looking at the top 

50 most important variables, we see age as an important demographic variable, and the mean 

and standard deviation of the time between the focal user’s page likes as important personality-

related variables. 

 

Figure 2.7: Partial Dependence Plots of main lagging variables 

Finally, the top lagging variables are discussed. These are plotted in Fig. 2.7. While the number 

of likes (depicted in Fig. 2.7a) are very predictive, the number of comments do not seem that 

important (only fiftieth most important variable; not shown). The relationship of likes is as 

expected: the higher the number of likes, the higher the probability of positive sentiment.  Fig. 
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7b shows the deviation in the number of likes compared to the average number of likes on posts 

by the same user. If the post receives less likes compared to an average post, the probability of 

positive sentiment declines. Fig. 2.7c and 2.7d show the number and deviation of negative 

emoticons in comments on the focal post. Both graphs shows that a higher number of negative 

emoticons, both in absolute figures and compared to the average number of the user, indicate a 

higher probability of negative sentiment. These results confirm the earlier findings of Stieglitz 

and Dang-Xuan (2012), and also support our conceptual framework relating to network mood, 

user mood and post sentiment. Stieglitz and Dang-Xuan (2012) also found a positive 

relationship between positive emoticons in comments and the positive sentiment of a post. We 

find this variable on a sixteenth place, with indeed a positive relationship (not shown), but of 

much smaller magnitude. 

All previous results apply to a model trained and tested on posts with emoticons, which are used 

as noisy labels. These posts may be easier to predict than regular posts, because they express 

clear and strong emotions. Therefore, we manually labeled a random sample of 2000 posts 

without emoticons, and tested the model on these posts. The inter-annotator agreement (Fleiss’ 

κ) for the statuses is 0.81, indicating that the task was well-defined (Landis and Koch, 1977). 

The annotators dis-agreed in 198 cases, which were subsequently revised and assigned a final 

sentiment label in order to include them in the analysis. For subsequent analysis, we dropped 

neutral statuses (259 cases) (Dave et al., 2003; Go et al., 2009; Pang et al., 2002). In that way, 

we can apply our model to the new statuses, which are used as new test samples for each of the 

folds. Results showed that model 1 achieved a median AUC of 0.751, model 2 a median AUC 

of 0.775 and model 3 a median AUC of 0.812. We can conclude that (1) the focal post’s 

variables show significantly lower performance compared to models using statuses with 

emoticons, probably because emotions are expressed less clearly and (2) there is an effect of 

both leading and lagging variables. The effects in terms of extra predictive power are very 

similar to the case of statuses with emoticons. In summary, the results for posts with and without 

emoticons are very similar and consistent in terms of the added value of leading and lagging 

information. 

5. Conclusion and practical recommendations 

Initially, sentiment analysis was performed mainly on review data. Recently, because of 

their abundance, social media data have become the main focus in the field. Despite this change 

in focus, our literature review shows that researchers have not yet explored the additional wealth 

of information that is available through social media data. Therefore, in this study we set out to 
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(1) study the added value of leading and lagging variables for sentiment analysis, (2) determine 

the top predictors, (3) and explore the relationships of the top predictors with the sentiment of 

a post. We devised a conceptual framework to support our results. 

The results clearly indicate that leading and lagging variables add predictive value to 

established sentiment analysis models. In other words, past and future information does add 

value over present information. The magnitude of the differences in model performance and 

the consistency of these differences over all folds suggest that the results are relevant. Given 

that Facebook messages are informal and therefore often contain slang, irony or multi-lingual 

words (Ortigosa et al., 2014b), sentiment analysis is difficult based solely on text. We showed 

that leading and lagging variables can help to predict sentiment in this challenging environment, 

and our conceptual framework helped in explaining why these variables matter. 

The most important predictors of the most complete model were a mix of post variables 

(e.g., number of uppercase letters), leading variables (e.g., average number of negative 

comments on posts in the past) and lagging variables (e.g., number of likes) indicating that all 

three model components add to the predictive value of our model. We can draw several 

conclusions from these findings. 

First, we can see that word use and time of posting are important. The number of uppercase 

letters is the most important predictor, followed by month of posting and the use of negative 

and positive words (polarity) as the sixth and eighth most important factors, respectively. 

Moreover, we see that a deviation in polarity is important, indicating a mood change from the 

general subjective well-being of the user, thereby supporting our predictions based on the 

conceptual framework. Finally, in total 30 of the 50 most important variables are related directly 

to the post’s content and time of posting. 

Second, it becomes clear that reactions on status updates contain relevant information, as 

6 out of the 10 most important predictors stem from likes and comments related variables. A 

higher number of likes indicates a more positive post, while negative emoticons in the 

comments (on the current post, on previous posts, and deviations from previous posts) indicate 

negative posts. It thus seems that there is additional information in the variables that measure 

network well-being and mood. This also confirms previous findings from Stieglitz and Dang-

Xuan (2012). 

Third, we can conclude that general Facebook variables and demographics seem less 

important. Age is the thirteenth most important variable, while only two Facebook-related 
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variables show up in the top 50 (the average and standard deviation in page liking behavior of 

the user). Page liking behavior has already been shown to be predictive of, among others, 

happiness and personality traits (Kosinki et al., 2013), and thus user well-being, which makes 

this result plausible. The implication is that one could save the burden to gather the immense 

amount of data from Facebook, as the majority of the variables have only limited importance. 

Based on our results, we thus argue that age, page liking behavior and of course posts of the 

user are the most important Facebook variables to identify. 

Finally, we would like to make a general remark on the importance of variables. We see 

that negative variables receive more attention from the algorithm than positive variables, or that 

deviations in the negative direction have a bigger influence. This can be linked to the lower 

number of negative posts in our sample and on Facebook in general (Lin Qiu, 2012; Newman 

et al., 2011). As the majority of the posts is positive, clues about negative sentiment turn out to 

be, in general, more useful to the algorithm. Therefore, we conclude that in a setting where the 

ratio of positive versus negative posts is high, features that indicate negativity can be more 

helpful to predict overall sentiment. 

Academics, companies and public parties are interested in large scale sentiment analysis, 

which yields a wide range of applications. Companies can perform sentiment analysis to 

analyze customer satisfaction (Go et al., 2009), to increase ad-targeting efforts or to track public 

opinion about the company. Teachers can use sentiment analysis to support personalized e-

learning (Ortigosa et al., 2014b). Academics measure general public mood and track changes 

over time. Political parties employ social media to track public sentiment and adjust their 

campaign towards regions or topics that suffer from negative emotions. Finally, broadcasters 

and media can analyze tweets to predict election outcomes (Tumasjan et al., 2010). 

Established approaches to sentiment analysis described above include only present 

information. We propose to include all information from the past, which includes previous posts 

from the same user, in any sentiment analysis model. Indeed, even real-time applications can 

include leading information and benefit from the extra predictive value. Live television, for 

example, can analyze reactions on the Facebook or Twitter page in real-time, thereby including 

leading information. Another example may be news channels that analyze tweets real-time to 

predict elections (e.g., on the day of election), thereby using leading information. This could 

enable a more accurate prediction and better reputation of the news channel. On the other hand, 

real-time applications cannot benefit from lagging variables. However, other applications can 

take advantage of these lagging variables. For example, a company can allow for a small lag in 
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the measurement of customer satisfaction. This study used a lag of 7 days, but as  Fig. 2 shows, 

more than 95% of all comments are gathered after only one day. The time frame for creating 

the lagging variables can thus be shortened, without losing much of the information. Finally, 

one can use the present and past information in a first round to quickly get an idea of the 

sentiment, and refine these early findings with lagging information in a second round. One 

possible application is a marketing campaign for a new product. First, the company can perform 

sentiment analysis to assess global sentiment concerning the product. In this way, the broad 

outlines of the marketing campaign can be adjusted if necessary. Second, more fine-grained 

sentiment analysis, including lagging variables, can be performed that allows to fine-tune the 

campaign. In sum, we feel that our proposed approach is a promising path for many sentiment 

analysis applications. 

6. Limitations and future research 

Sentiment analysis can be applied to a wide range of sources. Our research shows that 

leading and lagging information can be very valuable in the context of sentiment analysis 

onfFacebook posts. It remains unclear whether a similar approach can work for other media 

such as Twitter and review data, but we argue that the central idea is generalizable. Indeed, 

Twitter also includes leading information such as a concise user profile and previous tweets, 

while retweets and favorites can be seen as lagging information embedded in Twitter (e.g., 

Stieglitz and Dang-Xuan, 2013). An interesting avenue for further research would thus be to 

extend the application to other social media platforms. 

Although our study extends the use of data that is available in social media to predict 

sentiment, and includes emotional contagion to some extent, we did not include complete 

network information in the analysis. Network effects are, to the best of our knowledge, not yet 

discussed in the area of sentiment analysis. However, there is a growing amount of research on 

social networks reporting the importance of network effects on a wide range of behaviors (e.g., 

Bakshy et al., 2012). As the main drivers of these effects are homophily and social influence 

(Hartmann et al., 2008), it can be expected that a user’s emotions are related to the emotions of 

a user’s network. Further research could try to incorporate network data and improve our 

results. 

The third direction for future research is to use a more theoretical angle to approach the 

problem, while our primary goal was to look at the added value of leading and lagging variables 

taking a data mining approach. With the current results, it can be interesting to take a look at 
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the underlying constructs of (individual and network) well-being, mood and personality, and 

incorporate these constructs rather than all Facebook variables separately (e.g., by using a 

questionnaire). In this study we use latent constructs to provide plausible explanations of our 

findings about the relationship between the observed characteristics and the out-come variable, 

sentiment. As mentioned in the literature review, our data do not allow us to model the latent 

constructs as our measurement model is incomplete. We work with observed data and retrofitted 

latent constructs on these variables. Future research could start from latent constructs and make 

sure appropriate variables are included to fully measure each construct, which would allow for 

a formal measurement model. A logical approach would be to use data generated through 

surveys and use appropriate measurement scales. Because this study uses observed data we are 

unable to sort this out. Nevertheless, the unobserved concepts allow us to strengthen the 

theoretical underpinnings of our study, and facilitate the discussion of our results. We also feel 

that our conceptual model is a good basis for future theoretical and empirical research. 

The fourth limitation is selection effects. It might be possible that the users whose 

information was obtained by using the application may be different from users that did not use 

the application. The Facebook application was developed for a European soccer team, which 

means that the users of the application are interested in soccer. This can also have its 

repercussions on the posts that are analyzed (i.e., they may be more soccer-oriented than the 

average Facebook post). In our opinion, this does not impose serious repercussions on the 

obtained results. In the case the posts are more biased towards one domain (e.g., soccer), it is 

likely that the text variables become more predictive because posts are more related and that 

sentiment is easier to predict (Ortigosa et al., 2014b). In this context, we were able to 

substantially improve our predictions by adding leading and lagging information. In case the 

domain is less bounded, it is likely that leading and lagging information can have even more 

predictive value. 

The fifth limitation of this study is the limited number of values that some of the variables 

can have. Facebook limits the number of occurrences of a variable (e.g., the likes of a user) to 

the 25 most recent entries. This issue is most important for frequency variables that are included 

as part of the user profile information (which is part of the leading information). In order to deal 

with this limitation, we calculated frequency within a specific period of time. The length of this 

time window per variable is determined as to no user in our database reaches the maximum 

number of 25 entries. 
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As a final remark we want to say that although this study has some shortcomings, it is the 

first sentiment analysis study using such a variety of data. We feel that this is a valuable 

contribution to literature. 
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8. Appendix 

Appendix A: Variable list 

Table A1 

Focal post’s variables. 
 

Variable name Variable description (Category) 
  

SVD concept 1 - 100 SVD concepts (Lexical) 
Number_uppercase Number of uppercase letters in post (Lexical) 
Number_punct Number of punctuations in post (Lexical) 
Number_qm Number of question marks in post (Lexical) 
Number_em Number of exclamation marks in post (Lexical) 
Number_nbr Number of numbers in post (Lexical) 
Number_wow Number of ‘wow’ (or similar like ‘woooow’) mentioned in post (Lexical) 
Number_pf Number of ‘Pf’ (or similar like ‘Pffff’) mentioned in post (Lexical) 
Number_lol Number of ‘lol’ mentioned in post (Lexical) 
Number_characters Number of characters in post (Lexical) 
Number_words Number of words in post (Lexical) 
Number_pos_words Number of positive words in post (Lexicon) 
Number_neg_words Number of negative words in post (Lexicon) 
Positive_polarity Sum of positive polarity scores for the post (Lexicon) 
Negative_polarity Sum of negative polarity scores for the post (Lexicon) 
Polarity Sum of polarity scores for the post (Lexicon) 
Subjectivity Sum of subjectivity scores for the post (Lexicon) 
POS_noun Number of nouns in post (Syntactic) 
POS_verb Number of verbs in post (Syntactic) 
POS_adj Number of adjectives in post (Syntactic) 
Month Month of post (Time) 
Weekday Day of week of post (1 to 7) (Time) 
Weekend Dummy indicating if post occurred during weekend (Time) 
Time_of_day Time of the day of post (Time) 

  

Table A2  

Leading variables.  

  

Variable name Variable description (category) 
  

Previous post information  

Mean_neg_emo Average number of negative comments received on previous posts 

Mean_pos_emo Average number of positive comments received on previous posts 

Mean_likes_posts Average number of likes received on previous posts 

Mean_comm_posts Average number of comments received on previous posts 

Mean_comm_likes_user Average number of comments received on previous posts, liked by the user 

Total_nbr_likes Total number of likes received on previous posts 

Total_nbr_comments Total number of comments received on previous posts 

Mean_polarity Mean polarity of previous posts 

Mean_pos_words Mean number of positive words in previous posts 
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Mean_neg_words Mean number of negative words in previous posts  
Mean_subjectivity Mean subjectivity of previous posts 

Mean_nbr_words Mean number of words in previous posts 

Deviation_polarity Deviation in polarity of the focal status compared to previous posts 

Deviation_pos_words Deviation in number of positive words compared to previous posts 

Deviation_neg_words Deviation in number of negative words compared to previous posts  
Deviation_subjectivity Deviation in subjectivity of the focal status compared to previous posts 

Deviation_nbr_words Deviation in number of words in the focal status compared to previous posts 

Total_nbr_posts Total number of previous posts 

 
General Facebook information 

Age Age of user (personal information) 
Gender Gender of user (personal information) 
Relationship_single Dummy indicating whether the person is in a relationship or not (personal info) 
Heterosexual Dummy indicating whether the person is heterosexual (personal information) 
Account_age Age of the Facebook account of the user (personal information) 
Number_friends Number of friends of the user (personal information) 
Number_groups Number of Facebook groups the user is member of (engagement behavior) 
Number_likes Number of Facebook pages the user has liked (engagement behavior) 
Number_events Number of Facebook events the user has attended (engagement behavior) 
Number_interests Number of interests as expressed on Facebook (engagement behavior) 
Number_check-ins Number of check-ins registered on Facebook (engagement behavior) 
Number_cin_likes Number of likes on check-ins (engagement behavior) 
Number_cin-tags Number of tags related to check-ins (engagement behavior) 
Number_cin_comments Number of comments related to check-ins (engagement behavior) 
Number_photos Number of photos (general FB behavior) 
Number_videos Number of videos (general FB behavior) 
Number_links Number of links (general FB behavior) 
Number posts Number of posts (general FB behavior) 
Number_comm_photos Number of comments received on photos (general FB behavior) 
Number_comm_videos Number of comments received on videos (general FB behavior) 
Number_comm_links Number of comments received on links (general FB behavior) 
Number_likes_photos Number of likes received on photos (general FB behavior) 
Number_likes_videos Number of likes received on videos (general FB behavior) 
Number_likes_links Number of likes received on links (general FB behavior) 
Recency_comment Recency of comments received from other users (general FB behavior) 
Recency_likes Recency of likes received from other users (general FB behavior) 
Recency_photo Recency of last photo at time of post posting (general FB behavior) 
Recency_video Recency of last video at time of post posting (general FB behavior) 
Recency_link Recency of last link at time of post posting (general FB behavior) 
Recency_check-in Recency of last check-in at time of post posting (general FB behavior) 
Recency_like Recency of last page like at time of post posting (general FB behavior) 
Recency_post Recency of last post at time of focal post (general FB behavior) 
Mean_time_photos Average time between photo uploads (general FB behavior) 
Mean_time_videos Average time between video uploads (general FB behavior) 
Mean_time_links Average time between links (general FB behavior) 
Mean_time_likes Average time between user likes (general FB behavior) 
Mean_time_posts Average time between user posts (general FB behavior) 
SD_time_photos Stand. deviation of the time between photo uploads (general FB behavior) 
SD_time_videos Stand. deviation of the time between video uploads (general FB behavior) 
SD_time_links Standard deviation of the time between links (general FB behavior) 
SD_time_likes Standard deviation of the time between user likes (general FB behavior) 
SD_time_posts Standard deviation of the time between user posts (general FB behavior) 
Profile_completeness Number of Facebook profile items filled in by the user (general FB behavior) 

 

  

Table A3 

Lagging variables. 
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Variable name Variable description  

    

   

Nbr_likes Number of likes the focal post received in 7 days 
Nbr_comments Number of comments the focal post received in 7 days 

Nbr_own_comm Number of comments made on the focal post by the focal user 
Nbr_comm_persons Number of persons commenting on the focal post 
Nbr_comm_likes Number of likes on comments received on the focal post 
Nbr_words_comm Number of words in the comments received on the focal post 
Nbr_punct_comm Number of punctuations in comments received on the focal post 
Nbr_qm_comm Number of question marks in comments received on the focal post 
Nbr_em_comm Number of exclamation marks in comments received on the focal post 
Nbr_upper_comm Number of uppercase letters in comments received on the focal post 
Nbr_lol_comm Number of ‘lol’ mentioned in comments received on the focal post 
Neg_emo_comm Number of negative emoticons in comments received on the focal post 
Pos_emo_comm Number of positive emoticons in comments received on the focal post 

Dev_nbr_likes 

Deviation in the number of likes received on the focal post compared to 
previous posts  

Dev_nbr_comments 

Deviation in the number of comments received on the focal post compared to 
previous posts 

Dev_nbr_own_comm 

Deviation in the number of own comments made on the focal post compared to 
previous posts  

Dev_nbr_comm_persons 
Deviation in the number of commenting persons on the focal post compared to 
previous posts 

Dev_nbr_comm_likes 

Deviation in the number of likes received on comments on the focal post 
compared to previous posts  

Dev_neg_emo 

Deviation in the number of negative emoticons in comments received on the 
focal post compared to previous posts  

Dev_pos_emo 

Deviation in the number of positive emoticons in comments received on the 
focal post compared to previous posts 

Comments_span The time span in which comments were received 
    
    

Appendix B: Variable importance scores  

 

Table B1 

Variable importances (top 50). 

 

       

       

Rank 5*2 CV median 
mean decrease in 
Gini 

 

 

Variable name Category 

      

1  159 Number_uppercase Focal post’s variables 
2  150 Nbr_likes Lagging variables 
3  135 Neg_emo_comm Lagging variables 
4  134 Dev_neg_emo Lagging variables 
5  117 Dev_nbr_likes Lagging variables 
6  109 Month Focal post’s variables 
7  69 Deviation_neg_words Leading variables 
8  69 Polarity Focal post’s variables 
9  67 Mean_neg_emo Leading variables 
10  61 Deviation_polarity Leading variables 
11  56 Mean_pos_emo Leading variables 
12  45 Number_punctuation Focal post’s variables 
13  45 Age Leading variables 
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14  43 Number_neg_words Focal post’s variables 
15  42 Dev_nbr_comments Lagging variables 
16  42 Dev_pos_emo Lagging variables 
17  38 SVD Concept 1 Focal post’s variables 
18  37 SVD Concept 22 Focal post’s variables 
19  35 Weekday Focal post’s variables 
20  35 SVD Concept 29 Focal post’s variables 
21  34 SVD Concept 2 Focal post’s variables 
22  33 Mean_likes_posts Leading variables 
23  32 Nbr_comm_persons Lagging variables 
24  32 SVD Concept 62 Focal post’s variables 
25  31 Nbr_words_comm Lagging variables 
26  31 Total_nbr_likes Leading variables 
27  31 SVD Concept 21 Focal post’s variables 
28  31 SVD Concept 28 Focal post’s variables 
29  30 SVD Concept 99 Focal post’s variables 
30  30 Mean_time_likes Leading variables 
31  29 SVD Concept 48 Focal post’s variables 
32  29 Deviation_subjectivity Leading variables 
33  29 SVD Concept 10 Focal post’s variables 
34  29 Mean Polarity Leading variables 
35  29 SVD Concept 6 Focal post’s variables 
36  29 SVD Concept 81 Focal post’s variables 
37  29 SVD Concept 34 Focal post’s variables 
38  28 SVD Concept 78 Focal post’s variables 
39  28 Number_characters Focal post’s variables 
40  28 SVD Concept 13 Focal post’s variables 
41  28 SVD Concept 83 Focal post’s variables 
42  28 SVD Concept 9 Focal post’s variables 
43  28 SVD Concept 3 Focal post’s variables 
44  28 SVD Concept 25 Focal post’s variables 
45  28 SVD Concept 63 Focal post’s variables 
46  28 SVD Concept 53 Focal post’s variables 
47  28 SD_time_likes Leading variables 
48  28 SVD Concept 18 Focal post’s variables 
49  28 SVD Concept 7 Focal post’s variables 
50  28 Nbr_comments Lagging variables  
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3. Linking Event Outcomes to Customer Lifetime 

Value: The Role of MGC and Customer Sentiment 
 

Abstract  

Concurrent with firms’ expanding investments in social media, aimed at monitoring or driving 

engagement, marketing executives continue to express concerns regarding the effectiveness of 

these investments in impacting performance outcomes. Specifically, linking customers’ 

experiences to individual-level performance metrics, and the attribution of marketing levers, 

remain key challenges. In this study, we explore the moderating role of Marketer Generated 

Content (MGC) on the customer experience (measured objectively by event outcomes) -- 

customer sentiment relationship, and further demonstrate the importance of customer sentiment 

for modeling customers’ direct engagement with a firm. We demonstrate the ability of MGC to 

attenuate the negative effect of negative customer experiences on direct customer engagement 

measured based on an individual’s CLV. Based on a series of counterfactual analyses, we 

further demonstrate the relative tradeoff in customer sentiment improvements based on 

increasing the volume of MGC surrounding particular experience encounters versus achieving 

perfect performance. The results of these analyses suggest that managers may find greater 

potential returns from increasing their investments in MGC as opposed to focusing exclusively 

on improvements in performance during individual service encounters, and that additional 

MGC posting efforts may be particularly effective in lifting consumer sentiment based on 

encounters with neutral or negative performance.  

 

This chapter is based on Meire, M., Hewett, K., Ballings, M., Kumar, V. and D. Van den Poel (2018), 

working paper, Ghent University. To be submitted to Journal of Marketing. 
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1. Introduction 

In response to the explosion in potential customer-brand touch points and the increasingly social 

nature of customers’ experiences (Lemon and Verhoef, 2016), firms’ investments in social 

media (SM) continue to expand; U.S. firms’ investments are projected to reach nearly $17.5 

billion by 2019 (Statista, 2018). Among the top firm uses of SM are social listening, or 

monitoring customers’ sentiment related to their experiences (Caruso-Cabrera and Golden, 

2016) and contributing content aimed at managing perceptions, such as for customer care or 

service recovery purposes (Ma et al., 2015), or for driving engagement (Goh et al., 2013; 

Harmeling et al., 2017). Despite this upward trend in SM marketing and monitoring, however, 

executives continue to express doubt regarding the effectiveness of these investments 

(Moorman, 2017; Stein, 2016). In addition, the attribution of marketing levers (Marketing 

Science Institute, 2016) and linking customers’ experiences to individual-level performance 

metrics (KPMG, 2016) remain key challenges for managers.   

Whereas academic research has demonstrated the importance of customer sentiment in SM 

for assessing customer perceptions of experiences (Micu et al., 2017) or products (Babić 

Rosario et al., 2016), studies incorporating objective data regarding customers’ actual brand-

related experiences is rare. This is surprising given the ability of firms in many contexts to 

monitor objective characteristics of their offerings in real-time. For example, customer contact 

centers track metrics such as response or resolution time, and wait time in a queue (Rongala, 

2016); and retailers can monitor performance variables such as offline store traffic patterns, 

wait-times, inventory, and checkout times (Stores.org, 2017). We view marketers’ abilities to 

influence sentiment and drive customer engagement (CE) as a result of actual customer 

experiences as an un-tapped use of SM and an under-researched area in marketing.  

This study aims to shed light on the role of firms’ SM investments (called marketer 

generated content (MGC) hereafter) in managing customer perceptions of their actual 

experience encounters, and ultimately driving their direct engagement with a firm. Our research 

addresses three primary questions: 

1) Can marketers influence customer perceptions of actual experiences via their SM 

contributions? That is, can marketers temper negative sentiment and magnify positive sentiment 

regarding actual experience above and beyond the characteristics of the experiences 

themselves? If so, what are the optimal conditions for these posts in terms of volume? 
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2) Does customer sentiment in SM drive direct CE? If so, can marketers enhance direct 

engagement via their own SM contributions? 

3) Aside from customer sentiment, what is the role of other SM variables such as page likes 

and network characteristics in driving direct CE?  

To answer these questions, we built an unprecedented longitudinal database featuring 

brand-related customer-level SM activity metrics including liking a brand’s SM page, MGC, 

likes of and comments on brand posts, RSVPs for events sponsored by the brand, and features 

of customers’ networks all linked to transaction variables at the customer level. Importantly, 

we also capture other brand communication variables as well as various objective 

characteristics of a particular customer experience encounter, enabling us to assess the 

moderating impact of MGC on the customer experience—customer sentiment relationship. The 

chosen context for this study is the Facebook fan page of a European soccer team. This context 

enables us to capture variance in experiences across interactions due to differences in attributes 

such as opposing teams and their attending fans, with regular opportunities for interaction with 

the brand via matches, and creates ample opportunity to observe experience-related customer 

sentiment based on fans’ frequent SM use to discuss sports (Catalyst, 2013). Whereas empirical 

evidence from the marketing literature is mixed regarding the effectiveness of MGC for 

behavioral outcomes such as purchases (Xie and Lee, 2015), considered a form of direct CE, 

we conclude that marketers can provide cues to influence reactions to actual customer 

experiences without influencing objective characteristics of the experiences themselves, and in 

doing so can positively influence the impact of those experiences on customer sentiment in SM. 

Moreover, we show that customer sentiment is positively related to direct CE, with a larger 

relative effect on purchase probability compared to contribution margin, and that MGC can thus 

indirectly influence direct CE through customer sentiment. Finally, our results show that SM 

measures such as page likes and the number of SM interests, are not related to direct CE.  

2. Review of Relevant Literature 

As firms have begun to see the importance of SM for customer relationship management, 

research has begun to expand our understanding of the impact of SM marketer generated 

content (MGC) on important outcomes such as individual customer behavior, and product, 

brand, or firm-level performance. In addition, an increasingly rich body of work has focused on 

customer sentiment in SM, examining the influence of user-generated content (UGC) at an 

aggregate level on individual customer behaviors or product, brand, or firm-level performance. 
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For example, aggregate-level UGC such as product reviews or tweets mentioning a particular 

product or brand may impact individual behavior, product sales, or firm performance. Research 

focusing on individual-level contributions such as a customer’s posts on or engagement with a 

brand’s Facebook page has also demonstrated links to important customer behaviors and have 

accounted for a variety of important individual characteristics. Whereas most studies in this 

domain focus on particular forms of customer or firm sentiment, such as the valence or volume 

of SM posts, or other forms of SM contributions such as likes or sharing posts, accounting for 

multiple forms of either UGC or MGC would enable researchers to capture more completely 

the complexities of the SM environment in which both customers and firms operate. 

Surprisingly, studies incorporating multiple forms of either UGC or MGC in a single research 

setting are rare.  

Aside from the contributions of SM participants, another factor influencing reactions and 

contributions to the SM environment is customers’ actual experiences with marketers’ goods 

and services. While research in this domain offers evidence regarding the importance of product 

features such as price or quality (Chen et al., 2011; Nam et al., 2010), or buyer-seller 

relationship characteristics such as tenure (Kumar et al., 2016) for customer behaviors, studies 

investigating these relationships in association with a particular brand or firm interaction are 

scarce. That is, studies tend to examine UGC and/or MGC over a particular period of time 

without aligning to a particular encounter. This is surprising given the fact that many marketers 

are able to track individual customers’ offline interactions such as their presence at events and 

appointments, or completion of a service, as well as evidence in the literature regarding the 

importance of customers’ experiences with a firm or brand for loyalty behaviors (Lemon and 

Verhoef, 2016). Indeed, marketers commonly design marketing communications to coincide 

with those interactions, such as sending reminders or posting promotional content online. In 

this study, we assess the moderating role of MGC on the link between objective characteristics 

of identifiable customer experience encounters and customer sentiment in SM, and further link 

customer sentiment to direct CE, captured via their Customer Lifetime Value (CLV) (Pansari 

and Kumar, 2017). In addition, we account for multiple forms of both UGC and MGC. 

We highlight prior relevant studies in comparison with the present study in Table 3.1. In 

particular, we focus in Table 3.1 on studies examining UGC or MGC in association with 

individual-level behavioral outcomes that enable modeling of direct customer engagement as 

measured by CLV. On the basis of the comparisons offered in Table 3.1, we summarize here 

two primary contributions of our study: 1) We demonstrate that marketers, via their MGC on 
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SM, can temper negative customer sentiment and magnify positive sentiment regarding actual 

experiences, which we then link to direct customer engagement. Based on the connection 

between customers’ direct CE and firm value (Kumar, 2018), this tie to engagement is an 

extremely important issue for marketers in their attempts to demonstrate value from their SM 

investments. In addition, by accounting for multiple forms of UGC (page likes and comments) 

and MGC (SM posts and emails) in assessing these relationships, we attempt to capture more 

fully the complexities in the SM environments in which firms and customers interact, and to 

further extend research in this domain. In establishing these relationships we also respond to 

the call from numerous scholars to include WOM in models assessing customer value (Hogan 

et al., 2003; Kumar et al., 2010a; Libai et al., 2010). 2) We examine the influence of objective 

performance characteristics of an individual customer experience encounter on customer 

sentiment and assess the moderating influence of MGC on this relationship. In doing so we are 

able to offer direction to marketers in crafting targeted communications that have the potential 

to enhance direct CE based on characteristics of actual customer experience encounters. In 

addition, we offer insight into how customer touch points influence behavioral outcomes such 

as loyalty (Lemon and Verhoef, 2016), and address calls for further research on MGC in SM 

(Kumar et al., 2016).  

3. Conceptual Framework 

In Figure 3.1, we provide our conceptual framework. As depicted in the figure, we aim to 

investigate the relationships among customer experiences, customer sentiment, marketer SM 

content, and direct CE. We leverage customer engagement theory (Pansari and Kumar, 2017) 

in establishing the relationships in our conceptual framework, discussed below. We begin by 

conceptualizing our key dependent variables, and then describe the expected relationships in 

our framework. 

3.1. Customer Engagement 

The concept of CE as defined by Pansari and Kumar (2017), and consistent with (Kumar et al., 

2010a), is defined as the process by which a customer adds value to the firm, either through 

direct or/and indirect contribution, with direct contributions consisting of customer purchases, 

and indirect contributions referring to the customer’s incentivized referrals, brand-related SM 

conversations, and feedback to the firm. Whereas direct contributions can be linked to important 

customer-level value metrics such as CLV (Pansari and Kumar 2017), indirect contributions 

include behaviors such as SM WOM.  In this study, we focus on direct CE as our key outcome 
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Figure 3.1: Conceptual framework 

variable due to its impact on firm value (Gupta et al., 2004), its importance for developing a 

competitive advantage (Brodie et al., 2013), driving sales growth (Voyles, 2007), and helping 

firms allocate resources efficiently (Kumar et al. 2008). 

The academic literature has begun to recognize firms’ efforts to actively influence CE, and 

to link these efforts to customers’ experiences. Harmeling et al. (2017) argue that marketers’ 

actions can enhance the effect of customers’ experience on CE based on its ability to strengthen 

existing cognitive bonds by encouraging task-based activities such as posting comments. Such 

activities, as part of a firm’s CE marketing efforts, are aimed at influencing customers beyond 

their experiences with the firm’s offerings. Whereas Harmeling et al. (2017) specifically 

identify CE initiatives as activities that require active participation, such as campaigns that urge 

customers to complete a task or participate in an event, we propose another route through which 

marketers can influence CE, namely, by enhancing the likelihood of positive customer 

sentiment surrounding individual brand-related experiences.  

3.2. Understanding Customers’ Experiences  

Customer experience (CX) has been conceptualized as a multidimensional construct with 

cognitive, emotional, behavioral, sensorial, and social components (Schmitt, 1999, 2003; 

Verhoef et al., 2009) based on customer-firm contacts that occur at distinct points in time, called 
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touch points (Homburg et al., 2015; Schmitt, 2003). With regard to services specifically, CX is 

typically conceptualized as the customer’s direct and indirect experience of the service process, 

the organization, and the facilities, as well as how the customer interacts with the firm’s 

representatives and other customers, all of which in turn generate customers’ cognitive, 

emotional, and behavioral responses (Chahal et al., 2015). We measure customer experiences 

based on the objective event outcomes.  

There is evidence that customers’ SM contributions can be valuable in providing insight 

into CX. For example, research has shown the ability of UGC on SM to capture brand 

perceptions (Schweidel and Moe, 2014), identify service intervention opportunities (Ma et al., 

2015), and predict buyer behavior (Baker et al., 2016; Trusov et al., 2009), and to assess 

customer perceptions of experiences (Micu et al., 2017) or products (Babić Rosario et al., 2016). 

SM content can also deliver more timely feedback regarding CX (Luo et al., 2012) relative to 

other tools such as surveys that typically involve response delays, and is real-time relevant in 

terms of content (Lemon, 2016). In the information systems literature, related studies focus on 

demonstrating the use of methods such as quantitative analysis, text mining, and sentiment 

analysis to analyze UGC in SM (Farhadloo et al., 2016; He et al., 2016; Misopoulos et al., 

2014), asserting that such feedback reflects CX. In this study we empirically expose the value 

of the sentiment in customer SM comments for CE, and further demonstrate the role of MGC, 

a form of CE marketing (Harmeling et al. 2017), to moderate the influence of actual experiences 

on customer sentiment.  

3.3. Customer Experiences and Sentiment 

The academic literature offers ample evidence that customer sentiment in SM can describe 

customers’ experiences. For example, research has demonstrated the value of customers’ online 

reviews for identifying the CE factors that influence overall satisfaction (Farhadloo et al., 2016; 

He et al., 2016; Misopoulos et al., 2014), which has been linked to individual-level outcomes 

such as spending growth (Fornell et al., 2010), and willingness to pay (Homburg et al., 2005). 

Because customer-initiated SM content is argued to be more customer centric relative to 

approaches in which marketers determine what is asked in gathering feedback (Villarroel 

Ordenes et al., 2014), customers’ SM comments may be inherently more reflective of the true 

nature of their experiences. In addition, such comments may be naturally more emotional since 

the customer was motivated to provide them without the firm’s prompting. According to Pansari 

and Kumar (2017), customer-firm relationship quality depends in part on the customer’s level 

of emotional connectedness toward the relationship. Consistent with this perspective, we expect 
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customer-initiated SM comments to reflect their reactions to their brand-related experiences. 

Research demonstrating the use of sentiment analysis of customers’ SM contributions to 

uncover service experiences (Misopoulos et al., 2014) also supports this expectation.  

3.4. The Moderating Role of MGC 

As noted above, marketers’ contributions to SM can encourage active CE. We further argue 

that these contributions can influence customer sentiment based on actual experiences. There 

is evidence in the marketing literature to support this expectation. First, van Doorn et al. (2010) 

argue that the value of  MGC for CE may depend on contextual factors such as customers’ 

satisfaction with firm interactions. In addition, there is evidence that customers’ reactions to 

their experiences may be more malleable than the satisfaction literature has typically assumed. 

For example, Pham et al. (2010) find that contextual cues that increase customers’ self-

awareness can influence their reactions to experiences with service providers. Research has also 

documented the ability of more traditional marketing actions such as feature advertising and 

promotional in-store displays (Ngobo, 2017) and digital advertising message content (Bruce et 

al., 2017) to influence customer transition across loyalty conditions. Thus, without changing 

the objective performance of the service itself, there is evidence in support of marketers’ 

abilities to influence customer reactions.  

Recognizing this ability to influence reactions to actual brand experiences, practitioners 

have begun directing some of their SM investments to identify moments or points at which the 

firm can influence the customer’s overall “journey” with the brand. For example, Starwood 

Hotels texts guests with information based on their interactions, such as turning their cell 

phones into virtual keys as they approach their rooms, enabling them to open them via an app, 

and also sends well-timed dining recommendations (Edelman and Singer, 2015). The rise of 

the Chief Customer Experience Officer position, typically charged with breaking down silos to 

blend marketing and CX with the goal of maximizing direct CE (Kokes, 2017) also support this 

expectation. Thus, through various methods, firms are increasingly focused on developing 

practices to connect with customers at more of an emotional level to make meaningful 

interactions and enhance the potential impact of their brand experiences (Taparia, 2015). From 

an engagement theory perspective, this enhanced emotional connection with customers should 

lead to greater direct engagement.  

3.5. Customer Sentiment and Direct Customer Engagement 
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The link between customers’ perceptions of their experiences and behavioral outcomes such as 

purchases is well established in the academic literature. Studies have confirmed the positive 

influence of satisfaction, an outcome of positive CX perceptions, on purchase behavior (Bolton, 

1998), consistent with the notion of the service-profit chain (Anderson and Mittal, 2000). In 

addition, satisfaction is also argued by Pansari and Kumar (2017) to be one of the key 

requirements for CE. Thus, we anticipate customer sentiment in SM, as it is reflective of their 

experiences and the event outcomes, to be positively associated with their direct engagement 

(CLV) with the firm. Furthermore, we expect this relationship to hold above and beyond the 

influence of other relationship factors such as customers’ previous relationship activities with 

the firm, which have been demonstrated in previous studies to be valuable in estimating 

customers’ direct engagement with firms.  

3.6. Moderating Impact of Share of Interests 

We expect the impact of customer sentiment on CLV to be moderated by the share of interests 

the firm receives in the SM environment. Previous work has found similar notions such as share 

of wallet to influence CLV (Reinartz, Thomas, and Kumar 2005), which we translate to the SM 

domain. Consistent with arguments that firms that own a greater share of their customers’ 

wallets enjoy stronger relationships in general based on characteristics such as greater 

relationship duration and an enhanced ability to learn about customer needs via more 

communication (Anderson and Narus 2003), we expect a positive moderating influence of share 

of interests. The greater the marketer’s share of customers’ interests (the smaller the overall 

number of interests) in SM, the greater will be their attention in SM in general on issues related 

to the firm or brand, and the more meaningful their firm- or brand-related comments in SM are 

likely to be in terms of their behaviors, i.e., their CLV.  

Next, we describe our context and data, and then detail the modeling approach we followed 

in answering our research questions. Then we discuss our results and important theoretical and 

managerial implications of our work. We conclude with a discussion of limitations and future 

research directions.  

4. Data 

We focus in this study on the dominant SM platform: Facebook (John et al., 2017). More 

specifically, the context for this study is the Facebook fan page of a European soccer team. In 

order to extract the data from Facebook, we employed two options. First, in order to model 

customer sentiment, we extract all comments on team posts on its official Facebook page, 
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resulting in a total of 265,530 data points (comments) from 52,431 Facebook users. This 

includes all comments from the period 2011-2015, which represent all the seasons after the 

team’s Facebook fan page was established in 2010. In addition, we also include likes on team 

posts and declared attendance at team events, as indicated on Facebook, information publicly 

available using the Facebook API. Since we evaluate customer sentiment at the user—comment 

level per match, we also include data on match conditions and outcomes (the objective 

performance characteristics) as well as the team’s SM contributions (Facebook posts) during a 

+two day-window of a match (described in further detail below).  

Second, in order to link customer sentiment to direct CE, we developed an application that 

enables us to collect buyer information for matching with the transactional database. The app 

was hosted on the team’s Facebook page as well as the team’s main page tabs, and advertised 

on the team’s main page four times over a period of three weeks. To encourage usage of the 

app we offered a chance to win a prize (shirt signed by a player) to participants. Once users 

clicked on a link provided in the ad, they were presented with an authorization box in which 

they had to give their permission before any data were gathered, and were told exactly what 

would be gathered. Once opened, the app presented an activity including three team-related 

questions and one tie breaker (how many contest participants) to determine a winner. 

Meanwhile, the app collected user demographics (age, gender, location) and SM information 

(page likes, comments and likes on posts, user posts and declared event attendance). Data were 

collected between May 7 and May 26, 2014 and go back until August 9, 2007. We gathered 

data on 1,107,222 Facebook users. We provide further details regarding the data in our 

discussion of the modeling and additional analyses, below. 

We merged customers’ Facebook data with the soccer club’s customer database via either 

name, city, and age or e-mail address. The database includes transactional information (e.g., 

frequency of tickets sold, monetary value), customer specific information (e.g., name, gender, 

birthday, city, email), relationship information (e.g., openness to team emails, number of team 

emails sent, email click rate), and behavioral information (matches attended). A total of 28,131 

out of 89,797 customers were matched via this procedure; however, we limit our investigation 

to those who purchased at least one season ticket during the 48-month period 2011-2015. 

Season tickets represent the vast majority (on average 83%) of the team’s total ticket sales. We 

focus on the period 2011-2015 since the team’s official Facebook page was established during 

the 2010 season. We identified a total of 24,341 customers who bought at least one season ticket 

in this period. Finally, we selected customers that have used the application and made at least 
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one comment on the Facebook page during the 48-month window; we ended up with 5,783 

matched customers.   

5. Model Descriptions 

5.1. Customer Sentiment Model 

We model customer sentiment for Facebook users who commented on the team’s Facebook 

posts1. We model customer sentiment as each user’s online expressed sentiment across all 

matches, over 48 months, yielding a total of 212 potential experience encounters per customer. 

Our rationale for using these comments is as follows. First, there is apparent agreement that 

information contained in SM can be useful for monitoring customer sentiment (Luo et al., 

2012), and that it can capture the dynamic nature of customers’ experiences more effectively 

than periodic survey approaches (Chien et al., 2016; Moe and Trusov, 2011). Text-based SM 

content is also argued to be more valuable than numerical ratings or volume metrics, which 

ignore information contained in comments (Tirunillai and Tellis, 2012). Because their timing 

and content are driven by the users themselves, SM comments may also be less susceptible than 

surveys to issues such as memory effects. While some researchers have argued that UGC can 

differ based on the platform (Schweidel and Moe, 2014), Smith et al. (2012) find that positive 

brand-related sentiment in UGC does not differ across user platforms (Facebook, Twitter, and 

Youtube) and argue that brand experiences in particular influence comments on Facebook, 

which makes it the most suitable platform for our research. 

 We restrict customer sentiment measurement to comments on the team’s Facebook posts 

within a +two day-window starting from the end of a match, in order to: 1) increase the 

likelihood that comments are related to a particular interaction experience, thereby reducing 

“noise” in the way of comments unrelated to team interactions; 2) reduce the likelihood of 

capturing comments regarding multiple matches, since they are at times as close as four days 

apart. A similar approach could be used in other contexts, with windows around specific 

interactions, such as purchases instances. We restrict the explanatory variables to information 

that is available before the focal comment (dependent variable) is made (e.g., we only include 

the number of team posts posted before the focal comment was made), which, in combination 

with our approach to only include comments after the match, alleviate endogeneity concerns.   

                                                           
1 There are no possibilities for users to post messages on this Facebook page other than the possibility to react to 

the team’s posts.  
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We use a classification algorithm based on a sentiment lexicon to determine sentiment for 

comments on posts (Goh et al., 2013). Next, based on evidence that the effect of neutral 

comments is much smaller in magnitude than that of both positive and negative comments 

(Sonnier et al., 2011), and arguments that positive and negative comments are most relevant for 

extracting opinions, review polarity (Godes and Mayzlin, 2004), or sentiment (Tirunillai and 

Tellis, 2012), we proceed with only positive and negative comments. This results in a total of 

44,206 user-match records (for 18,075 users) used for our model. We use a generalized linear 

mixed effects model (with a logistic link function) to model customer sentiment. Next, we 

discuss our independent variables.  

First, we look into match-specific variables, which reflect the objective performance 

measures. First, we include the match result (win, loss, or draw; Resultm), since this is the 

principal appeal of watching sports (Madrigal, 1995) and could be expected to positively 

influence customer sentiment (Van Leeuwen et al., 2002). In addition, match quality and 

outcome are the two most important attributes in evaluating service quality in a sports context 

(Kelley and Turley, 2001), an aspect of CX. We include three variables to reflect match quality: 

opponent quality, match type (defined below) and number of red and yellow cards. Playing 

against better teams in more intense circumstances (e.g., a cup final) implies a higher quality 

match (Cyrenne, 2001), and leads to greater BIRG and enjoyment (Madrigal, 1995). Opponent 

quality is based on the previous year’s results and team-specific arguments (e.g., a derby) as a 

categorical variable with three levels (1=low; 2= medium; 3=high; QualityOpponentm). Match 

type is a categorical variable with four levels (1=cup, 2=competition, 3=competition play-offs 

or 4=European cup; TypeMatchm). Finally, we include the number of yellow and red cards, 

given for moderate or very severe fouls by the focal team’s players, respectively (YellowCardsm 

and RedCardsm). Cards contribute negative outcomes (Castellano et al., 2012), a negative 

touchpoint (Funk, 2017) and lower match quality. We expect a negative relationship between 

number of cards and customer sentiment.  

Next, in order to investigate the moderator effect of MGC on the relationship between the 

objective CX and customer sentiment, we include the number of posts on the Facebook page of 

the team (MGCu,c,m), and the interaction effect between the result of the match and MGC. We 

expect MGC to positively influence customer sentiment.   

We leverage the CX and sports satisfaction literatures to identify relevant control variables 

for customer sentiment. First, team identification is the extent to which individuals perceive 

themselves as fans of and involved with a team, care about its performance and view it as a 
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representation of themselves (Branscombe and Wann, 1992)). A related concept is Basking In 

Reflected Glory (BIRG), or sharing in the glory of a successful other (Cialdini et al., 1976). 

Both concepts are related to social identity and self-categorization theories (Tajfel and Turner, 

1979; Turner et al., 1987), which suggest that group identification occurs when a social category 

is relevant and important to individuals, and group actions are central to their social identities 

(Wann, 2006). Team identification and BIRG can amplify repatronage intentions and match 

experience (Clemes et al., 2011; Wakefield, 1995). 

Participation in team-related SM can be seen as a form of online team identification. If a 

user likes a post or page, this appears in the news feed of his/her friends who then associate 

him/her with the “liked” company. Therefore, we include the number of likes for team 

Facebook posts during the match window (likesMGCPostsu,m) and intentions (yes/no) to attend 

the event (EventFacebooku,m). More likes or declarations to attend a match increase team 

identification, which we expect to be positively related to customer sentiment.  

Next, we include a dummy variable to indicate actual attendance (EventAttendingu,m), and 

expect it to positively influence experience, as the customer can feel the atmosphere to a greater 

extent than watching it on television or online. We include previously expressed customer 

sentiment (Customer Sentimentu,c,m-1) based on comments during the previous match window 

for which the user commented, as this is a frequently mentioned as a predictor of CX (Lemon 

and Verhoef, 2016; Verhoef et al., 2009). Thus, for first-time comments, no previous sentiment 

is available, and the value is zero. We include previous comment volume in the post’s thread 

(OtherUGCVolumeu,c,m), and expect a negative relationship with the focal comment’s sentiment 

(Moe and Trusov, 2011). We approximate the context of the comments by including the valence 

of the last comment in the thread before the focal comment (hence we lose the first comment 

per thread; OtherUGCValenceu,c,m), and we expect a positive relationship with customer 

sentiment (Homburg et al., 2015; Moe and Trusov, 2011). Finally, we include comment length, 

measured as the logarithm of the word count (Comment Lengthu,c,m), based on Homburg et al. 

(2015), and expect a negative relationship with customer sentiment. The customer sentiment 

equation takes the following form: 
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𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑢,𝑐,𝑚 =  𝛼0 +  𝛼1,𝑢 +  𝛼2,𝑚  +  𝛼3 𝑅𝑒𝑠𝑢𝑙𝑡𝑚  +  𝛼4 𝑅𝑒𝑑𝐶𝑎𝑟𝑑𝑠𝑚 +

 𝛼5 𝑌𝑒𝑙𝑙𝑜𝑤𝐶𝑎𝑟𝑑𝑠𝑚 +  𝛼6 𝑇𝑦𝑝𝑒𝑀𝑎𝑡𝑐ℎ𝑚 + 𝛼7 𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑚  +

  𝛼8 𝑀𝐺𝐶𝑢,𝑐,𝑚 +  𝛼9 𝑀𝐺𝐶𝑢,𝑐,𝑚 ∗ 𝑅𝑒𝑠𝑢𝑙𝑡𝑚 + 𝛼10 𝜃𝑚 + 𝛼11  𝐻𝑜𝑚𝑒 𝐺𝑎𝑚𝑒𝑢,𝑚 +

  𝛼12 𝑙𝑖𝑘𝑒𝑠𝑀𝐺𝐶𝑃𝑜𝑠𝑡𝑠𝑢,𝑐,𝑚 +  𝛼13  𝐸𝑣𝑒𝑛𝑡𝐹𝑎𝑐𝑒𝑏𝑜𝑜𝑘𝑢,𝑚 +

 𝛼14 𝐸𝑣𝑒𝑛𝑡𝐴𝑡𝑡𝑒𝑛𝑑𝑖𝑛𝑔𝑢,𝑚 +

 𝛼15 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑢,𝑐,𝑚−1 + 𝛼16 𝑂𝑡ℎ𝑒𝑟𝑈𝐺𝐶𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑢,𝑐,𝑚  +

 𝛼17 𝑂𝑡ℎ𝑒𝑟𝑈𝐺𝐶𝑉𝑜𝑙𝑢𝑚𝑒𝑢,𝑐,𝑚 +  𝛼18 𝐶𝑜𝑚𝑚𝑒𝑛𝑡 𝐿𝑒𝑛𝑔𝑡ℎ𝑢,𝑐,𝑚 + 𝜀𝑢,𝑐,𝑚 , 

( 1 ) 

where Customer Sentimentu,c,m denotes the customer sentiment for user u, as expressed in 

comment c during match m and 𝜀𝑢,𝑐,𝑚 is the error term. The variable 𝜃𝑚 represents a vector of 

year dummies accounting for factors that may vary by year. The variables Result, TypeMatch 

and QualityOpponent are also operationalized as a vector of dummies.  

Model Free Evidence 

In Figure 3.2 we plot the average customer sentiment related to wins, losses and draws 

(objective performance), for different levels of MGC (low, medium and high). The figure 

provides model-free evidence of the proposed relationship between customer sentiment and the 

outcome of the experience, and preliminary evidence that MGC is able to moderate this 

relationship, especially in the case of draws and losses.  

 

Figure 3.2: Model-free evidence of the relationship between objective performance, customer 

sentiment and MGC 
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Table 3.2: Overview of the variables for customer sentiment modeling 

Variable Description Variable origin  

Dependent Measure of subjective sentiment wrt performance   

CustomerSentiment u,c,m Dependent variable. Customer u sentiment, as 

expressed in comment c, during match m. (binary 

variable) 

(Tirunillai and Tellis, 2012) 

Customer Experience Objective measures of service performance  

Result (Lost)m Dummy variable indicating whether the match m was 

lost by the focal team (in contrast to a draw) 

Madrigal (1995), Van Leeuwen, 

Quick and Daniel (2002) 

Result (Won)m Dummy variable indicating whether the match m was 

won by the focal team (in contrast to a draw) 

 

RedCardsm The number of red cards for the focal team in match m Funk (2017), Castellano, 

Casamichana and Lago 2012 

YellowCardsm The number of yellow cards for the focal team in match 

m 

 

TypeMatch (Eur)m Dummy indicating whether match m is a European 

match 

Kelley and Turley (2001), Cyrenne 

(2001) 

TypeMatch (Nor)m Dummy indicating whether match m is a normal match 

in competition  

 

TypeMatch (PO)m Dummy indicating whether match m is Play-Off match 

at the end of the competition (which may be of higher 

intensity) 

 

QualityOpponent (Medium)m The opponent in match m is of a medium level Kelley and Turley (2001), Cyrenne 

(2001) 

QualityOpponent (High)m The opponent in match m is of a high level  

MGC Measures of Marketer Generated Content  

MGC u,c,m Number of posts on Facebook by the focal team 

between the end of match m and the time of posting of 

comment c by user u (MGC volume) 

Homburg, Ehm & Artz (2015), Goh, 

Heng and Lin (2013) 

Result m * MGC u,c,m Interaction effect between Result of match m and MGC  

Control variables Control variables for customer sentiment  

θm Dummy variables indicating the year in which the match 

m was held 

 

Home Matchm Dummy indicating whether the match m is a home 

match 

 

Likes MGC Postsu,c,m The number of likes of user u on posts of the focal team 

during the timeframe of match m (logarithm) 

Wann (2006), Clemes, Brusch and 

Collins (2011) 

EventFacebooku,m Dummy indicating whether user u has declared on 

Facebook to attend match m 

Wann (2006), Clemes, Brusch and 

Collins (2011) 

EventAttending u,m Dummy indicating whether user u has attended the 

match m (from soccer team database) 

 

Customer Sentiment u,c,m-1 Lag of measured customer sentiment of user u Lemon and Verhoef (2016)  

Other UGC Valence u,c,m Valence of the previous comment in the post thread of 

comment c by user u during match m 

Moe and Trusov (2011),  Homburg, 

Ehm and Artz (2015) 

Other UGC Volume u,c,m Volume of other user’s comments in the post thread of 

comment c by user u during match m 

Moe and Trusov (2011) 

Comment length u,c,m Length of the comment c by user m during match m 

(logarithm) 

Homburg, Ehm and Artz (2015) 
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See Table 3.2 for a list of variables in the customer sentiment equation and Appendix A for 

measures of variables in this equation, the distribution of our dependent variable and the 

correlation matrix of non-categorical variables, indicating no multicollinearity issues.  

5.2. Engagement model Specification 

Self-selection issue. It is possible that our data suffer from sample selection bias as 

customers included in the engagement-analysis self-selected into this study by allowing us to 

extract their Facebook information via the app. These individuals may not be representative of 

the population as there may be unobserved factors that influence both the decision to use the 

application and buying behavior (and hence engagement). This self-selection potentially leads 

to an endogeneity issue due to omitted variables bias (Wies and Moorman, 2015) which is 

alleviated by implementing a binary probit choice model as the first step of a Type II Tobit 

model (Heckman, 1979). The probit regression models the propensity of customers to use our 

Facebook application (and hence to be included in the study) and provides a correction factor 

for self-selection to include in the engagement model. The regression is defined as a linear 

function of both transactional data and demographics (see e.g., Kumar et al., 2016): 

𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖
∗ =  𝛽00 + 𝛽01 𝑅𝑒𝑐𝑒𝑛𝑐𝑦𝑖 + 𝛽02 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟_𝑡𝑒𝑛𝑢𝑟𝑒𝑖 + 𝛽03 𝐺𝑒𝑛𝑑𝑒𝑟𝑖 +

 𝛽04 𝐴𝑔𝑒𝑖 +  𝜀𝑖  .  

( 2 ) 

We expect younger men to use the app more often, given high digital awareness among 

young people and the relatively masculine soccer culture. Further, we expect higher team 

involvement in terms of recency and customer tenure, to lead to a higher probability to use the 

app. We assume a customer uses the app when the latent app usage variable, 

𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖
∗, is larger than zero. We do not observe this latent variable however, and 

only observe a binary variable 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖  indicating actual app usage. Hence, we 

map the latent usage to the binary variable as follows: 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖 =

1 if 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖
∗ > 0 and  𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖 = 0 if 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑎𝑔𝑒𝑖

∗ ≤ 0. 

Subsequently, we can derive the Inverse Mills Ratio (IMR) from the probit regression as 

follows: 

𝜆 = 𝜑(𝛽𝑋)/𝛷(𝛽𝑋) , ( 3 ) 

where 𝜆 as usual indicates the IMR, and 𝜑 and 𝛷 indicate the probability and cumulative density 

functions, respectively. The IMR is a monotone decreasing function of the probability that an 

individual self-selects into the sample. The engagement model can be seen as the second step 
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of the Type II Tobit model, which is dependent on the selection equation. By incorporating the 

IMR into the engagement model equations as an explanatory variable, we correct for potential 

endogeneity issues resulting from self-selection. If the IMR-coefficient in the engagement 

model is significant, this indicates that self-selection is indeed an issue.  

Engagement Model Specification. We model engagement following the choice-then-

quantity approach of (Kumar et al., 2008), considering the non-contractual nature of our 

context. This model follows the always-a-share approach to measuring customer lifetime value 

(CLV or direct engagement), assuming customers never terminate their relationship with a firm 

but may have periods of dormancy. Thus, a customer may return after some non-purchase 

period. A customer’s (direct) engagement is defined as the net present value of his/her future 

cash flows, calculated over a three-year period as is common in CLV calculations (Kumar et 

al., 2008). Following (Kumar et al., 2008), engagement is measured as: 

𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡𝑖 =  ∑
𝑝(𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖𝑡 = 1) ∗  𝐶𝑀𝑖𝑡̂

(1 + 𝑟)𝑡−𝑇
−

𝑀𝐶̅̅̅̅̅ ∗ 𝑀𝑇𝑖𝑡̂

(1 + 𝑟)𝑡−𝑇
  ,

𝑇+3

𝑡=𝑇+1

 
( 4 ) 

where,  

Engagementi = (direct) Engagement for customer i, 

p(Purchaseit) = Predicted probability of purchase for customer i in year t 

𝐶𝑀𝑖𝑡̂  = Predicted contribution margin of customer i in period t 

MC̅̅ ̅̅ ̅ = Average cost for a single communication (e-mail in this context; this is estimated to be € 

0.89 by the soccer team)  

𝑀𝑇𝑖𝑡̂ = Predicted marketing contacts (e-mails) for customer i in year t 

t = year index 

T = Marks the end of the observation phase, and 

R = yearly discount rate (0.15 as is common in CLV studies, e.g. (Kumar et al., 2008))  

The engagement formula thus consists of all revenue a customer brings minus the costs of 

marketing actions. While it is common to model the number of marketing contacts 

endogenously (e.g., Kumar et al. 2008), this is not the team’s current practice. Marketing 

contacts, in this case (undirected) e-mails, are sent to every customer who provided his/her e-

mail address. In order to verify this statement, we divide customers into three spending groups: 

low (e.g., student rate), average, and high (e.g., VIP). For each group, we select those who agree 

to receive e-mails and calculate the average number of e-mails sent to them. The results reveal 

no differences across groups. This is confirmed by an ANOVA (F-statistic= 0.4881, p = 
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0.4849), which shows there is no need to account for endogeneity. Moreover, we investigated 

whether there were systemic differences in marketing contacts over time. It appears that for the 

last year in our sample, the number of e-mails sent was higher compared to the previous years, 

which is attributed to a change in marketing agency contracted by the team. However, also in 

this last year, there are no differences across the different groups. Taking these results into 

account, we further model the predicted marketing contacts in a constant way as there are no 

specific drivers for sending communications (MTi0 = MTi1 = MTi2 =…), but we do include an 

interaction effect between the last year in our analysis (2014) and the contact volume by the 

firm to account for the time specific changes. 

The engagement formula requires two other concepts to be predicted: (1) purchase 

probability for customer i in year t and (2) contribution margin of customer i in year t. 

Contribution margin can only be observed if customers purchase. Hence, we use a Type II Tobit 

specification to obviate potential selection bias when measuring contribution margin. In 

modeling the purchase equation, we assume customer i will buy only when the latent utility is 

higher than zero. However, we do not observe this latent utility; only the buy vs. no-buy 

decision. We map the latent utility to this decision using a binary probit choice model:  

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡
∗ > 0 𝑖𝑓 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡 = 1 

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡
∗ ≤ 0 𝑖𝑓 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡 = 0 . 

( 5 ) 

Then, we model the latent utility 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡
∗  as a linear function of the predictor variables:  

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡
∗ =  𝛽1𝑖 + 𝛽1 𝑥1𝑖,𝑡 +  𝑢1𝑖,𝑡  ,  ( 6 ) 

where  𝛽1𝑖 is a vector of customer specific intercepts, 𝛽1 is a vector of coefficients, 𝑥1𝑖,𝑡 is a 

vector containing predictor variables and 𝑢1𝑖,𝑡 captures the error term. Similarly, we assume the 

latent variable 𝐶𝑀𝑖𝑡
∗  to represent the amount of purchases of customer i in period t: 

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝐴𝑚𝑜𝑢𝑛𝑡𝑖𝑡
∗ =  𝛽2𝑖 + 𝛽2 𝑥2𝑖,𝑡 +  𝑢2𝑖,𝑡 ,  ( 7 ) 

where 𝛽2𝑖 is again a vector of customer specific intercepts, 𝛽2 is a vector of coefficients, 𝑥2𝑖,𝑡 

is a vector containing predictor variables for the contribution margin equation and 𝑢1𝑖,𝑡 captures 

the error term. The latent contribution is observed when a customer purchases: 

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝐴𝑚𝑜𝑢𝑛𝑡𝑖𝑡 =  𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝐴𝑚𝑜𝑢𝑛𝑡𝑖𝑡
∗   

if 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡 = 1, otherwise unobserved. 

( 8 ) 
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Our dataset consists of panel data, considering several subsequent purchases over time as 

specified in the purchase incidence and contribution margin equations. Hence, we cannot apply 

the simple selection model, instead using the random-effects variant (Bruce et al., 2005; 

Verbeek and Nijman, 1992), as executed in Limdep 11. Parameters 𝛼1𝑖 and 𝛼2𝑖 represent 

random effects (instead of simple intercepts), assumed to be bivariate normally distributed with 

zero means, standard deviations 𝜎1 and 𝜎2 and correlation θ. We specify the random-effects 

variant as selectivity comes from two sources, i.e., the correlation of the error 𝑢1𝑖,𝑡 and 𝑢2𝑖,𝑡 

and of the random effects 𝛼1𝑖 and 𝛼2𝑖  (Greene, 2016). We jointly fit purchase incidence and 

contribution margin equations via maximum simulated likelihood instead of a two-step 

approach in Limdep, which implies no IMR variable for this selection bias.  

We use two broad categories of variables. First, we include demographics and control 

variables capturing aspects of customer-team interactions (Kumar et al., 2008). The buying 

equation includes a lagged purchase indicator (Purchaset-1), lagged average contribution margin 

(Paid Price), customer tenure (Tenure), gender (Gender), the number of messages (e-mails) 

sent to the customer (Contact Volume), and email click-rate (Click-Through Rate) as an 

indicator of interest in team communications. The contribution margin equation includes the 

lagged contribution margin (Purchase Amountt-1) and lagged average contribution margin. We 

also add the lagged percentage of home matches attended to both equations (Consumption). All 

customers included bought a season ticket; those not attending a high percentage of matches 

may consider their money (partially) wasted and may be less likely to buy a season ticket the 

following year, or may select a lower-priced ticket. 

Second, we include our main variables of interest. First, we include lagged predicted 

customer sentiment (CustomerSentiment̂ ), operationalized as the average predicted customer 

sentiment per season, i.e., averaged over all matches per customer, representing the customer’s 

average experience with the team during the past season. As mentioned, this variable is the link 

between the customer sentiment and engagement models. Next, we include whether or not a 

customer has liked the team’s Facebook fan page (Page like). We expect higher average 

(online) customer sentiment as well as a fan page like to result in a higher probability of buying 

and a higher contribution margin, since these can be considered forms of engagement (Goh et 

al., 2013; Kumar et al., 2016; Rishika et al., 2013). Moreover, SM UGC increases customer–

firm identification, which in turn, increases willingness to pay (Homburg et al., 2009). Finally, 

we include the moderator variable Share of engagement, operationalized as a user’s number of 

(online) interests, to account for his/her online activity and number of distinct interests. We 
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expect a higher number of interests (lower share of CE) to result in a lower direct CE. The final 

equations have the following form:  

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡
∗ = 𝛽10 + 𝛽11,𝑖  +   𝛽12 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡̂

𝑖,𝑡−1 +

𝛽13𝑆ℎ𝑎𝑟𝑒 𝑜𝑓 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡𝑖,𝑡−1 +  𝛽14𝑆ℎ𝑎𝑟𝑒 𝑜𝑓 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡𝑖,𝑡−1 ∗

𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡̂
𝑖,𝑡−1  +  𝛽15 𝑃𝑎𝑔𝑒𝐿𝑖𝑘𝑒𝑖,𝑡−1 + 𝛽16𝜃𝑡 +

 𝛽17 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑖,𝑡−1 + 𝛽18 𝑃𝑟𝑖𝑐𝑒𝑃𝑎𝑖𝑑𝑖,𝑡−1 + 𝛽19 𝑇𝑒𝑛𝑢𝑟𝑒𝑖,𝑡−1 +

𝛽110 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑉𝑜𝑙𝑢𝑚𝑒𝑖,𝑡−1 + 𝛽111 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑉𝑜𝑙𝑢𝑚𝑒𝑖,𝑡−1 ∗ 𝑌𝑒𝑎𝑟2014 +

 𝛽112 𝐶𝑙𝑖𝑐𝑘𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑅𝑎𝑡𝑒𝑖,𝑡−1 + 𝛽113 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛𝑖,𝑡−1 + 𝛽114𝐺𝑒𝑛𝑑𝑒𝑟𝑖,𝑡−1  +

 𝛽115  𝐼𝑀𝑅𝑖 + 𝑢1𝑖,𝑡  ,  

( 9 ) 

 

𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝐴𝑚𝑜𝑢𝑛𝑡𝑖,𝑡
∗ = 𝛽20 + 𝛽21,𝑖  +  𝛽22 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡̂

𝑖,𝑡−1 +

𝛽23𝑆ℎ𝑎𝑟𝑒 𝑜𝑓 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡𝑖,𝑡−1 + 𝛽24𝑆ℎ𝑎𝑟𝑒 𝑜𝑓 𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡𝑖,𝑡−1 ∗

𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡̂
𝑖,𝑡−1  +   𝛽25 𝑃𝑎𝑔𝑒𝐿𝑖𝑘𝑒𝑖,𝑡−1 + 𝛽26𝜃𝑡 +

𝛽27 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝐴𝑚𝑜𝑢𝑛𝑡𝑖,𝑡−1 + 𝛽28 𝑇𝑒𝑛𝑢𝑟𝑒𝑖,𝑡−1 + 𝛽29 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑉𝑜𝑙𝑢𝑚𝑒𝑖,𝑡−1 +

𝛽210 𝐶𝑜𝑛𝑡𝑎𝑐𝑡𝑉𝑜𝑙𝑢𝑚𝑒𝑖,𝑡−1 ∗ 𝑌𝑒𝑎𝑟2014 + 𝛽211 𝐶𝑙𝑖𝑐𝑘𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑅𝑎𝑡𝑒𝑖,𝑡−1 +

𝛽212 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛𝑖,𝑡−1 + 𝛽213𝐺𝑒𝑛𝑑𝑒𝑟𝑖,𝑡−1  + 𝛽214  𝐼𝑀𝑅𝑖 + 𝑢1𝑖,𝑡  ,   

( 10 ) 

 

 

The second term in each equation represents the customer specific intercept and the 

variable 𝜃𝑡  represents a vector of year dummies, accounting for team and external factors that 

might vary by year. Thus, the intercept is both customer-specific and time varying. The IMR 

included in both equations represents the Inverse Mills Ratio calculated from the selection 

equation. There is no second IMR factor in the contribution margin equation, which would 

come from the selection based on purchase incidence, as these equations are jointly estimated 

by maximum simulated likelihood. This estimation does not use a two-step method and hence 

does not create or use an IMR variable. Appendix B provides a detailed overview of the 

estimation procedure. A list of variables used for the engagement model is given in Table 3.3, 

and descriptive measures of this engagement model, distributions of both purchase incidence 

and contribution margin, and correlation matrices are given in Appendix C.  
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Table 3.3: Overview of the variables for Engagement modeling 

 

Variable 

 

Description 

  

App Usage Equation    

Recency t-1 Recency of the last purchase of a season ticket 

amount (at time t-1) 

  

Tenure t-1 Length of relationship of the focal customer 

with the company at time t-1 

  

Gender Gender of the focal customer   

Age Age of the focal customer   

Engagement models    

Dependent Variables Measures of direct engagement Purchase 

incidence 

Contribution 

margin 

Purchaset Dummy indicating whether a season ticket 

was bought at time t 

X  

PurchaseAmountt Amount spent on season tickets at time t  X 

Variables of interest Measures of online engagement   

Customer Sentiment̂ t-1 Predicted customer sentiment during period 

t-1 

X X 

Share of Engagement t-1 Number of different categories the customer 

has liked on Facebook during t-1 

X X 

Customer Sentiment̂ t-1 * 

Share of Engagement t-1 

Interaction effect between predicted 

customer sentiment and share of engagement 

in period t-1 

X X 

PageLike t-1 Dummy indicating whether the customer 

liked the company’s Facebook brand page in 

t-1 

X X 

Control variables Control variables for the engagement models   

θt  Dummy variables indicating the period t X X 

Tenure t-1 Length of relationship of the focal customer 

with the company at time t-1 

X X 

Purchaset-1 Dummy indicating whether a season ticket 

was bought at time t-1 

X  

PurchaseAmountt-1 Amount spent on season tickets at time t-1  X 

PricePaid t-1 Average amount spent on season tickets by 

the focal customer at time t-1 

X  

ContactVolume t-1 Number of email messages sent by the 

company to the focal customer during period 

t-1 (logarithm) 

X X 

ContactVolume t-1 * 

Year2014 

Interaction effect of contact volume and the 

year 2014 (to account for change in marketing 

agency) 

X X 

Click-through Rate t-1 Click through rate of the customer on emails 

received by the company during period t-1 

X X 

Consumptiont-1 The percentage of total (home) matches 

attended by the customer during period t-1 

X X 

Gender Gender of the focal customer X X 
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6. Results 

6.1. Customer Sentiment 

The results for customer sentiment are shown in Table 3.4 (year dummies are not included as 

they are not relevant for interpretation). The results indicate that the customer sentiment 

analysis model, based on the valence of comments per user and match, has adequate fit over a 

null random model (with random components per user and match), with a likelihood-ratio 

𝜒2(22) = 1023.3, p < 0.001.  

The parameter estimates for CX, based on the objective measures of performance, show that 

these variables have the expected signs, but that only a part of them were significant. We note 

that all were significant before including match-specific intercepts (results not shown), and that 

these intercepts account for most of the variance in these parameters. As expected, a win (loss) 

results in higher (lower) customer sentiment compared to a draw (𝛼3 = 1.008 for wins, = -0.353 

for losses; both p < 0.01). The number of red and yellow cards (α4 and α5) are negative, as 

expected, but not significant. Further, with regard to the type of match, only a European match 

results in significantly more positive customer sentiment than a cup match (α6  =0.299, p < 

0.05). Finally, the effect of opponent quality (𝛼7) is insignificant.  

Next, we look at the variables related to firm generated content. The number of firm posts 

on its Facebook page (i.e., MGC) has a positive impact on customer sentiment 

(α8 = 0.299, p < 0.01). The interaction effect between result of the match and MGC enables us 

to test the moderator effect (α9 = 0.284 for losses, -0.290 for wins; both p < 0.01). We see that 

both the interaction effects of MGC with wins and losses (compared to draws) are significant. 

Figure 3.3 shows us the interaction plot, which allows us to better understand this effect. 

 

Figure 3.3: Interaction plot between MGC and match result 
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The plot, with MGC volume on the x-axis and customer sentiment on the y-axis, shows 

that overall, there is a positive relationship between the number of positive posts and customer 

sentiment. However, this effect is much more pronounced for draws and especially losses, even 

so much that with a higher number of posts, the customer sentiment for losses and draws turns 

out to be higher than for wins. This could indicate that in neutral and negative CX encounters, 

in our case represented by draws and losses, the impact of MGC is more important compared 

to explicit positive cases. We will further explore this in the discussion section by means of a 

counterfactual analysis. 

Table 3.4: Customer sentiment equation results 

Variables Estimate z-score  

Intercept 0.819 *** 5.316  

Result (Lost)m -0.353 *** -3.924  

Result (Won)m 1.008 *** 12.413  

RedCardsm -0.060 * -1.887  

YellowCardsm -0.035     -1.178  

TypeMatch (Eur)m 0.299 **   2.250  

TypeMatch (Nor)m 0.130     1.088  

TypeMatch (PO)m 0.234 *   1.770  

QualityOpponent (Medium)m 0.107     1.310  

QualityOpponent (High)m 0.007     0.086  

MGC u,c,m 0.299 *** 7.044  

ResultLostm * MGC u,c,m 0.284 *** 4.536  

ResultWonm * MGC u,c,m -0.290 *** -6.163  

Home Matchm -0.129 **   -2.183  

Likes MGC Postu,c,m 0.275 *** 16.743  

EventFacebooku,m 0.145 * 1.789  

EventAttending u,m -0.062     -0.819  

Customer Sentiment u,c,m-1 0.093 *** 3.376  

Other UGC Valence u,c,m 0.095 *** 7.630  

Other UGC Volume u,c,m 0.098 *** 6.474  

Comment length u,c,m -0.085 *** -6.547  

   

Log-Likelihood -22,938.6  

AIC 45,931.2  

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized 
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Finally, we note that some but not all of the control variables are significant. First, the 

variables indicating event attendance, both on Facebook (𝛼13) and actual attendance (𝛼14), are 

not significant on a 5%-significance level, while a home match (α11  = -0.129, p < 0.05) is 

significant, indicating that fans might have higher expectations when playing at home. Next, 

we see that likes on posts of the team (α12 = 0.275, p < 0.05), as a measure of SM team 

identification, are indeed related to more positive customer sentiment. Moreover, we see that 

customer sentiment, as mentioned by Verhoef et al. (2009), is also affected by previous 

sentiment (α15= 0.093, p < 0.01). We further see that user generated content by others is 

influential, both in volume (α17=0.098, p<0.01) as in valence (α16=0.095, p<0.01). The results 

related to others’ UGC valence replicates the findings of Homburg, Ehm and Artz (2015). 

However, while the results related to others’ UGC volume are not in line with the findings of, 

for instance Moe and Trusov (2011), we note that these authors investigate product ratings 

rather than customer sentiment. Finally, consistent with Homburg, Ehm and Artz (2015), we 

find that a longer comment text in general indicates lower sentiment (α18= -0.085, p<0.01).  

6.2. Engagement 

Table 3.5 presents results of the selection equation. The overall model is significant (likelihood-

ratio 𝜒2(4) = 1332.3;  𝑝 < 0.01) as are all parameter estimates. This indicates that customers 

indeed may be self-selected into the sample. Moreover, the signs of the parameter estimates are 

as expected, indicating face validity. A higher age results in a lower probability to use the 

application, which is plausible given the higher digital awareness among younger people. 

Second, male customers and customers with longer tenure also have higher application usage 

probabilities. Together with the significant IMR in the purchase incidence and contribution 

margin equations, this validates the need to accommodate selection bias.  

Table 3.5: Application usage selection equation 

Variables Estimate z-score 

Intercept -0.735 ***                                                   -81.610 

Recency                      0.018 * 1.842 

Tenure 0.069 *** 6.755 

Gender 0.069 ** 2.054 

Age -0.363 *** -33.685 

Note: * p<0.1, ** p<0.05, *** p<0.01 ; coefficients are standardized 
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The results of the engagement model are shown in Table 3.6 (year dummies are not 

included as they are not relevant for interpretation). As the models are jointly estimated, only 

one log-likelihood and AIC value is available per joint buying and contribution margin model. 

These values are shown below Table 3.6.  

The information criterion in itself does not provide us with a large amount of information. 

However, comparing these results to the ones in Appendix A without customer specific 

intercepts indicates that the AICs are lower when random intercepts are included. We thus 

confirm that including customer heterogeneity is crucial when analyzing engagement and 

experience (Pansari and Kumar, 2017). The time-varying intercepts, not shown in the results, 

are all significant, indicating that this may be necessary to absorb season-specific shocks.  

Most control variables are significant for both purchase incidence and contribution margin 

equations. We first focus on the purchase incidence equation. Prior research reports positive 

impacts of previous purchase behavior and price on purchase probability, both of which are 

confirmed (𝛽17  = 1.07 and 𝛽18  = 0.09 respectively; both p < 0.01). Tenure (𝛽19) however, is 

not significant. Prior research also suggests marketing communications are positively related to 

purchase probability, which is only partially confirmed: contact volume (𝛽110 = -0.05, p < 0.01) 

is negatively related to purchase incidence, but with a significant, positive interaction effect in 

2014 (𝛽111 = 0.07, p < 0.01). Click-through rate is positive and significant, as expected (𝛽112 = 

0.06, p < 0.01). We confirm that the percentage of matches attended is positively related to 

purchase incidence (𝛽113 = 0.19, p < 0.01). Finally, gender is significant; males have a higher 

purchase propensity (𝛽114 = 0.06, p < 0.05). 

With regard to the contribution margin equation, we note that all control variables are 

significant and have the expected sign, except for the contact volume which is significant and 

negatively related to the purchase amount (𝛽29 = -2.72, p < 0.05) but also has a positive 

significant interaction effect in 2014 (𝛽210 = 3.72, p < 0.05). The purchase amount spent on 

season tickets last year is by far the most important predictor. 

With regard to our main variables of interest related to SM, we see that the variables have 

their expected signs in both equations, i.e. both (predicted) customer sentiment (𝛽12 = 0.04 and 

𝛽22 = 1.67) and Facebook fan page likes (𝛽15 = 0.02 and 𝛽25 = 1.81) are positively related to 

direct CE, while a higher number of online interests (and hence a lower share of 

engagement; 𝛽13 = 0.00 and 𝛽23 = -0.56) relate to lower direct CE. However, our results show 

that only the predicted customer sentiment is significant in modeling purchase incidence (p <  
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Table 3.6: Engagement model results 

 Purchase incidence Contribution margin 

Variables Estimate  z-score Estimate  z-score 

Intercept -0.28 *** -6.77   165.66 *** 64.94   

Customer Sentiment̂  0.04 *** 4.46   1.67 ** 2.03   

Share of Engagement 0.00 

 

-0.33   -0.56 

 

-0.67   

Customer Sentiment̂ *  Share of 

Engagement 0.00  0.26   0.41  0.69   

Page Like 0.02  0.86   1.81  1.12   

Purchaset-1 1.07 *** 31.60   

   
PurchaseAmountt-1    75.66 *** 303.23   

Price paid 0.09 *** 5.47      

Tenure 0.01  1.21   5.63 *** 6.65   

Contact Volume -0.05 *** -3.52   -2.72 ** -2.21   

Year2014*Contact Volume 0.07 *** 3.21   3.72 ** 2.21   

Click-through Rate 0.06 *** 5.81   3.68 *** 4.50   

Consumption 0.19 *** 12.54   2.57 ** 2.41   

Gender 0.06 ** 2.46   8.93 *** 5.31   

IMR 0.02 ** 2.42   14.58 *** 22.85   

      

σ 0.01                  0.06     

ρ 0.89 ***       317.09 

Year dummies Included 

AIC 198,046.9 

Log-Likelihood -98,986.43 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized; subscripts are not included for clarity, except for the 

lagged dependent variables 
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0.01) and contribution margin (p < 0.05), and not Facebook fan page likes nor the share of 

engagement. Thus, we can state that customer sentiment is relevant for modeling engagement 

over and above our control variables, and also more relevant compared to Facebook fan page 

likes, the most commonly used measure in literature. Finally, we can state that the share of 

engagement, measured by the number of online like categories, does not influence direct CE.  

We further note that the IMR is significant for both the purchase incidence and contribution 

margin equations, indicating that self-selection was indeed an issue. A higher IMR-value 

indicates a lower probability to use the application. Given the positive sign of the IMR 

parameter coefficients (𝛽115 = 0.02 and 𝛽214 = 14.58), we can conclude that the lower the 

probability to use the application, the higher the propensity to purchase and the higher the 

average contribution margin. This is, however, not surprising since the sample consists mainly 

of younger people, with lower season ticket fares (average season ticket price for sample 

customers is €147 vs. €155 for out-of-sample customers). The logical interpretation of the IMR 

coefficients adds face validity to the results.   

Finally, σ and ρ represent the standard error for the contribution margin equation and the 

correlation between the residuals of the contribution margin and purchase incidence equation, 

respectively. These parameters are used in the estimation of the Type II Tobit model for the two 

equations. The high correlation factor (ρ) indicates the need to use a Type II Tobit specification 

for modeling contribution margin and purchase incidence.  

6.3. Robustness checks 

We had to make choices in building the customer sentiment and engagement models. To 

check the robustness of our choices and findings, we estimate variants of both models. First, 

we re-estimated the customer sentiment model using a different time-window for the collection 

of comments. Instead of using a 2-day window starting from the end of the match, we use a 1 

and 3-day time window. Note that we cannot use a longer time window, since some matches 

are only four days apart. In general, the results (see appendix E) of these models were similar 

to the ones presented previously. Second, the presented analyses for the engagement models 

use a regular average of the predicted customer sentiment over the entire season to arrive at an 

average prediction. However, because matches (and comments) at the end of the season may 

be more influential compared to matches earlier in the season, we estimate weighted models 

with more weight given to more recent matches. The results (appendix F) indicate no changes 

in the overall conclusions. Finally, we include network effects for a sample of our data, and the 



Chapter 3 

88 
 

presence of network data does not affect our results (see appendix G for a discussion of the 

identification issue with network data, and appendix H for the results; see also the discussion 

section for further elaboration on these results).  

7. Discussion 

In this paper we set out to study the potential for MGC on SM to amplify or temper the influence 

of objective CX encounters on direct CE (as measured by purchase incidence and contribution 

margin). First, we built a database in which the team’s internal customer data were matched 

with a comprehensive set of variables taken from customers’ Facebook profiles, over a period 

of four years. Second, using comments posted on the organization’s Facebook page by 

individual customers within each of the 212 match windows, we estimated each customer’s 

sentiment per season over the time period of our study, the goal of which was to then use these 

estimates to model direct CE. Third, we estimated each customer’s direct engagement using 

both the sentiment estimates and a range of both SM variables and variables from the firm’s 

internal database.  

This approach enables us to answer our research questions. First, we demonstrate that 

marketers can influence customer sentiment related to identifiable experiences via their SM 

contributions, in our case Facebook posts. This is in line with previous research stating that 

MGC can positively influence customer sentiment (e.g., Colicev et al., 2018; Homburg et al., 

2015). However, our study is unique in showing that these results hold when evaluating 

sentiment related to specific CX encounters, taking into account the objective performance of 

these encounters. This is therefore the first study to show that MGC can improve customer 

sentiment when CX performance is suboptimal (a draw or a loss in our case) even to the point 

where it surpasses the level of positive sentiment under optimal conditions (a win). Second, we 

show that customer sentiment is effective in modeling both purchase likelihood and 

contribution margin components of direct CE; higher sentiment leads to a higher expected CE. 

While this is consistent with previous literature on both individual and firm-level outcome 

measures (Colicev et al., 2018; Goh et al., 2013; Hewett et al., 2016; Kumar et al., 2016; Xie 

and Lee, 2015), our customer sentiment metric is linked to actual and identifiable experiences. 

Third, because ‘liking’ is the most studied SM variable (also see Goh et al., 2013; Kumar et al., 

2016; Mochon et al., 2017; Rishika et al., 2013; Zhang and Pennacchiotti, 2013) we also add 

this variable to our model and investigate its relative importance in predicting direct CE. In 

contrast to previous research, we find that page likes are not significantly related to purchase 
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likelihood (Rishika et al., 2013) or contribution margin. Previous research reports mixed results 

with regard to the added value of page likes for revenue streams. For instance, Goh et al. (2013) 

and Kumar et al. (2016) find positive influences, while John et al. (2017) and Xie and Lee 

(2015) do not. Further analysis (Appendix H2) reveals that page likes are significant in models 

with only SM and network related variables. However, when all controls are added, page likes 

become insignificant while customer sentiment remains highly significant. This result may 

suggest one reason for mixed results in previous studies, and also underscores the need to take 

into account proper controls in assessing the value of SM variables.  

Further, we explore another aspect of SM - network information. The results of an 

engagement model with network variables included, which we were able to estimate on a 

sample of our data for which network information was present (2386 of 4783 customers), shows 

that the network structure of SM data may also be valuable for modeling CE (Appendix H2). 

Variables constituted from the social network data all have the expected influence on purchase 

likelihood and contribution margin based on prior research, illustrating the potential value of 

network variables in modeling important customer- and firm-level outcomes. We use the 

number of friends who bought tickets the prior year (Network Customers), average homophily 

with friends based on age, gender and ticket seat location (Homophily) and the percentage of 

defectors among friends in the last season (Network Defectors) for the purchase incidence 

equation. In line with (Nitzan and Libai, 2011), the percentage of defectors is negatively related 

to purchase propensity. However, in contrast to their research, the number of customer-friends 

is positively related to buying incidence. An explanation may be found in the role of friends as 

reference groups in sports contexts. The larger the reference group, the greater the social 

acceptance for event participation, and the higher re-patronage intentions (Wakefield, 1995). 

While we expected homophily to be positive based on expected great social acceptance, we 

find it to be insignificant. We conclude that our study offers an additional contribution in its 

approach to using social networks extracted from SM to constitute network variables, and 

demonstrating their value beyond customer sentiment and page likes, with the latter not even 

reaching significance, in predicting direct CE.  

                                                           
2 The results are structured as follows: the first table gives the results for purchase incidence, for a model with 

only SM variables, a model with SM variables and network variables and a complete model including all control 

variables. The second table gives the results for the contribution margin equation for these 3 models. 
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Next, we discuss important implications of our study. In doing so, we illustrate how 

managers can use our results based on a series of counterfactual analysis. We also offer 

directions for researchers to build on the approach introduced here.  

7.1. Theoretical implications 

Our results have interesting implications for marketing theory as well. First, we contribute to 

the growing literature on CE, and to CE theory more specifically by demonstrating potential 

firm influences beyond more traditional marketing activities aimed at creating awareness. 

Building on the CE theory framework proposed by Pansari and Kumar (2017), our results 

suggest MGC as a moderator on the effect of experience characteristics on both emotion and 

satisfaction (reflected in our measure of customer sentiment) beyond characteristics of the 

product (convenience), firm, and industry. Interestingly, these results might also offer direction 

in linking CE theory with the theory of CEM proposed by Harmeling et al. (2017). However, 

rather than a direct impact of firm communications on CE, as conceptualized by Harmeling et 

al. (2017), our conceptualization and results support its moderating impact based on actual 

brand experiences.  

Our results also contribute to the growing literature investigating the role of SM as a source 

of insights related to CE. Our study is the first to show that researchers should go beyond 

‘liking’ - the most studied SM variable in literature (see Goh et al., 2013; Kumar et al., 2016; 

Mochon et al., 2017; Rishika et al., 2013; Zhang and Pennacchiotti, 2013). Our results show 

that ‘liking’ a page is considerably less important for direct CE than customer sentiment, but 

that conclusions on its significance may be dependent on the completeness of the model used. 

Thus, we highlight the importance of considering a comprehensive set of relevant variables in 

order to understand drivers of direct CE. 

Finally, our findings regarding the significant role of customers’ networks might also offer 

direction in linking network and CE theories. From a network theory perspective, our finding 

that the number of customer-friends (defectors) is positively (negatively) related to buying 

incidence might suggest the importance of social influence, which occurs when a an individual 

varies his or her behavior based on that of others in a social system (Leenders, 2002). Such 

influence can be based on information originating from others in a network (Robins et al., 

2001), such as digital content shared in SM. From a network theory perspective, the greater 

degree centrality for a given customer, such that the customer is connected to a greater number 

of others, the greater the potential for such influence. Considering these findings in conjunction 
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with ours suggests the importance of these network characteristics for a host of important firm- 

and customer-level outcomes. Customers’ social value, or the monetary value created by their 

social interactions (Kumar et al., 2010a; Libai et al., 2013), may thus extend to their influence 

on others’ direct CE. In addition, the density of a firm’s own network in terms of its connections 

with customers may enhance the ability of its communications to lift CE based on customers’ 

brand experiences.   

7.2. Counterfactual Analyses 

In this section we aim to offer direction for managers in making resource allocations in their 

efforts to improve CE. More specifically we aim to provide insight into what it takes to 

influence CE above and beyond objective performance and their related experiences, the most 

important factor, according to our analyses, in driving sentiment and ultimately engagement. In 

the first counterfactual analysis we aim to compute the boundary cases of objective 

performance, which in our case can be done by simulating all matches to be wins, losses or 

draws. Because these are boundary cases, this will allow us to deduce the maximum impact of 

objective performance. We compare this with the current actual data. In the second 

counterfactual analysis, we compute the influence of MGC by varying the level of MGC 

(described in further detail below). This will allow us to compare the impact of objective CX 

performance with that of MGC. In the final simulation analysis, we combine different levels of 

both objective performance and MGC to deduce if MGC can amplify or temper the impact of 

the experience encounter. For all simulation analyses, we consider the absolute value (and 

changes) of mean purchase propensity, mean contribution margin and overall direct CE (which 

is the sum of direct engagement over all customers, and sometimes called customer equity, e.g., 

Rust et al., 2004).  

Table 3.7 shows the results of simulation analyses. In analysis 1 we simulated the boundary 

cases of the performance (at mean values of predicted customer sentiment) and compared it to 

the actual observed situation. We find that going from the actual match result to the most 

positive performance (assuming all “wins”) would result in an increase of 1.94% in customer 

equity. In other words, the firm is losing 1.94% in potential CLV across all customers due to 

more negative performances. The more neutral and negative performances (‘all draws’ and ‘all 

losses’) result in worse customer equity than the actual scenario.  

In analysis 2, we simulate a variety of MGC percentage increases. Since the variables are 

standardized, these percentage values refer to the percentage of the standard deviation of that 
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variable. So, in this case, 50% refers to 50% of one standard deviation of MGC. Adopting a 

MGC posting policy with an increase of 50%, which equates to approximately four more 

messages per match on average, results in a 0.49% increase in customer equity. Increasing 

MGC by 100% results in a 0.97% increase in customer equity, or about half that of the most 

positive objective performance scenario of 1.94%. However, the effort needed to reach a perfect 

win rate is arguably a different order of magnitude than merely increasing the number of posts. 

For example, replacing 30% of the more negative performances (draws and losses) by positive 

performances, which would be very good results, would result in an increase of only 0.56% 

(not shown), comparable to the result based on a 50% increase in MGC. Note that the 

percentage increase in MGC has diminishing returns. Specifically, adding more MGC at already 

higher levels does not yield the same proportional increase in customer equity as adding MGC 

at lower levels. This is not entirely clear from Table 3.7, since we are still at relatively low 

values of MGC (e.g., average MGC for losses is 3.64 posts within the match window, and one 

standard deviation is approximately 8 posts). The interaction plot (Figure 3.3) shows that at this 

range, the lines are fairly proportional, but that they tend to flatten for higher levels of MGC. 

This also supports previous literature on the effects of MGC in online forums (Homburg, Ehm 

and Artz, 2015). Finally, most of the gain in customer equity comes from the increase in 

purchase incidence as opposed to contribution margin, as can be seen by their respective 

percentage increases.  

Table 3.7: Simulation analysis 1 & 2 

Decision 

variable 

Value of decision 

variable 

Mean PI as % 

(% increase vs 

baseline) 

Mean CM in $ 

(% increase vs 

baseline) 

Customer Equity in $ 

(% increase vs baseline) 

 Baseline (actual) 63.2  206.13   4,261,905   

Match  All wins 64.2 (1.58) 207.38 (0.61) 4,344,615  (1.94) 

result All draws 62.5 (-1.11) 205.14 (-0.48) 4,202,072  (-1.40) 

 All losses 61.8 (-2.22) 204.22 (-0.93) 4,143,576  (-2.78) 

MGC  10% increase (in sd)  63.3 (0.08) 206.19 (0.03) 4,266,057 (0.10) 

 50% increase (in sd) 63.5 (0.39) 206.44 (0.15) 4,282,675 (0.49) 

 90% increase (in sd) 63.6 (0.69) 206.69 (0.27) 4,299,094 (0.87) 

 100% increase (in sd) 63.7 (0.77) 206.75 (0.30) 4,303,134 (0.97) 

 

Table 3.8 contains the results of simulation analysis 3. In a scenario with a perfect win rate 

scenario and an increase in MGC from the mean value by 50% (100%) of the standard deviation, 
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there would be a 0.02% (0.03%) increase in customer equity. Thus, when the objective 

performance criteria are perfect and CX is good, MGC level does not have a large influence on 

customer value. In the “all draw” scenario, an increase in MGC from the mean value by 50% 

(100%) would result in a 0.68% (1.35%) increase in customer equity. These numbers become 

more favorable in the “all loss” scenario such that increasing MGC from the mean level by 50% 

(100%) results in a 2.45% (2.72%) increase in customer equity. In sum, based on the challenges 

inherent in improving performance, such as accounting for a wide range of uncontrollable 

factors, these results might also suggest that managers may find a greater return from increasing 

their investments in MGC as opposed to focusing exclusively on improvements in performance 

during individual experience encounters. In addition, increasing MGC may be most effective 

in neutral or negative encounters.  

Table 3.8: Simulation analysis 3 

Match 

Result 

MGC level Mean PI as % 

(% increase vs 

match result 

baseline) 

Mean CM in € 

(% increase vs 

match result 

baseline) 

Customer Equity in $ 

(% increase vs match 

result baseline) 

All wins Mean-level for wins 64.2  207.38  4,344,615   

 50% increase (in sd) 64.2 (0.01) 207.39 (0.01) 4,345,299  (0.02)  

 100% increase (in sd) 64.2 (0.03) 207.40 (0.01) 4,345,981  (0.03)  

All draws Mean-level for draws 62.5  205.14  4,202,072   

 50% increase (in sd) 62.8 (0.56) 205.60 (0.22) 4,230,813 (0.68) 

 100% increase (in sd) 63.2 (1.11) 206.04 (0.44) 4,258,855  (1.35) 

All losses Mean-level for losses 61.8  204,22  4,143,576   

 50% increase (in sd) 62.5 (1.14) 205.12 (0.44) 4,200,664   (1.38) 

 100% increase (in sd) 63.2 (2.23) 205.99 (0.87) 4,256,120  (2.72)  

 

7.3. Managerial Implications 

We can draw a number of important, managerially relevant conclusions from our research. First, 

we demonstrate the value of SM as an effective customer (sentiment) tracking mechanism, 

which can help managers gain insight regarding customers’ experiences (de Vries et al., 2017). 

We demonstrate the utility of customer-level SM data for modeling behavior. Customers 

increasingly take to SM to provide feedback and interact with brands, as indicated by vibrant 

online communities. Feedback can be accessed anytime, from anywhere (with Internet access), 
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from any device, enabling communication immediately after experiences. Thus, we expect its 

viability as a resource for insights to only expand.  

Second, we show that Facebook page likes may not be the “holy grail” for marketers in 

terms of direct CE. On the one hand, one might expect that ‘liking’ a brand on Facebook is 

positively related to engagement (CLV) because the very act of ‘liking’ the page results in 

participation in a brand’s online community; on the other hand, it might be unrealistic to expect 

this positive relationship given that some Facebook users like hundreds of brands (John et al. 

2017). From our research, we conclude that the latter is more likely to be true.  

Finally, our results based on more restricted models in Appendix H show that SM 

information in the form of customer sentiment and page likes can be indicative of future 

behavior, even in the absence of behavioral data. That is, we can model purchase propensity 

and project direct CE of prospects for whom no behavioral data is yet observable. Thus, our 

results contribute to literature focused on prioritizing prospects based on their estimated CLV 

(Kumar and Petersen, 2012) and suggest that prospects’ social networks may also represent 

opportunities for direct CE estimation and targeting. Coupled with findings that customers 

acquired based on WOM add nearly twice as much long-term value to the firm than those 

acquired via traditional promotional marketing tactics (Villanueva et al., 2008), these results 

suggest the potential power of SM networks themselves as vehicles for marketing campaigns, 

e.g., initiatives fostering WOM in prospects’ friend network. The ability to refine such 

campaigns based on estimates of prospects’ referral values (Kumar et al., 2010b) could further 

boost the potential impact on firm value.  

8. Limitations and Future Research Directions 

This research represents one of the few empirical demonstrations of the link between CX 

encounters, MGC, customer sentiment and direct CE, an issue of great interest to managers and 

academic researchers. However, we must acknowledge several limitations that should be 

considered in evaluating our findings and that may encourage future research efforts. First, our 

study was limited to the professional sports context. While we argue that this context is ideal 

for examining the phenomena under study, additional research should extend the proposed 

empirical analysis to other contexts. The magnitude of the effects may depend on firm specific 

factors, such as industry, and customer involvement needed. Nonetheless, we believe that 

demonstrating the positive impact of MGC on customer sentiment and its subsequent influence 

on CE are important findings. Our approach could be extended into other settings in which 
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customers have a substantial SM presence. An interesting extension would be to assess the 

ability of our approach in a contractual setting, in which buyers have less discretion in terms of 

future purchase decisions.  

Our study was also limited to a time frame of four years. Although four years does enable 

us to observe multiple purchase opportunities and decisions, a longer window of time may yield 

additional insights. For example, time-varying coefficients could be used to assess the variance 

of the impact of customer sentiment on engagement over time.  

Finally, the use of SM data from Facebook alone may be viewed as a potential limitation. 

While we argue that it is particularly appropriate for our context based on evidence that sports 

fans are particularly likely to leverage Facebook to discuss sports, there remains the possibility 

that insights from other platforms may be valuable and even supplement those from Facebook 

in helping firms assess customer sentiment and model engagement. Future studies might assess 

the ability of other, or a complementary set of social networking sites, to enable customer 

sentiment measurement and prediction, and CE modeling.  
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10. Appendices 

Appendix A.1: Customer sentiment equation: Descriptive statistics 

 MEAN SD RANGE 

Red Cards 0.15 0.38 [0,2] 

Yellow Cards 1.87 1.19 [0,6] 

MGC 6.83 7.82 [1,52] 

Home match 0.52 0.50 [0,1] 

Likes MGC posts* 0.14 0.22 [0,1.59] 

Event Facebook 0.03 0.16 [0,1] 

Event attending 0.03 0.17 [0,1] 

Customer sentiment-1 0.27 0.45 [0,1] 

Other UGC valence 0.18 0.55 [-3.6,12] 

Other UGC volume 111.73 138.94 [1,1108] 

Comment length* 4.04 1.06 [1.09,8.74] 

    

Result 19% draw, 30% loss, 51% win 

Type match 9% Cup match, 19% European match, 51% normal, 21 % Play-off 

Quality opponent 49% low, 29% medium and 22% high  

*logarithm 

Appendix A.2: Customer Sentiment distribution 
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Appendix A.3: Customer sentiment equation: Correlation matrix of the relevant variables 
 

      

Red Cards 1.000        

Yellow Cards 0.279 1.000       

MGC -0.038 0.011 1.000      

Likes MGC 

posts 
-0.069 -0.052 0.264 1.000     

Customer 

sentiment-1 
-0.008 -0.004 0.019 0.062 1.000    

Other UGC 

valence 
-0.031 -0.020 0.046 0.084 0.019 1.000   

Other UGC 

volume 
-0.025 -0.050 -0.100 -0.112 -0.029 -0.007 1.000  

Comment 

length 
0.053 0.031 -0.093 -0.225 0.055 -0.054 0.149 1.000 

Correlations above absolute value of 0.009 are significant at p < 0.05, two tailed 
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Appendix B: Engagement models estimation 

The engagement model estimation is based on the Limdep implementation of the RE sample 

selection model (Greene, 2016a). Starting with the buying and contribution margin from the 

‘Method’ section: 

𝐵𝑈𝑌𝑖,𝑡
∗ =  𝛼1𝑖 + 𝛽1 𝑥1𝑖,𝑡 + 𝑢1𝑖,𝑡  ,  ( B.1) 

𝐵𝑈𝑌𝑖,𝑡
∗ > 0 𝑖𝑓 𝐵𝑈𝑌𝑖,𝑡 = 1 

𝐵𝑈𝑌𝑖,𝑡
∗ ≤ 0 𝑖𝑓 𝐵𝑈𝑌𝑖,𝑡 = 0 . 

( B.2) 

𝐶𝑀𝑖,𝑡 =  𝛼2𝑖 + 𝛽2 𝑥2𝑖,𝑡 +  𝑢2𝑖,𝑡 ,  ( B.3) 
 

where 𝛼1𝑖  and 𝛼2𝑖  are vectors of customer specific intercepts, 𝛽1 and 𝛽1  are vectors of coefficients, 

𝑥1𝑖,𝑡 and 𝑥2𝑖,𝑡 are vectors containing the predictor variables and 𝑢1𝑖,𝑡 and 𝑢2𝑖,𝑡  capture the error 

terms in the buying and contribution margin respectively (𝑢1𝑖,𝑡 ~ N[0,1] and 𝑢2𝑖,𝑡 ~ N[0,𝜎2]. Let ρ = 

cor(𝑢1𝑖,𝑡,𝑢2𝑖,𝑡), then the contribution of group i to the log likelihood can be described as: 

log 𝐿𝑖| 𝛼2𝑖, 𝛼1𝑖  =  ∑ log 𝛷(

𝐵𝑈𝑌𝑖,𝑡=0

− 𝛼1𝑖 − 𝛽1 𝑥1𝑖,𝑡)

+ ∑ [
− log 2 𝜋

𝜋
 − 𝑙𝑜𝑔 (𝜎) − 

(𝐶𝑀𝑖,𝑡 −  𝛼2𝑖 − 𝛽2 𝑥2𝑖,𝑡  )
2

2
𝐵𝑈𝑌𝑖,𝑡=1

+ log 𝛷 [
(𝛼1𝑖 + 𝛽1 𝑥1𝑖,𝑡) + (

𝜌
𝜎⁄ )(𝐶𝑀𝑖,𝑡 − 𝛼2𝑖 − 𝛽2 𝑥2𝑖,𝑡)

√1 − 𝜌2
]] 

 

( B.4) 

However, 𝛼2𝑖 and 𝛼1𝑖  are unobserved. We therefore obtain the unconditional log likelihood by 

integrating out the random effects: 

 Let 𝐿𝑖|𝛼1𝑖, 𝛼2𝑖 =  𝜓𝑖𝑡  ( B.5) 

 Then, ∬ 𝑔(𝛼1𝑖, 𝛼2𝑖) 𝜓𝑖𝑡  𝑑 𝛼2𝑖𝑑𝛼1𝑖  ( B.6) 

In order to solve this, Monte Carlo simulation is used and the integral is approximated by  
 

𝐸𝛼1𝑖,𝛼2𝑖
[𝐿𝑖|𝛼1𝑖, 𝛼2𝑖]  ≈  

1

𝑅
 ∑ 𝐿𝑖|𝛼1𝑖𝑟, 𝛼2𝑖𝑟,𝑅

𝑟=1   ( B.7) 

where 𝛼1𝑖𝑟, 𝛼2𝑖𝑟 are R random draws from the joint distribution of 𝛼1𝑖𝑟 and 𝛼2𝑖𝑟. The approximation 

improves with increasing R. The simulation allows for two parameters to be set: the method of 

random draws and the number of draws. Based on the recommendations in Greene (2016b) we use 

1000 Halton draws (for a more in depth discussion of Halton draws, see Greene (2016b) and Train 

(1999)).  

Then, the total log likelihood can be described as:  

log 𝐿 =  ∑ log 𝐿𝑖
𝑁
𝑖=1   ( B.8) 

This likelihood function is then maximized by solving the likelihood equations: 
∂ log 𝐿

∂Θ
=  ∑

𝜕𝑙𝑜𝑔𝐿𝑖

𝜕𝛩
𝑁
𝑖=1 = 0,  ( B.9) 

where Θ refers to the vector of parameters in the model. These derivatives must be approximated as 

well. Please see Greene (2016b) for a detailed description of the process.  
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Appendix C: Engagement models without random effects 

 Purchase incidence Contribution margin 

Variables Estimate  z-score Estimate  z-score 

Intercept -0.42 *** -9.82   159.86 *** 53.00   

Customer Sentiment̂  0.04 *** 4.15   1.61 * 1.85   

Share of Engagement 0.00 

 

-0.27   -0.53 

 

-0.58   

Customer Sentiment̂ * Share of 

Engagement 0.00  0.23   0.44  0.69   

Page Like 0.01  0.62   1.32  0.71   

Purchaset-1 1.24 *** 37.14   

   
PurchaseAmountt-1    89.07 *** 276.19   

Price paid 0.03 * 1.87      

Tenure 0.01  0.92   3.41 *** 3.80   

Contact Volume -0.05 *** -3.57   -2.66 ** -1.98   

Year2014*Contact Volume 0.08 *** 3.39   4.73 *** 2.62   

Click-through Rate 0.06 *** 5.73   3.81 *** 4.18   

Consumption 0.17 *** 10.74   -2.89 ** -2.51   

Gender 0.05 ** 2.24   7.28 *** 3.92   

IMR 0.03 *** 3.30   12.10 *** 15.90   

      

σ 102.5***       612.80     

ρ 0.85 ***       252.13 

Year dummies Included 

AIC 198,186.6 

Log-Likelihood -99,058.32 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized; subscripts are not included for clarity, except for the 

lagged dependent variables 
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Appendix D.1 : Descriptive summary of the variables in the Engagement model 

 PURCHASE INCIDENCE CONTRIBUTION MARGIN 

VARIABLES MEAN SD RANGE MEAN SD RANGE 

Customer Sentiment̂  0.64 0.08 [0.30,0.98] 0.64 0.08 [0.30,0.98] 

Share of engagement 15.64 20.29 [0,198] 15.67 20.29 [0,198] 

Page Like 0.56 0.49 [0,1] 0.58 0.49 [0,1] 

Tenure 4.95 3.08 [0,10] 5.22 2.98 [0,10] 

Purchaset-1 0.64 0.48 [0,1]    

purchaseAmountt-1    257.86 125.36 [0,3120] 

Price Paid 145.58 130.66 [0,814]    

Contact Volume* 0.43 0.62 [0,1.65] 0.46 0.64 [0,1.65] 

Click-Through Rate 0.02 0.06 [0,1] 0.02 0.07 [0,1] 

Consumption 0.26 0.33 [0,1] 0.35 0.35 [0,1] 

Gender 0.76 0.42 [0,1] 0.80 0.4 [0,1] 

*logarithm 

Appendix D.2 : Distribution of purchase incidence and contribution margin  
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Appendix D.3 : Correlation matrix of the relevant variables in the Engagement model 

Correlation for purchase incidence equation 
 

       

CustomerSentiment̂  1.000 
    

  

Share of engagement 0.080 1.000 
   

  

Tenure 0.010 -0.008 1.000 
  

  

PricePaid 0.033 -0.024 0.270 1.000 
 

  

ContactVolume -0.018 0.057 0.187 0.151 1.000   

Click-through rate -0.051 -0.018 0.076 0.372 0.320 1.000  

Consumption -0.077 0.119 0.243 0.384 0.358 0.206 1.000 

Correlations above absolute value of 0.013 are significant at p < 0.05, two tailed 

 

Correlation for contribution margin equation 
 

       

CustomerSentiment̂  1.000 
    

  

Share of engagement 0.086 1.000 
   

  

Tenure -0.001 -0.026 1.000 
  

  

PurchaseAmountt-1 0.049 -0.043 0.290 1.000 
 

  

Contact Volume -0.010 0.055 0.166 0.152 1.000   

Click-through rate -0.057 0.018 0.069 0.394 0.339 1.000  

Consumption -0.089 0.146 0.271 0.374 0.429 0.214 1.000 

Correlations above absolute value of 0.016 are significant at p < 0.05, two tailed 
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Appendix E: Customer Sentiment Equation Results with 1 and 3 day timeframe 

 

 1-day timeframe  3-day timeframe 

Variables Estimate z-score  Estimate  z-score 

Intercept 0.979 *** 6.626 
 

0.607 **   3.765 

Result (Lost)m -0.349 *** -4.057  -0.357 *** -3.907 

Result (Won)m 0.894 *** 11.589  1.134 *** 13.664 

RedCardsm -0.052 *   -1.747  -0.051 *   -1.647 

YellowCardsm -0.041     -1.487  0.004     0.120 

TypeMatch (Eur)m 0.085     0.665  0.324 **   2.371 

TypeMatch (Nor)m 0.073     0.628  0.091     0.735 

TypeMatch (PO)m 0.138     1.083  0.166     1.223 

QualityOpponent (Medium)m -0.001     -0.011  0.122     1.466 

QualityOpponent (High)m 0.031     0.416  0.045     0.565 

MGC u,c,m 0.211 *** 6.052  0.262 *** 4.607 

ResultLostm * MGCu,c,m 0.427 *** 8.425  0.044     0.595 

ResultWonm * MGC u,c,m -0.303 *** -7.723  -0.263 *** -4.318 

Home Matchm -0.119 **   -2.121  -0.080     -1.325 

LikesMGCPostsu,c,m 0.254 *** 17.946  0.235 *** 12.956 

EventFacebooku,m 0.178 **   2.462  0.128     1.367 

EventAttending u,m -0.101     -1.510  -0.050     -0.579 

Customer Sentiment u,c,m-1 0.118 *** 4.840  0.056 *   1.813 

Other UGC Valence u,c,m 0.122 *** 10.835  0.072 *** 5.243 

Other UGC Volume u,c,m 0.095 *** 7.114  0.128 *** 7.322 

Comment length u,c,m -0.142 *** -12.228  -0.018     -1.285 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized 
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Appendix F: Engagement model with weighted predicted Customer Sentiment 

 Purchase incidence Contribution margin 

Variables Estimate  z-score Estimate  z-score 

Intercept -0.28 *** -6.73   165.71 *** 65.11   

Customer Sentiment̂  0.05 *** 4.49   1.70 ** 2.04   

Share of Engagement 0.00 

 

-0.35   -0.58 

 

-0.69   

Customer Sentiment̂ *  Share of 

Engagement 0.00  0.37   0.48  0.79   

Page Like 0.02  0.85   1.81  1.12   

Purchaset-1 1.07 *** 31.61   

   
PurchaseAmountt-1    75.66 *** 303.24   

Price paid 0.09 *** 5.46      

Tenure 0.01  1.21   5.63 *** 6.65   

Contact Volume -0.05 *** -3.53   -2.72 ** -2.21   

Year2014*Contact Volume 0.07 *** 3.21   3.72 ** 2.21   

Click-through Rate 0.06 *** 5.81   3.68 *** 4.50   

Consumption 0.19 *** 12.54   2.57 ** 2.41   

Gender 0.06 ** 2.46   8.94 *** 5.32   

IMR 0.02 ** 2.42   14.58 *** 22.85   

      

σ 0.01                  0.06     

ρ 0.89 ***       317.23 

Year dummies Included 

AIC 198,046.5 

Log-Likelihood -98,986.23 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized; subscripts are not included for clarity, except for the 

lagged dependent variables 
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Appendix G: Endogeneity due to social effects 

Given that we investigate social effects from observational data, possible identification issues arise 

due to endogeneity (Manski 1993). The main concern is that social connections show similar 

behavior not only as a result of tie influence, but due to other reasons, referred to as unobserved 

correlations (Manski 2000; Nitzan and Libai 2011). This would render our social variables endogenous 

and could bias our parameter estimates. In this appendix, we show how we attempted to mitigate 

this issue.    

  

1) The observed social effects can be due to endogenous effect, which refers to the propensity of 

an individual to behave in some way can vary with the behavior of the group. This is also 

called the ‘simultaneity’ or ‘reflection’ problem in literature (Manski 1993). In our specific 

case, this refers to the problem that for instance a defecting neighbor or spending affects the 

defection or spending of the focal customer, and at the same time the focal customer’s 

defection or spending influences the neighbor. In accordance with previous literature (e.g., 

Iyengar, Van den Bulte, and Lee 2015; Iyengar, Van den Bulte, and Valente 2010; 

Manchanda, Xie, and Youn 2008; Risselada, Verhoef, and Bijmolt 2013), we mainly use 

temporal precedence in order to avoid simultaneity, i.e. we model social contagion in terms of 

lagged rather the contemporaneous peer effects (e.g., our variable contains the number of 

defectors in period t in order to predict defection in period t +1)1. Moreover, the reflection 

problem is not very likely since we also control for lagged behavior of the focal customer 

(Iyengar, Van den Bulte, and Lee 2015).  

2) There may be confounding environmental factors (contextual effects), in which the propensity 

of an individual to behave in some way is influenced by unobserved factors (external shocks) 

that also influence the group varies with the exogenous characteristics of the group or external 

shocks to which the group is exposed (Aral, Muchnik, and Sundararajan 2009). Examples in 

our specific case can be the absence of the championship title or good player transfers. Time 

specific variables, included in our model, can capture these external shocks.  

3) Third, there may be correlated or social effects, which reflects the tendency of customers in a 

group to behave similarly because of similar individual characteristics. In order to account for 

these effects, previous models have incorporated variables that indicate similarity such as 

demographics (Nair, Manchanda, and Bhatia 2010; Nitzan and Libai 2011), or by including a 

random effect specification for heterogeneity (Hartmann et al. 2008). Thus, in our model we 

also control for these effects by including demographics and random effects per customer.   

1Note that the implicit assumption is made that the customers are not forward looking with regard to their own 

and other’s behavior 
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Appendix H: Engagement model with network variables 

Table H1: Purchase incidence equation  

 

 Model 1: only SM related 

variables 

Model 2: SM and network 

info 

Model 3: complete model 

Variables Estimate z-score Estimate z-score Estimate z-score 

Intercept 
0.63 *** 21.63   0.68 ***  23.60   0.28 ***  3.80   

Customer Sentiment̂  
0.08 *** 3.27   0.10 ***  5.26   0.09 ***   4.95   

Share of Engagement 
-0.01  -0.43   -0.02  -0.95   -0.01  -0.75   

SoE *  

Customer Sentiment̂  
0.00  0.06   -0.00  -0.04 -0.00  -0.12   

Page Like 
0.12 *** 3.18   0.14 ***  4.30   -0.01  -0.16   

Network Customers 
   0.38 ***  17.33   0.17 ***   8.94   

Network Defection 
   -0.01  -0.69   -0.04 ***   -2.59   

Homophily 
   0.01  0.38   0.01  0.58   

Purchaset-1 
      0.98 ***   17.01   

Price Paid 
      0.05 **    2.12   

Tenure 
      0.00  0.16   

Contact Volume 
      -0.06 **   -2.57   

Year2014*Contact 

Volume 
      0.03  0.73 

Click-through Rate 
      0.10 ***   5.35   

Consumption 
      0.36 *** 14.89   

Gender 
      -0.01  -0.14   

IMR 
0.080 *** 8.66   0.100 *** 6.53   0.01  .93   

          

Year dummies Included Included Included 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized; subscripts are not included for clarity, except for the 

lagged dependent variables 
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Table H2: Contribution margin equation 

 

 Model 1: only SM related 

variables 

Model 2: SM and network 

info 

Model 3: complete model 

Variables Estimate z-score Estimate z-score Estimate z-score 

Intercept 182.55 *** 111.97 183.97 ***     117.16   192.52 ***  76.56   

Customer Sentiment̂  3.90 *** 5.00   3.56 ***    4.75   1.65 **    2.05   

Share of Engagement -0.49 

 

-0.66   -1.65 **       -2.28   -0.95 

 

-1.23   

SoE *  

Customer Sentiment̂  -0.05  -0.09   -0.11  -0.18   -0.67  -1.07   

Page Like 4.63 *** 3.38   3.94 ***     2.95   -0.31  -.020   

Network Spend    3.84 ***    4.90   6.20 ***  12.84   

PurchaseAmountt-1       33.39 ***  61.73   

Tenure       6.22 *** 7.89   

Contact Volume       -1.44  -1.30   

Year2014*Contact 

Volume  

 

  

 

 0.75   0.44   

Click-through Rate       2.58 ***  3.86   

Consumption       6.28 ***  5.88   

Gender       6.49 ***  3.69   

IMR 19.41 *** 38.46   18.31 ***    33.79   11.15 *** 18.08   

          

σ 0.02  0.09  0.022  0.09  0.02  .08  

ρ 1.00 ***  1.00 *** ****** 0.90 *** 156.8  

Year dummies Included Included Included 

AIC 86,951.6 86,832.7 85,082.2 

Log-Likelihood -43,453.81 -43,390.34 -42,500.10 

Note: * p<0.1, ** p<0.05, *** p<0.01; coefficients are standardized; subscripts are not included for clarity, except for the 

lagged dependent variables 

  



     

 
 

4 
The Added Value of Social Media Data in B2B 

Customer Acquisition Systems: A Real-life 

Experiment  
  



Chapter 4 

114 
 

4. The Added Value of Social Media Data in B2B 

Customer Acquisition Systems: A Real-life 

Experiment  
 

Abstract 

Business-to-business organizations and scholars are becoming increasingly aware of the 

possibilities social media and predictive analytics offer. Despite the interest in social media, 

only few have analyzed the impact of social media on the sales process. This paper takes a 

quantitative view to examine the added value of Facebook data in the customer acquisition 

process. In order to do so, we devise a customer acquisition decision support system to qualify 

prospects as potential customers, and incorporate commercially purchased prospecting data, 

website data and Facebook data. Our system is subsequently used by Coca Cola Refreshments 

Inc. (CCR) to generate calling lists of beverage serving outlets, ranked by their likelihood of 

becoming a customer. In this paper we report the results, in terms of prospect- to- customer 

conversion, of a real-life experiment encompassing nearly 9,000 prospects. The results show 

that Facebook is the most informative data source to qualify prospects, and is complementary 

with the other data sources in that it further improves predictive performance. We contribute to 

literature in that we are the first to investigate the effectiveness of social media information in 

acquiring B2B-customers. Our results imply that Facebook data challenge current best practices 

in customer acquisition.  

This chapter is based on the published article Meire, M. , Ballings, M. and Van den Poel, D. (2017). 

The Added Value of Social Media Data in B2B Customer Acquisition Systems: A Real-life 

experiment, Decision Support Systems, 104, December 2017, p26-37. 
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1. Introduction 

While social media have given rise to a vast body of literature in marketing (e.g., Goel and 

Goldstein, 2013; Goh et al., 2013; Kumar et al., 2015; Xie and Lee, 2015), most of this research 

focuses on business-to-consumer (B2C) applications. Within business-to-business  (B2B) 

environments, the potential of social media has already been recognized, but the adoption of 

social media is slower compared to B2C companies (Michaelidou et al., 2011). Existing 

literature describes in a qualitative way how social media can be used, mainly within a B2B 

selling process or relationship. However, any formal model or analysis of the abundance of 

social media data in a B2B environment is lacking.  

The magnitude of these social media data becomes most apparent if we look at some 

summary figures. Facebook3 contains over 60 million company pages and 1.79 billion active 

user profiles interacting with these pages at the end of 2016 (Facebook, 2016; VentureBeat, 

2016), and serves as a prime example of big data (Wedel and Kannan, 2016). These magnitudes 

of new (e.g., voice, text, photo and video) data bring along new challenges. Indeed, the 

Marketing Science Institute (MSI) lists as one of its research priorities for 2016-2018 “New 

data, new methods, and new skills- how to bring it all together?” with key issues described as: 

“How to bring multiple sources and types of information together […] to make better decisions 

[…].”, “Integrating big data analysis with managerial decision making.”  and “New approaches 

and sources of data – what are the roles of artificial intelligence, […], machine learning?” (MSI 

Research Priorities 2016-2018, 2016). According to Lilien (2016), there is also a spiking 

interest of B2B selling firms for machine learning and predictive analytics, driven by new data 

sources that become available. In summary, several authors have stated the need to explore the 

added value of big data applications and analytics in business environments, thereby taking into 

account the data, tools and algorithms that can be used (e.g., Baesens et al., 2016; Wedel and 

Kannan, 2016). Recently, Chen et al. (2015) showed that the use of big data analytics was 

responsible for 8.5% explained variance in asset productivity and 9.2% explained variance in 

business growth, which indicates the relevance of big data for value creation.   

We add to existing literature concerning B2B social media usage by incorporating social 

media within a B2B customer acquisition decision support system. In the history of customer 

relationship management (CRM), the acquisition process has received less attention compared 

                                                           
3 We chose Facebook as our focus of analysis as this is by far the largest network in terms of users and available 
variables and is named as one of the ‘big three’ in ‘big data’ (Leverage New Age Media, 2015) 
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to retention and customer lifetime value (CLV). The underlying reasons are that the customer 

acquisition process is more complex, less data of poorer quality are available, and customer 

acquisition is typically more expensive compared to retention campaigns (Reinartz and Kumar, 

2003). The rise of social media can be conceived of as an opportunity to obtain a better defined 

profile of prospects, thereby allowing to create better customer acquisition prediction models. 

Specifically, we evaluate the predictive value of data extracted from the prospects’ social media 

page (Facebook pages), and compare it with data extracted from their website, and data that the 

focal company buys from a specialized vendor. We implement this research using a real-life 

experiment with Coca Cola Refreshments USA Inc. (CCR) in which we had CCR’s call center 

call nearly 9,000 prospects. Prospects in this particular case refer to on premise beverage-

serving companies such as bars and restaurants, which we call outlets from hereon.  

The main contributions of this paper are: 1) We posit, evaluate and assess a customer 

acquisition decision support system on a large scale and show the financial benefits of this new 

approach using a real- life experiment with Coca Cola Refreshments USA, 2) We add to the 

existing B2B social media literature by taking a quantitative, big data view on social media 

instead of a qualitative one and 3) We add to the existing B2B acquisition literature by 

incorporating a new, freely available data source over established data sources for better 

prediction models.  

In the next section, we will first review the B2B acquisition process, previous literature on 

social media in a B2B environment and the potential added value of social media for B2B 

customer analytics. Next, we describe our data sources, along with the methodology. This 

methodology is evaluated in a real-life experiment in the Results section. Subsequently, we 

provide a discussion of the results and the implications for business implementations. The final 

section addresses limitations and outlines future research.  

2. Literature review 

2.1. B2B acquisition framework 

The customer acquisition process is a very complex process, especially in a B2B environment. 

Organizations’ buying decisions are taken by a group of people, often called the Decision 

Making Unit (DMU), and rely on budget and cost considerations (Webster and Wind, 1972). 

Typically, the process is split up in different stages. We follow the approach outlined in D’Haen 

and Van den Poel (2013). Their ‘sales funnel’ consists of four stages. In the first stage, there is 

only a list of suspects. These are all potential new customers (D’Haen and Van den Poel, 2013). 
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In most industries, a complete list of potential customers does not exist and in this case the list 

should be thought of as an ideal. Subsequently, this initial list is reduced to a list of prospects 

that can be identified. This is the stage where most companies start the sales process, either with 

an acquired list from a specialized vendor (Blattberg et al., 2008) or with a list obtained from 

the marketing department (Sabnis et al., 2013). The third stage consists in qualifying these 

prospects, which yields a list of leads. Typically, in practice, qualifying prospects is based on 

intuition, gut feeling and simple rules (Jolson, 1988; Monat, 2011). However, more informed 

approaches exist as explained in Blattberg et al. (2008): profiling, random testing of prospect 

lists, a two-step acquisition model and regression models. These approaches have proven their 

usefulness in several applications (e.g., D’Haen et al., 2016; Reinartz et al., 2005; van 

Wangenheim and Bayón, 2007). Finally, in the fourth stage of the sales funnel, the lead is 

converted to a real customer.  

Similar to the complexity of the sales process, the modeling of this process can be seen as 

a complex undertaking. Indeed, D’Haen and Van den Poel (2013) point out the iterative nature 

of the sales process. In a first phase, there is only information available on customers versus 

prospects. Hence, a type of profiling method is used, identifying prospects that look similar to 

existing customers. Each prospect receives a score that reflects the probability to become a 

customer. Subsequently, this list of prospects is given to the sales team. The second phase starts 

when feedback on the first list of prospects is received (D’Haen and Van den Poel, 2013). This 

feedback can take various forms, depending on the stage of the acquisition process that the 

company is interested in. Examples are the qualification of the prospects as good or bad leads, 

prospects entering a sales conversation or not, and the closure of a deal or not. Which definition 

of feedback is most suitable depends on the nature of the business, the time window and the 

resources of the company: information on the closure of a deal is the most interesting type of 

feedback to a company, but given the long sales cycle in B2B-sales (Kumar et al., 2013), it may 

be more effective to use the qualification as good or bad leads as feedback. This feedback gives 

the opportunity to model the second phase in which the ‘good’ prospects are modeled versus 

the ‘bad’ prospects, in terms of the feedback received. Finally, this process is iterative as the 

model can be re-estimated and refined each time new feedback becomes available (D’Haen and 

Van den Poel, 2013). In this paper we apply this iterative model on a large-scale real-life case 

study, thereby helping to validate this model. In Phase I, we estimate and evaluate the quality 

of the probability of prospects to become a customer, based on the similarity with customers. 
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In Phase II, with feedback data available, we model which prospects will be converted into 

customers, based on information from previous successful conversions (Reinartz et al., 2005). 

2.2. Social media in a B2B sales context 

Several authors have tried to obtain more insight into the reasons of success of an acquisition 

attempt (e.g., Walker et al., 1977; Weitz et al., 1986; Zoltners et al., 2008), and most of this 

research focuses on the antecedents of salespersons’ performance. Weitz et al. (1986) mention 

the capabilities of a salesperson, driven by knowledge and information acquisition skills, as 

important factors. More recent work stresses the adoption of information technology by the 

sales force (Ahearne et al., 2008; Schillewaert et al., 2005), and shows a positive relationship 

between the use of IT and sales performance mediated by the positive influence of IT on 

knowledge and adaptability of the salesperson. Moreover, Zoltners et al. (2008) show that data 

and tools available to the sales team are one of the drivers of sales force effectiveness and are 

seen as one of the high impact opportunities for sales teams by both practitioners and academics. 

With the recent rise of social media as a new data source, the use of social media within a B2B 

context thus provides new opportunities to improve sales force effectiveness. The (B2B) sales 

process becomes more and more influenced by the internet and more specifically, social media 

(Marshall et al., 2012). While Michaelidou et al. (2011) mention that that the adoption of social 

media by B2B companies is slower compared to the B2C markets, the usefulness of social 

media in a B2B context has already been recognized by several scholars. Giamanco and 

Gregoire (2012) suggest three stages in which social media can be used. These stages are 

prospecting (i.e., finding new leads), qualifying leads, and managing relationships. In the first 

stage, sales representatives use social media to identify potential buyers. In the second stage, 

the quality of these leads is examined using information available on social media (e.g., ‘Does 

this person have the authority to buy?’, ‘Do they have a budget?’ (2012). Finally, social media 

can be used to manage the relationships with existing customers. The social media they refer to 

are LinkedIn, Twitter and Facebook. Similarly, Rodriguez et al. (2012) identified a three step 

process using social media: creating opportunity, understanding customers and relationship 

management. It is clear that these steps are linked to the previous ones and the main difference 

is that the relationship stages are expanded over several categories. Creating opportunity 

embraces both the prospecting and qualifying stages of Giamanco and Gregoire (2012). 

Moreover, these authors show that social media usage has a positive effect on the results of 

prospecting and qualifying activities (Rodriguez et al., 2012). Finally, Andzulis et al. (2012) 

state that social media can and should be integrated into the entire sales process.  
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These papers share the common idea that social media are important in a B2B selling 

context. They posit ideas and frameworks and elaborate on how salespeople can identify new 

prospects, on how they can use social media to identify the good prospects and how social 

media can be used to start or maintain the relationship with the customer. Social media are 

recognized as a tool to make the sales process less costly and more effective and are seen as an 

extension of traditional customer relationship management (CRM), leading to Social CRM 

activities (Rodriguez et al., 2012; Trainor et al., 2014). By building rapport with the prospective 

customer, the accuracy of the sales process is expected to increase.  

While the papers mentioned in the previous paragraph have in common that they highlight 

the importance of social media, they also share some limitations. Most of the papers focus on 

identifying and qualifying procurement officers of prospective companies. This is a 

generalizing view on the sales process, which may not always be suitable. First, while the focus 

on individual members of a DMU is necessary for complex products and buying organizations, 

Homburg et al. (2011) indicate that the customer orientation is dependent on the standardization 

of the product, the importance of the product and competitive intensity. Thus, this suggests that 

such a degree of customer knowledge is not required for certain products or markets (Verbeke 

et al., 2008) and would even lower overall sales performance in these cases (Homburg et al., 

2011). Second, in many cases the prospects or leads are delivered by the marketing department 

(Sabnis et al., 2013) based on lists from specialized vendors, which reduces the need to identify 

prospects based on social media. Moreover, the process of identifying and qualifying leads is a 

very time consuming process, in terms of searching and evaluating the available information. 

Sabnis et al. (2013) mention that there are already a lot of competing demands on the sales 

representative’s time. Verifying social media profiles of generated leads would thus not be 

probable either, and the literature does not mention whether or where social media can 

otherwise help to solve this issue. All in all, we feel that the current qualitative focus on social 

media in the literature ignores important opportunities, related to the big data nature of social 

media.  

With this research, we aim to overcome these limitations and take a different view on the 

use of social media in the sales process by looking at social media as ‘big data’ (Baesens et al., 

2016). We will focus specifically on the ‘qualifying’ stage of the sales process. First, we focus 

on company characteristics instead of specific buyer information by using companies’ social 

media pages. This approach is justified by the standardization of the product of the B2B 

company studied, Coca-Cola Refreshments USA (Homburg et al., 2011), and the fact that we 
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are dealing with bars and restaurants in which the DMU is mostly restricted to one person (the 

owner). Second, we use an automatic approach to collect and process information, eliminating 

the manual screening of social media profiles and thus freeing up time for other activities. Third, 

we determine the usefulness of social media to reduce the prospect list to a greatly reduced list 

of leads, which are worth pursuing by sales representatives. In sum, we move social media use 

in a B2B context from a purely describing, qualitative view to a data-oriented which uses 

information systems to collect, clean and analyze the data based on machine learning 

techniques.   

2.3. Social media as a data source  

The main challenge when qualifying leads is the lack of qualifying characteristics (Järvinen and 

Taiminen, 2016). Indeed, for prospect scoring, the seller can only rely on data that is either 

publicly available or available for purchase, as there is no formal relationship with the prospect 

yet. This data is, however, not always relevant or informative with respect to the prospect’s 

interest in the product (Long et al., 2007). Therefore, from a big data perspective, it is important 

to gather different data sources and apply algorithms to filter out relevant information. Firms 

have started to realize this and are now collecting huge amounts of data from diverse sources 

to increase prediction model performance (Lilien, 2016). We collect data from three sources: 

commercially purchased data, websites and social media. We hypothesize social media to be 

the richest source of information when compared to websites and commercially purchased data, 

based on three advantages of social media.  

First, commercial data from specialized vendors is a very expensive source of information, 

given that these lists tend to be of poor quality (D’Haen et al., 2013) as they often provide ‘best 

estimates’ of data (e.g., estimates of revenue (Laiderman, 2005)) and contain a lot of missing 

values (D’Haen et al., 2016). Websites and social media pages, however, are generated by the 

company mainly to provide information to customers or other stakeholders (D’Haen et al., 

2016). In that respect, companies benefit from providing correct and complete information, 

making this a more reliable source of information (Melville et al., 2008). Previous research had 

already shown that website data provide better estimations compared to commercially available 

data (D’Haen et al., 2013). 

Second, we reason that social media pages also have advantages over websites, since the 

information on social media pages is updated more frequently (e.g., regular posts on a Facebook 
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page) and the information comes in a standardized format (e.g., JSON files extracted using the 

API) versus the unstructured text on websites, which makes it more difficult to analyze.  

Finally, we believe that different information types are available on social media. Yu and 

Cai (2007) indicate three types of data that help qualifying B2B customers: company 

characteristics, customer behavior and attitudinal information. The customer’s company 

characteristics indicate the business background, the size of the company, the geographic 

location and product range, amongst others. Customer behavior includes transaction records of 

the customer with the company. Attitudinal information includes the attitudes of the customer-

company towards its vendors, personnel, service and customers, and the vision of the customer-

company. Customer behavior is not available for prospects and can be ignored for this analysis. 

Commercial data typically contain company characteristics (Laiderman, 2005), and D’Haen et 

al. (2016) mention that websites provide similar information compared to commercial data, but 

more complete. Next to company characteristics, we argue that Facebook pages do contain 

attitudinal information such as the attitude and communication of a prospect towards and with 

its own customers, the vision of the prospect and popularity (in terms of the number of likes or 

visitors), and reviews about the prospect. Indeed, the corporate brand can be build and sustained 

using Facebook pages (Brito Pereira Zamith et al., 2015). It can be argued that this extra 

information provides more detailed insights into the prospect organization, as similar company 

‘personalities’ (Keller and Richey, 2006) can provide an extra dimension of knowledge over 

company characteristics. Given the rich information present in social media data, we 

hypothesize social media data to be most predictive for customer acquisition, as data quality is 

the best driver to boost predictive model performance (Baesens et al., 2016).  

As a conclusion, we summarized the relevant literature concerning customer 

acquisition in Table 4.1. This table helps to highlight the three main contributions of this 

paper to extant literature as outlined in the introduction. 
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Table 4.1: Literature review on Customer Acquisition 
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3. Methodology 

3.1. Data 

Our literature review indicates that external data sources are crucial to obtaining information 

on prospects. Indeed, the company does not have rich transactional data (e.g. sales data) 

available from prospects as they have not been customers yet. We employ three types of data 

sources: purchased commercial data from a specialized vendor, data from the prospects’ web 

pages and data from the prospects’ Facebook pages. Given the importance of these data sources, 

we will discuss each of them in more detail below. Data collection started with the commercial 

data, as this was available for all prospects and customers, and we took a random subsample of 

92,900 instances. Next, we looked for the websites of these companies, which resulted in 65,391 

records with available websites. Finally, we identified the Facebook pages and end up with 

26,622 companies for which all data where available.  This data set consisted of 17,536 existing 

customers and 9,086 prospects. These were used as input for Phase I. Phase II only uses the 

prospects and thus has a total input of 9,086 observations. We summarize all variables in 

Appendix A. For the categorical variables, we include (a range of) proportions in Appendix A, 

while we provide descriptive statistics of the continuous variables in Appendix B. 

3.1.1. Commercial Data 

The commercial data were acquired from a specialized vendor by the focal company, CCR. 

However, this list of companies mainly served to identify prospects, ignoring the available 

information to score the prospects based on a formal model. The type of information included 

in the commercial data are company size (sales volume, number of employees, square footage 

and number of PCs), industry type (NAICS-code and further industry sub classification) and 

other business demographics (women owned, ethnic background of owner, spoken language of 

owner, homebased business, credit score, franchise indicator, region and related census data for 

the region). The website of the prospects was also available. In total, 67 variables were created 

from the commercial dataset, all dummy variables.  

3.1.2. Web Data 

As a second source of information, we use the publicly available websites of the prospect 

companies. Therefore, we developed software to crawl the website information of all prospects 

(the website addresses were present in the commercial dataset). Subsequently, the unstructured 

information is turned into usable features by applying text mining techniques to the website 

text. We follow the standard procedures in text mining (Meire et al., 2016). First, raw text 
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cleaning is applied in combination with stop word removal. Second, a document-term matrix is 

produced. This matrix links a website to all the words that occur on the website, which results 

in a sparse matrix not useful for modeling purposes. Hence, we apply Latent Semantic Indexing 

(LSI) (Deerwester et al., 1990), a technique that allows to reduce the dimensionality of the 

feature space. This technique uses Singular Value Decomposition (SVD) to reduce the 

document-term matrix to its first k singular vector directions. Given that most of the variance 

is captured within the first singular vectors, this method reduces the need to include many 

predictors while keeping most of the variance. We use the first 50 singular vectors in all 

subsequent analyses. 

Based on recommendations of D’Haen et al. (2016), we also include expert knowledge, 

which is defined as the information that is deemed important by the salespersons based on 

previous experience. This expert knowledge consists of links to the contact form and social 

media (Facebook, Twitter and Instagram) on the website. Indeed, one drawback of the LSI 

method is that specific information may be lost, which is solved by incorporating these specific 

features directly in the models. Thus, in total, we use 53 (50 singular vectors + 3 expert 

knowledge) features from the website text.  

3.1.3. Facebook Pages 

The third source of information consists in Facebook pages. This refers to all information about 

a prospect that can be found on the Facebook page of a prospect. This Facebook page is a 

publicly available web page within the Facebook social network, set up by the prospect, in order 

to communicate to and connect with clients.  

In a first stage, we need to identify the Facebook pages of the companies. We set up an 

information system consisting of two steps. First, we set up a smart searching algorithm that 

searches for the prospect’s Facebook page using the name of the company, the address and the 

website address. In a second stage, we extracted information from the Facebook pages using 

the publicly available Facebook API and software that we custom developed. The information 

comes as a JSON-file, making processing easy and fast compared to the processing of 

unstructured textual information from websites.   

The data drawn from the Facebook page can be divided into the two broad categories that 

we outlined in the literature review, company characteristics and attitudinal information. First, 

the Facebook page contains company characteristics such as the price range, industry category 

and services. Furthermore, we include dummy variables indicating how complete the Facebook 
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page is (e.g., phone, webpage and location). Second, the Facebook page contains attitudinal 

information. We include communication of the company with clients such as the number of 

posts on the Facebook page, the time between two posts and the number of comments, likes 

and shares of these posts. Moreover, we add measures such as the number of likes, the number 

of check-ins and the number of messages in which the company was ‘tagged’ to include 

popularity measures of the company. In total, 99 variables were created based on Facebook 

input.  

3.2. Models 

3.2.1. Phase I models 

In line with the theoretical foundations laid out in the literature review, we build two models. 

First, we start with an initial model that assumes no knowledge about converted versus non-

converted prospects (Phase I). This is called the look-alike model or profiling (Blattberg et al., 

2008; Lilien, 2016), because we identify ‘good prospects’ based on the similarity of their 

characteristics with existing clients. We specify our dependent variable based on the current 

status of the outlet (i.e., customer vs prospect). Subsequently, we model the dependent variable 

as a function of our independent variables of commercial, website and Facebook information 

and derive the propensity that the prospect belongs to the customer group. We use the Random 

Forest (Breiman, 2001) algorithm to perform the classification task. Next, we rank the prospects 

based on their predicted score, which represents their probability of becoming a customer. This 

approach has several advantages over unsupervised learning methods commonly used for look-

alike models. First, the Random Forest algorithm is more appropriate compared to unsupervised 

learning and other supervised learning algorithms given the high dimensionality of the problem, 

as it is robust to overfitting (Schwartz et al., 2014). Moreover, Random Forest does not assume 

a linear relationship between the predictors and the dependent variable, which is a desirable 

feature when working with textual data. Finally, Random Forest has been shown to be among 

the best all-round classification techniques (Fernández-Delgado et al., 2014; Lash and Zhao, 

2016), next to for instance Support Vector Machines or Artificial Neural Networks.  

3.2.2. Experiment 

The result of the first stage is a list (or multiple lists based on the different datasets tested), 

ranking the prospects from high to low probability of becoming a customer. This list is passed 

back to Coca Cola Refreshment’s call center to set up the call action. Importantly, in order to 

avoid any bias in the results, we provided the call center with a non-ranked list and without 
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prediction score (D’Haen et al., 2016). In order to control this, we calculated the correlation 

between the historical performance of the sales persons and the percentage of top-10, top-20 

and top-50 ranked prospects assigned to each of the salespeople. The resulting correlations are 

-0.07, -0.09 and -0.13, respectively, which illustrate that the prospects were indeed randomly 

assigned. Moreover, all prospects were contacted by telephone and using standardized calling 

scripts. This is important for comparison of the results, as Hansotia and Wang (1997) show that 

the offer characteristics may influence response behavior.  

 CCR agreed to call all prospects on the list, including low-ranked prospects. This has the 

advantage that we gain insight into the overall model performance and the shape of the lift 

curve, compared to calling only the top x-percentage of the list. This is interesting from both a 

practical point of view (e.g., to evaluate what is the optimal number of prospects to call or visit 

(Verbeke et al., 2012)) as well as for future research and modeling considerations. Moreover, 

it allows to have more training data available for a (presumably) better Phase II model. After 

six months, we evaluate whether the called prospects were eventually converted to customers 

or not. In total CCR called 9086 prospects.  

Based on the results of this large-scale experiment, we can measure the performance of our 

models, i.e. do the higher ranked prospects, as identified by the model, have a higher 

conversion-to-customer rate compared to lower ranked prospects? The performance measures 

used are explained in the Section Model Performance. 

3.2.3. Phase II models 

In addition to the ability to measure performance of the Phase I models, the experiment also 

triggers Phase II of the customer acquisition framework. Indeed, we now have information 

available from prospects that were converted versus prospects that were not converted, which 

allows us to estimate more specific models. We use the same independent variables as in Phase 

I (purchased, website and Facebook variables), and we will also use a Random Forest model. 

However, we will now model converted versus non-converted prospects.  

In each of the two Phases, we make different models comprising different data sources. We 

distinguish the following models: model 1 (only commercial data), model 2 (only website data), 

model 3 (only Facebook data), model 4 (commercial + website data), model 5 (commercial + 

Facebook data), model 6 (website + Facebook data) and model 6, which comprises all 

information. Finally, following common practice in predictive modeling (Lash and Zhao, 

2016), we report ‘out-of-sample’ estimates of predictive performance. We use five times 
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twofold cross-validation (5*2 CV, Dietterich (1998)) in order to sort out the impact of having 

different training and test sets. Figure 4.1 gives a schematic overview of the different models 

that were estimated for this analysis.  

 

Figure 4.1: Schematic overview of the methodology 

* Several models are made (depending on the data sources used), which are not depicted for clarity 

** The train and test sets of Phase I and Phase II are not the same, as Phase I includes both customers 

and prospects and Phase II only includes prospects. The train and test sets of Phase II are thus subsets 

of the Phase I train and test sets, allowing comparison of the results of the prospects in the test set. 

Moreover, following our cross-validation procedure, we each time have 10 training and test sets. 

 

3.3. Model Performance 

We will evaluate model performance using two widespread measures for classification 

algorithms, AUC and lift over random selection (Martens et al., 2016). AUC (Area Under the 

Receiver Operator Curve) is defined as the probability that a randomly chosen positive 

observation is scored higher than a randomly chosen negative observation. Formally, it can be 

defined as:  

𝐴𝑈𝐶 =  ∫
𝑇𝑃

𝑃
𝑑

𝐹𝑃

𝑁

1

0
 ,      (4.1) 

with TP and FP true positives and false positives, respectively; P the number of observed 

positive observations and N the number of observed negative observations (positive in our 

models refers to a customer in Phase I and a converted prospect in Phase II). While AUC 
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measures the performance over the entire range of predictions, lift focuses on the observations 

with the highest predicted probabilities. Lift over random selection is defined for a certain 

threshold, which is the top x-percentage of the prospects that will be targeted. The top x-lift is 

then defined as the ratio of the percentage of positive cases in the top x-percent scored prospects 

and the overall percentage of positive cases and is calculated by the following formula:  

𝑇𝑜𝑝 𝑥 − 𝑙𝑖𝑓𝑡 =  

𝑃𝑡𝑜𝑝 𝑥

𝑃𝑡𝑜𝑝 𝑥+ 𝑁𝑡𝑜𝑝 𝑥
𝑃

𝑃+𝑁

  ,    (4.2) 

where 𝑃𝑡𝑜𝑝 𝑥  and 𝑁𝑡𝑜𝑝 𝑥 are the number of positives and negatives in the top x-percent, 

respectively and P and N are the number of positives and negatives in the entire sample, 

respectively. Instead of focusing on top x-lift, we will plot the lift curve, plotting the lift for 

different x-values. As Verbeke et al. (2012) mention, this allows to draw more correct 

conclusions compared to a single lift number when comparing models. While both AUC and 

lift are generally accepted for evaluating data mining models, the current setting favors lift over 

AUC. Indeed, the company can only contact a limited top-fraction of prospects within budget 

limit (typically, also for CCR, 5-10% of the prospects). Hence, we want the model that best 

identifies the top-fraction of prospects relevant to the company as given by the lift, not 

necessarily the best overall model. All results show the median AUC and lift curve of the 

median model of our 5*2 CV procedure. We evaluate whether AUC values are statistically 

significant using the Wilcoxon signed-rank test (Demšar, 2006). 

4.  Results 

We summarize the results for the different models using AUC and lift. The AUCs are given 

in Table 4.2, while the lift curves are plotted in Figures 4.2-4.3. The results show that the AUCs 

range from 0.534 to 0.590 for the Phase I model, and from 0.537 to 0.612 for the Phase II model. 

These values are all significantly different from the random model with AUC = 0.5 (V = 55, p  

=< 0.001). These AUC values are not impressive when compared to for instance reported AUC 

values of churn prediction models (e.g., Larivière and Van den Poel, 2005). However, they are 

comparable to the results found in acquisition literature (e.g., D’Haen et al., 2016; Thorleuchter 

et al., 2012, with maximum AUC values of 0.62 and 0.61 respectively)4, which demonstrates 

the difficulty of acquisition prediction. For managerial recommendations, lift is more useful 

                                                           
4 Note that the results of e.g. (D’Haen et al., 2013) are not directly comparable because they evaluate with 
current customers and prospects, instead of contacting prospects and evaluating conversion. When applying 
the same technique here, the AUC varies between 0.69 and 0.75.  
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and we note that the best performing models have acceptable lift curves comparable to previous 

literature (e.g., Thorleuchter et al. (2012) reports top-10% lift ranging from 1.35 to 1.65).  

By investigating model M1, M2 and M3, we can derive the value of Facebook pages 

compared to website and commercial information. With regard to the Phase I models’ AUCs, 

we find that Facebook data is significantly better than commercial data (V = 55, p < 0.001), but 

only slightly better than website data (V = 43, p = 0.07). These results are confirmed in terms 

of the lift curves (Figure 4.2) although the lift curve for the website model is slightly higher 

than the Facebook model for the top 5% lift. Phase II models show that Facebook data is better 

compared to both commercial data and website data (V = 55, p < 0.001 in both cases). This is 

confirmed by Figure 4.3, which indicates the higher power of Facebook data for Phase II in 

terms of lift. The upper four lines are models that include Facebook variables while the lower 

three lines do not, which indicates that Facebook pages perform clearly better for the Phase II 

models.  

Table 4.2: (median) AUC of all models 

Data Phase I Phase II 

   

Commercial (M1) 0.534 0.554 

Website (M2) 0.556 0.537 

Facebook (M3) 0.565 0.607 

Commercial + website (M4) 0.581 0.561 

Commercial + Facebook (M5) 0.584 0.612 

Website + Facebook (M6) 0.584 0.606 

Commercial + Facebook + website (M7) 0.590 0.607 

Bold values indicate the highest performance of AUC per phase; Italic values indicate the highest 

value of AUC per model.  
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Figure 4.2: (median) Cumulative lift curve for Phase I model 

 

Figure 4.3: Cumulative lift curve for Phase II model 

Next, we evaluate how models perform when they combine the different data sources. 

First, with regard to the added value of freely available data over commercial data, we compare 

model M4 and M5 with M1. This shows that both AUCs and lift curves indicate superior 

performance of combined models in both Phases (all V = 55, p < 0.001 except for M4 in Phase 

II: V =  42, p = 0.08). When we combine the two freely available data sources (M6), we see 

that this performs better compared to the single sources in Phase I (although not significantly). 

However, the performance deteriorates compared to Facebook data in Phase II (V = 52, p = 

0.005) due to the bad performance of the website data in this Phase. Moreover, the lift curves 
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in Phase I and II show that the lift curves of M6 are pulled down due to the bad lift curves of 

the website model. 

The performance of models that combine all three data sources is also more ambiguous 

(M7 compared to M4, M5 or M6). The Phase I model indicates better performance of the most 

complete model M7 in terms of AUC (not significant), but the complete lift curves are more in 

favor of M5. The Phase II model indicates that combining all three datasets gives worse 

prediction performance compared to M5, both in terms of AUC and lift (V = 51, p = 0.007).  

Finally, we want to compare the results of our Phase II models with the results of the 

Phase I models. The AUC results show that in five of the seven models, the Phase II models 

perform better compared to the Phase I models, with a striking difference in model M3. In 

model M2 and M4, the performance of the Phase II model is lower compared to the Phase I 

model. These models contain the website information. An explanation behind this is that the 

analysis of unstructured data, such as website data, is very dependent on the amount of 

information in the training set. Martens et al. (2016) show that an increased amount of training 

data, especially for unstructured information, results in higher AUC. Thus, given the textual, 

unstructured nature of website information, it is likely that the same behavior applies. In the 

Phase I model, the training data consists of both customers and prospects in the training data (n 

≈ 13250), while Phase II only uses the prospects in the training data (n ≈ 4500). However, Phase 

II can be retrained every time new information becomes available (new feedback from the call 

center actions), which would increase the size of the training set in future runs.  

The results in terms of lift are somewhat more ambiguous, but in general support the results 

in terms of AUC. 

5. Discussion 

Our results show that the sales process can be improved by using social media in a way that 

was not explored yet, i.e. using a data mining approach to social media in a formal information 

system. Within this research, we have shown that automatic handling of Facebook pages is a 

valuable tool to (1) improve the qualification prediction of prospects into leads worth pursuing 

and (2) reduce the time needed to screen the Facebook pages drastically. We believe that an 

information system based on this new approach is capable of making the sales process more 

efficient, at least for companies with standardized products and with a relatively simple sales 

process meant to serve a lot of prospects (Homburg et al., 2011). We will discuss several key 

insights in the following paragraphs.  
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5.1. Added Value of Facebook Information 

We have used Facebook pages of prospects instead of personal profiles of prospective 

customers’ salespersons, as was common in literature (e.g., Andzulis et al. (2012); Giamanco 

and Gregoire (2012); Marshall et al. (2012)). We hypothesize social media pages to be the most 

informative, and our models generally support these expectations. Moreover, we argued that it 

was mainly the combination of company characteristics and attitudinal information that makes 

social media a strong predictor.  

We further investigate this statement by modeling the company characteristics and 

attitudinal information separately in a Random Forest model (we take the median model of the 

5*2 fold CV Phase II model for this extra analysis). The two models have similar performance, 

yielding an AUC of 0.567 for the company characteristics and 0.551 for the attitudinal 

information. We can state that both sources of information are valuable for the prediction 

exercise. Moreover, we see that the two data types are complementary. We show this by 

evaluating the AUC of the complete Facebook model (0.607). Its added value over a random 

model (AUC = 0.5) is 0.107. For the individual models, the added values over a random model 

are 0.067 and 0.051 respectively, summing up to a total added value of 0.118. The ratio of both 

added values is 0.907 (0.107/0.118), which indicates that 90% of the added value of the both 

individual models is retained in the complete model. This proves that the two data types within 

Facebook data contain different information, which renders the Facebook pages the most 

interesting data source.  

We can also conclude that the company characteristics contained within the Facebook 

information do a slightly better job in predicting successful conversions compared to 

characteristics in commercial information (with an AUC of 0.554, see Table 2). Moreover, the 

combination of the two data sources shows an increase over the two individual data sources, 

indicating that there is complementary information in the two data sets. Thus, the company 

characteristics in the two dataset are not entirely the same, yielding additional insights for the 

prediction exercise.  

Finally, we show the added value of the Facebook variables by looking at the variable 

importance plots generated from the Random Forest models in Figure 4.4 and 4.5. These plots 

show the 50 most important variables for each Phase of the most complete model, and we 

labeled the top 10. In both cases, all top 10 variables are Facebook variables. These plots show 

that the number of Likes, Check-ins and Were-Here were most influential in both models. 
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Interestingly, they also show that none of the commercial data variables is among the top-50 

variables in the Phase I most complete model. 

 

Figure 4.4: (median) variable importance plot for Phase I model 7 

 

Figure 4.5: (median) variable importance plot for Phase II model 7 

5.2. Combination of Data Sources 

Based on previous studies and previous work in marketing and data mining (D’Haen et al., 2013; 

Goel and Goldstein, 2013; Hanssens et al., 2014), one would expect a combination of data sources 

to outperform models that are based on a single data source. This is only partially true for our 

models. For the Phase I models, combining all data sources indeed yielded best performance in 
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terms of AUC, while the lift curves were more in favor of a model combining Facebook data and 

commercial data. For the Phase II models, the model combining Facebook data and commercial 

data proved to be the best. Another important conclusion is that it may be worth to build models 

based on freely available data only. Commercial data, sold by specialized vendors, come at 

large costs which may not be worth the relatively small increase in model performance. Indeed, 

the models that use Facebook data and/or website data perform almost equally well (the 

combined Facebook and web model for Phase I, the Facebook only model in Phase II). Thus, it 

can be an interesting exercise to trade off higher model performance (and conversion ratio) with 

higher costs of data collection to optimize budget spending.  Note that in our research, we also 

use commercial data to identify prospects and their websites. We believe, however, that social 

media (e.g., online review sites or Facebook) now provide opportunities to search online for 

potential prospects, although developing this search models again requires effort and time. 

When assessing the trade-off with commercial data, one thus also needs to take account the 

extra effort it takes to construct a prospect list when no commercial data are available.  

5.3. Iterative Process of the Sales Funnel Model 

The results show that the Phase II model performs better compared to the Phase I model, which 

is in line with expectations. Indeed, the goal of the study and sales process is to separate good 

from bad prospects. In Phase II, we explicitly model good or converted prospects. In Phase I, 

we aim to identify good prospects by comparing them to existing customers. However, as noted 

by Blattberg et al. (2008), these Phase I models are not necessarily very predictive of which 

prospects will actually purchase. The framework of D’Haen and Van den Poel (2013) further 

suggests that the process is iterative, because new feedback can be fed into the model as time 

goes by, increasing the amount of data available for training the model. This offers potential to 

increase the relatively low performance of the acquisition models, as Martens et al. (2016) 

showed that an increased training sample can increase AUC. Lilien (2016) mentions that 

practitioners are starting to use look-alike models to qualify prospects. We encourage to go 

further and adopt the phased model to increase performance even more.  

5.4. Practical Implications 

Finally, we show the economic value of our models by calculating the monetary savings that 

can be achieved (Hanssens and Pauwels, 2016). We adapt the churn profitability analysis in 

Neslin et al. (2006) for the acquisition case, and define the financial gains of an acquisition 

campaign as a function of the ability of the predictive model to identify would-be customers  
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𝛱 = 𝑁𝛼 [𝛽(𝑅 − 𝑐 − 𝑆) − 𝑐 (1 −  𝛽)],   (4.3) 

where Π is the financial gain of the campaign, N is the total number of prospects, α is the 

fraction of prospects targeted, β is the percentage of prospects that could be converted to 

customers, R is the average one-year revenue of a new customer for CCR, c is the contacting 

cost per prospect and S is the cost of a salesperson for closing the deal. Note that we are using 

revenue instead of profits for reasons of confidentiality. The first term between brackets reflects 

the contribution of the converted prospects, while the latter term reflects the cost of contacting 

non-converted prospects. As in Neslin et al. (2006), β reflects the model’s accuracy and can be 

expressed as the multiplication of 𝛽0 and 𝜆,  

 𝛽 =  𝜆 𝛽0,        (4.4) 

where 𝛽0 represents the overall prospect to customer conversion rate and 𝜆 is the lift of the 

model. For a random calling model, we expect average performance and 𝜆 = 1. Substituting 

Equation 4 in Equation 3 yields: 

𝛱 = 𝑁𝛼 [𝜆 𝛽0(𝑅 − 𝑐 − 𝑆) − 𝑐 (1 −  𝜆 𝛽0)].    (4.5) 

Simplifying this equation leads to:  

𝛱 = 𝑁𝛼 [𝜆 𝛽0(𝑅 − 𝑆) − 𝑐 ].     (4.6) 

We analyze the financial gains for each of our Phase II models, which is summarized in Table 

3 CCR has approximately one million prospects, so we take N to be one million. Assume CCR 

calls the top 5% prospects (α  = 0.05), which means we use the top 5%-lift as 𝜆5, given by the 

first column in Table 3. The results of the real-life experiment show that 𝛽0  is equal to 7.4%. 

R, the average one-year revenue per new customer, is calculated to be approximately $8,000 

based on previous converted prospects. Finally, we assume the cost of contacting a prospect, c, 

to be $50 and the cost of a salesperson for closing the deal, S, to be $500. 

                                                           
5 Note that, as Verbeke et al. (2012) correctly points out, the regularly chosen values for α of 5 or 10% are not 

necessarily the most optimal values in terms of return, and that these values do not need to be the same among 

all models. However, in our case, the difference between the potential revenue and costs is so large that even 

random calling is still profitable (which is also the current situation). Therefore, we chose a realistic percentage 

that the company is able to contact and which is in line with their current practice.   
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Table 4.3: Financial gains for Phase II models 

Data  Top 5% 

Lift 

Top 5% Response 

(=  𝜆 𝛽0) 

Financial gain   

($, in millions) 

Baseline 1 7.4%  27.100  

Commercial (M1) 1.385 10.2%   35.934 

Website (M2) 1.566 11.6%   40.957  

Facebook (M3) 1.830 13.5%   48.283  

Commercial + website (M4) 1.901 14.1%   50.253  

Commercial + Facebook (M5) 1.763 13.0%  46.423  

Website + Facebook (M6) 1.710 12.7%   44.953  

Commercial + Facebook + website (M7) 1.850 13.7% 48.838 

 

Currently, the company is not using any model to select the most interesting prospects, 

although they have commercial data available (the baseline in Table 4.3). Table 4.3 shows that 

even for the worst model, M1, an increased response percentage of 2.8%-points (10.2% - 7.4%) 

can be achieved, which is equal to 1,425 (2.8% * 50K) extra customers that are likely to be 

converted, or additional financial gains of $8,834,000. For the best model, M4, there was an 

increase from 7.4% to 14.1%, an increase of 6.7%-points. This implies that with the best model, 

more than 3330 extra customers can be generated without extra sales cost, resulting in increased 

financial benefits of $21,738,000. This clearly shows the usefulness and value of the model and 

the Facebook dataset in particular. Next to the financial gains, we also note that more subtle 

gains may be achieved by using a formal information system. Indeed, by automatically 

collecting, cleaning and analyzing the Facebook pages, the sales representatives’ time can be 

spent more efficiently.  

6. Conclusions and future research 

This paper assesses the added value of social media pages in a Business-to-Business 

customer acquisition system, taking a big data view on social media. More specifically, we 

evaluate the predictive value of data extracted from the prospects’ Facebook pages in a 

customer acquisition context. We test our approach using a real-life field study at Coca Cola 
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Refreshments USA. The results show that models including Facebook data are substantially 

better at predicting ‘good’ prospects. Moreover, the results show that Facebook data and the 

other data sources contain complementary information.  

With this research, we answer recent calls (e.g. Lilien, 2016) for research on B2B customer 

analytics, as this is heavily under-researched compared to B2C customer analytics. From this 

point of view, we are, to the best of our knowledge, the first to investigate the added value of 

social media within a B2B context quantitatively. We show that the richness of social media 

has value in discovering good prospects. From the point of view of B2B acquisition modeling, 

we provide evidence that new data sources such as social media can and should be used to 

further improve the predictive performance. Moreover, we show on a large scale that the 

modeling exercise can be improved by taking into account the iterative nature of the sales 

process.  

 

Finally, we want to consider several limitations of this study which could prove important 

for future extensions of this work. First, although the sales funnel is presented as a simple 

process, it might be complex in reality. While the seller can try to qualify prospects, prospects’ 

propensity to purchase is also driven by various actions (Kumar et al., 2013). These include (1) 

seller initiated efforts, (2) competitor initiated efforts, (3) client initiated efforts and (4) prospect 

characteristics (Kumar et al., 2013; Reinartz et al., 2005). Within this study, we will limit 

ourselves mainly to the inclusion of prospect characteristics for qualifying prospects, and seller 

initiated efforts for contacting the prospect. The two other actions are difficult to measure in 

the prospect stage of the sales funnel, certainly at a large scale.  

Second, the prediction models focus on specific samples, that were identified by 

commercial data and had both a website and Facebook page available. This possibly leads to 

selection bias, as the behavior of prospects that do not have a website or Facebook page 

available may be fundamentally different compared to the ones who do. For example, bars and 

restaurants with relatively older operators may be less likely to be active on social media. At 

the same time, they may have a lower propensity to become client of CCR because their 

clientele is not that much interested in soft drinks. Since we apply the models within a prediction 

context to similar samples, and we do not aim to extract managerial recommendations on 

specific variables or actions, this selection bias does not harm the analyses. If we would look 

for variables to act upon, we would suggest to use Heckman selection models. Finally, we want 

to mention that for customers not in our sample, simpler models could be built based on for 
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instance commercially available data. Taking this subset of data (outlets with only commercial 

data) yielded similar performance as the M1 model used (AUC between 0.54 - 0.55).  

Third, uplift modeling could be adopted as an alternative to our classic predictive approach.  

The classic models output a response probability that the prospect company will buy, maybe 

after some campaign (e.g., marketing initiatives, calls, visits) from the company looking for 

customers. Uplift modeling states that one should not estimate the response probabilities, but 

the change in response probabilities caused by the campaign (in comparison to no campaign) 

(Kane et al., 2014) in order to target only those prospects most influenced by the campaign. 

Therefore, in uplift modeling, control and treatment groups are set up to measure the ‘true lift’.  

In this study, a part of the prospects would not be contacted, and the conversion rate of the 

contacted prospects versus the rate of the non-contacted prospects for the entire lift curve should 

be evaluated. 

Finally, future work might assess the added value of social media pages for profitability 

prediction instead of prospect conversion (Reinartz et al., 2005). When a longer timeframe 

becomes available (e.g., after 1 year), the profitability of the converted prospects can be 

assessed. Subsequently, a two-stage model can be built to predict not only which prospects will 

convert, but also which of those converted prospects are more likely to become profitable 

customers for the company in the near future. As such, the sales process would become even 

more effective by not spending resources on unprofitable prospects.  
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8. Appendix 

Appendix A: Variable description 

 

Commercial Data   

Variable name Variable description Proportion 

(range) 

Contact Dummy indicating whether contact info was present 0.727 

Fax Dummy indicating whether fax number was available 0.261 

City_1 – City_7 Dummy for city (7 dummies for the largest cities which represent 10% 

of the database) 

0.001-0.027 

State_1 – State_7 Dummy for state (7 dummies for the largest states, which represent 

56% of the database) 

0.042-0.171 

Region_1 – Region_2 Dummy indicating region (2 dummies) 0.400-0.329 

Tz_1 – Tz_4 Dummy indicating time zone (4 time zone dummies) 0.006-0.480 

Ind_1 – Ind_7 Dummy indicating Industry code (7 dummies) 0.030-0.479 

Type_1 – Type_7 Dummy indicating type of outlet (7 dummies) 0.018-0.700 

Emp_A – Emp_F Dummy indicating employee size (6 dummies, ranging from A (1-4 

employees) to F (100-500> 500 employees)) 

0.001-0.339 

Rev_A – Rev_F Dummy indicating the annual revenue estimation (6 dummies, ranging 

from A (< $ 500,000) to F ($ 10-20 million)) 

0.002-0.494 

Ad_1 – Ad_4 Dummy indicating the Ad Size (4 dummies) 0.710-0.013 

SqFt_1 Dummy indicating square footage (only 2 types were available) 0.604 

CS_1 – CS_5 Dummy indicating the credit score (5 dummies) 0.005-0.104 

Gender Gender of the outlet owner (2 dummies, since missing is included as 

category) 

0.187-0.471 
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Language Language spoken by the outlet owner (3 dummies) 0.052-0.471 

Ethnic code Ethnic group of the outlet owner (7 dummies) 0.001-0.243 

Census_gender Average male proportion in the neighborhood according to the census 0.4966 

Census_HHNbr Number of households in the neighborhood according to the census  

Census_HHIncome Income of households in the neighborhood according to the census  

   

Website Data   

Variable name Variable description Proportion 

(range) 

Concept1 – Concept50 50 concepts obtained via LSI  

Facebook Dummy indicating whether the website indicated Facebook presence 0.346 

Twitter Dummy indicating whether the website indicated Twitter presence 0.212 

Instagram Dummy indicating whether the website indicated Instagram presence 0.095 

   

Facebook data   

Variable name Variable description Proportion 

(range) 

Website Dummy indicating presence of website on Facebook page 0.880 

Phone Dummy indicating presence of phone number on Facebook page 0.875 

Location Dummy indicating presence of location on Facebook page 0.851 

Description Dummy indicating presence of a description of the outlet on Facebook 

page 

0.536 

About Dummy indicating presence of the 'about' section on Facebook page 0.779 

Price_1 – Price_4 Dummy indicating the price range ( 4 dummies , < $ 10 to > $50) 0.010-0.295 

Cat_1 – Cat_50 Dummy indicating type of outlet on Facebook (50 dummies) 0.003-0.062 

Delivery Dummy indicating whether there is delivery service 0.121 

Catering Dummy indicating whether there is catering service 0.348 

Group Dummy indicating whether there is a possible group service 0.457 

Kids Dummy indicating whether there is kids service 0.397 

Outdoor Dummy indicating whether there is outdoor service 0.267 

Reservation Dummy indicating whether there is reservation service 0.300 

Takeout Dummy indicating whether there is takeout possibility 0.494 

Waiter Dummy indicating whether there is a waiter 0.360 

Walk-in Dummy indicating whether there is a walk-in service 0.504 

Breakfast Dummy indicating whether there is possibility for breakfast 0.160 

Coffee Dummy indicating whether there is possibility for coffee 0.191 

Dinner Dummy indicating whether there is possibility for dinner 0.502 

Drinks Dummy indicating whether there is possibility for drinks 0.341 

Lunch Dummy indicating whether there is possibility for lunch 0.487 

Parking_1 – Parking_3 Dummy indicating parking availability (3 dummies)  0.042-0.464 

Community Dummy indicating whether the page is a (non-official) community 

page 

0.092 

Likes1 The number of likes the page has received  

Checkins1 The number of check-ins the page has received   

WereHere1 The sum of all people indicating their presence at the outlet    

TalkingAbout1 Total number of people talking about the outlet   

Avg_likes_post2 The average number of likes on posts of the outlet   

Avg_comm_post2 The average number of comments on posts of the outlet   

Avg_shares_post2 The average number of shares on posts of the outlet   

Posts2 The total number of Facebook posts of the outlet   

Sum_likes_post2 The total number of likes on posts of the outlet   

Sum_comm_post2 The total of comments on posts of the outlet   
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Sum_share_post2 The total number of shares on posts of the outlet   

Avg_post_time2 Average time between two Facebook posts of the outlet  

Sd_post_time2 Standard deviation of the time between two Facebook posts of the 

outlet 

 

Avg_likes_tagpost2 Average number of likes on posts in which the outlet was tagged    

Avg_comm_tagpost2 Average number of comments on posts in which the outlet was tagged    

Avg_shares_tagpost2 Average number of shares on posts in which the outlet was tagged    

Tagged_posts2 The number of posts in which the outlet was tagged    

Sum_likes_tagpost2 The total number of likes on posts in which the outlet was tagged   

Sum_comm_tagpost2 The total number of comments on posts in which the outlet was tagged   

Sum_shares_tagpost2 The total number of shares of posts in which the outlet was tagged   

Avg_tagpost_time2 Average time between two Facebook posts in which the outlet was 

tagged 

 

Sd_tagpost_time2 Standard deviation of the time between two Facebook posts in which 

the outlet was tagged  

 

1 Number at the time of scraping 
2 Number over six months prior to scraping 

 

 

 

Appendix B: Descriptive statistics of continuous variables 

 

Variable Min Max Mean Median Standard deviation 

Census_HHNbr 0 714 237 234 61  

Census_HHIncome 0 632.945 77.581 67.273 45.452 

Likes 0 170 743 168 775 615 1 631 4 332 566  

Checkins 0 25 001 314 11 807 1 469 200 198  

WereHere 0 28 532 271 205 112 1 668 1 064 094  

TalkingAbout 0 1 401 564 3 296 32 24 682  

Avg_likes_post 0 230 255 1 416 5 8 199  

Avg_comm_post 0 6 844 27 0 143  

Avg_shares_post 0 15 815 42 2 282  

Posts 0 18.780 926 34 3.180  

Sum_likes_post 0 940.442.372 22.836.123 222 142.714.920  

Sum_comments_post 0 14.269.655 361.471 15 2.167.855  

Sum_share_post 0 16.666.602 471.394 19 2.634.769  

Avg_post_time 0 166 3 1 9  

Sd_post_time 0 148 8 3 12  

Avg_likes_tagpost 0 14.818 5 0 101  

Avg_comm_tagpost 0 4.174 1 0 26  

Avg_shares_tagpost 0 1.133 2 0 14  

Tagged_posts 0 62.700 1.865 1 9.604  

Sum_likes_tagpost 0 1.338.016 34.297 0 203.466  

Sum_comm_tagpost 0 303.468 7.759 0 46.104  

Sum_shares_tagpost 0 10.051 60 0 411  

Avg_tagpost_time 0 177 11 15 13  

Sd_tagpost_time 0 163 11 15 11  
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5 
General Discussion 
 

Social media have changed the way customers and business interact. On the one hand, 

customers (or even prospects, ex-customers, and complete strangers) can formulate their 

opinion about brands, products or services on social media and hence influence other (potential) 

customers. As such, it is threatening existing business models. On the other hand, it offers 

businesses a new, interactive way to reach out to customers, to foster engagement, and thus 

creates new opportunities for businesses (Hennig-Thurau et al., 2010). Companies should thus 

adapt to the changing environment, and try to understand and use social media as a part of the 

communication and marketing mix (Chen and Xie, 2008). While many companies have already 

adopted social media, academic research regarding social media is still relatively scarce. Viral 

marketing campaigns have been well researched (e.g., Hinz et al., 2011; van der Lans et al., 

2010, Zhang et al., 2017), and the value of user and marketer generated content on social media 

is also subject of a growing amount of literature (e.g., Babić Rosario et al., 2016). Recently, the 

value of a Facebook ‘like’ has gotten some attention as well. However, in the light of the 

importance and abundance of social media nowadays, the research is limited. For instance, 

research on the individual customer level is scarce, as well as research that explains if and how 

to use social media (quantitatively) in a Business-to-Business context.  Therefore, this 

dissertation wants to add to the literature by arguing that social media can have value for 

businesses in many different ways.  

In the remainder of this chapter, we first rehearse the outlook of this dissertation and the 

linkage between the chapters. Next, we provide a brief summary of each of the chapters, 
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followed by a discussion of the contributions. Finally, we provide an outlook for future research 

and potential difficulties with research in social media.  

1. Outlook of the dissertation 

The different chapters of this dissertation are visually represented in Figure 5.1 (retake of Figure 

1.1). We analyzed the business value of social media from different perspectives. First, it is 

important to note that we focus on the largest social network, Facebook. Facebook contains 

user profiles (linked to customers) and fan pages (linked to companies). In this dissertation, we 

focus on both user profiles (chapter 2) and fan pages (chapter 4), and also on the link between 

user profile and fan pages (3). Chapter 2 details how firms can improve customer sentiment 

prediction of customer Facebook posts. Chapter 3 evaluates how customers’ sentiment 

(expressed by Facebook comments) related to actual experience encounters of a soccer team 

can be moderated by MGC, and linked to customer lifetime value. Finally, chapter 4 evaluates 

how Facebook fan pages of prospect companies can be used for prospect to customer 

conversion. All in all, this dissertation provides a comprehensive view of the value of Facebook 

as business tool over the different chapters 

 

Figure 5.1: Graphical overview of this dissertation from a social media perspective 

From the perspective of creating business value, the different chapters can also be seen as new (or 

extensions of existing) analytical approaches to CRM and to help evaluation the customer journey (cfr. 

Figure 1.2). Each of the chapters offers new approaches and insights that can complement existing  

research and applications, with a focus on data-driven marketing analytics.   
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2. Recapitulation of findings 

2.1. Chapter 2 

Electronic word-of-mouth (eWOM) has become widespread with the advent of social media. 

This offers opportunities for companies to monitor, assess, and use what is being told about 

them. Moreover, it has been shown that this online chatter results in increased sales, allows to 

monitor brand image and can be used in various other, non-marketing related topics. In this 

respect, online valence or sentiment prediction has become one of the main tools to evaluate 

eWOM. In chapter 2, we started from a traditional sentiment analysis which takes into account 

only textual characteristics (e.g., the text of a Facebook post). We proposed to enhance this 

model with leading and lagging information. Leading information is available before the text is 

posted on Facebook and includes user characteristics, but also previous user posts and their 

sentiment. Moreover, it allows to include deviations of the focal post from previous posts. 

Lagging information includes information that becomes available after the post has been 

published (e.g., Facebook likes and comments). The results show that adding leading 

information to the model substantially enhances model performance. Thus, previous post 

information and general personal characteristics can help to predict valence, even in real-time. 

In a last model, we added lagging variables to the model with textual characteristics and leading 

variables. Again, we see a substantial increase in model performance. It turns out that deviations 

from ‘normal’ posting behavior as well as comments and likes substantially increase our 

models’ performance. We also see that the traditional textual information, leading and lagging 

information are all complementary and add to model performance in the most complete model. 

These results have high practical and academic value, since valence is commonly used in many 

fields.  

2.2. Chapter 3 

Existing research linking online customer content (eWOM or UGC) to company performance 

outcomes such as sales, tend to examine UGC and/or MGC over a particular period of time 

without aligning to a particular customer experience encounter. In chapter 3, we study UGC, in 

the form of online sentiment, related to actual customer experiences. Moreover, because we 

study actual experiences, we can assess the moderating role of (online) marketer generated 

content (MGC) on the link between the experiences’ objective performance measures and the 

subsequent customer sentiment in SM. We further link individual customer sentiment to direct 

engagement (also known as customer lifetime value (CLV)), in combination with several 
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control variables linked to customer-firm interaction data. We compile a unique dataset in order 

to study the proposed model, comprising of SM data with several forms of UGC and MGC, 

objective performance measures for the customers’ experiences, transactional data and 

marketing data. Using a two-phase model, we first show that MGC can effectively moderate 

the impact of the actual experience encounter on the displayed customer sentiment, and that 

MGC is particularly useful for more negative or neutral encounters. Next, the results show that 

customer sentiment has a positive and significant effect on direct engagement, even when 

controlling for transactional variables, and that this effect is relatively larger for purchase 

probability compared to purchase amount. Thus, MGC indirectly influences direct customer 

engagement through customer sentiment. Finally, we found that page likes on Facebook, 

arguably the most used metric on Facebook, is not significant for modeling customer 

engagement. With this paper, we are the first to link actual experiences, MGC, customer 

sentiment and direct engagement, thereby contributing to the growing literature streams of 

customer engagement and customer engagement management.   

2.3. Chapter 4 

The presence of companies on social media, e.g. a Twitter account or Facebook fan page, is not 

only a tool for these companies to interact with customers, it also reveals a lot of information 

about these companies. This information can then be used by other companies in their 

acquisition process. Despite the general interest in social media, also from business-to-business 

(B2B) organizations, only few have analyzed the impact of social media in the (B2B) sales 

process. Therefore, in chapter 4 we discussed the inclusion of Facebook page data of prospects 

into a customer acquisition model. More specifically, we devise a customer acquisition decision 

support system that includes the Facebook pages of prospects of Coca-Cola Refreshments Inc. 

(CCR), and compare the value of these social media data to commercially purchased prospect 

data and prospects’ website data. Our system was subsequently used by CCR to generate calling 

lists of beverage serving outlets, ranked by their likelihood of becoming a customer. In this 

fourth chapter we report the results, in terms of prospect-to-customer conversion, of this real-

life experiment encompassing nearly 9,000 prospects. The results show that social media data 

add value to predict prospect-to-customer conversion, over commercial and website data. 

Moreover, Facebook turns out to be the most informative data source to qualify prospects and 

is complementary with the other data sources. Finally, we argue that there can be a substantial 

monetary impact of using Facebook in an acquisition campaign in the proposed (quantitative) 

way.  
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3. Theoretical and managerial implications 

The three studies in this dissertation offer several contributions, both to marketing theory and 

to marketing practice.  

3.1. Theoretical contributions 

From a theoretical perspective, we have studied the relatively under-researched area of social 

media marketing, and contributed to several aspects of this domain in the different chapters. In 

chapter 2, we introduced the notions of leading and lagging information for sentiment prediction 

models, which are promising paths to optimize sentiment prediction, next to research focusing 

on text elements. Relating to these variables, we laid out the fundamentals for more in-depth 

research into the formation of online sentiment, its antecedents and consequences. Although we 

do not formally test the proposed model, and especially the proposed middle-layer of 

unobserved concepts, we show the value of the observable characteristics in providing more 

accurate predictions of user sentiment. One option for future research would be to disentangle 

the effects and relationships of the unobserved concepts.  

Chapter 3 makes significant contributions to the marketing literature, in several ways. First, 

we argue that online created content (UGC and MGC) can be linked to identifiable, actual 

customer experience encounters, instead of aggregating these measures over a particular period 

of time. This has important implications for our understanding of customer sentiment. We can 

link objective performance characteristics of the identified customer experience encounters to 

customer sentiment, and we can investigate the moderating role of MGC on the link between 

the experience encounter and customer sentiment. Second, we further link customer sentiment 

to direct engagement (CLV), thereby establishing the link between the experience encounters, 

MGC, customer sentiment and direct engagement in one model. We thus contribute to the 

literature on customer engagement (Pansari and Kumar, 2017) by demonstrating potential firm 

influences beyond more traditional marketing activities aimed at creating awareness. By doing 

so, we might link the theories of customer engagement (Pansari and Kumar, 2017) and customer 

engagement marketing (as conceptualized by Harmeling et al. (2017)). Whereas these latter 

authors focus on the direct influence of firm communications, our results support its moderating 

impact based on actual brand experiences. Third, we argue to include different measures of 

UGC and MGC in one comprehensive model, with control variables, in order to understand the 

influence of SM content on direct engagement, while previous literature has focused on 

individual measures. This allows researchers to better identify the real value of these social 
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media measures in relation to direct engagement. Finally, to the best of our knowledge we were 

among the first to introduce social media network metrics into direct engagement models, in 

addition to the other relevant social media variables. While previous research has focused 

mainly on networks via e-mailing or calling behavior (e.g., Nitzan and Libai, 2011), or has used 

social networks to set up viral marketing campaigns (Kumar et al., 2013), we show that social 

network information obtained via (online) social media also offer additional insights for 

modeling direct engagement with the firm. Thus, in spite of evidence stating that social media 

networks cannot readily be compared with offline networks because of the potentially large 

number of unrelated ‘friends’ (Dunbar, 2016), our research shows that the social media network 

is useful for modeling direct customer engagement.  

Chapter 4 addresses the call for more (social media) marketing analytics research in B2B 

(Lilien, 2016). We are the first to quantitatively analyze the use of social media in the B2B 

acquisition process, instead of taking a qualitative approach. Moreover, from a modeling 

perspective, we have demonstrated that the acquisition model development is iterative in nature, 

and that it can benefit from including updated information into the model. With this research, 

we hope to spur academic interest in B2B applications in social media, since this is still an 

major untapped research topic.  

3.2. Managerial contributions 

From a managerial perspective, we have demonstrated in chapter 2 the ability to better predict 

customer valence related to Facebook posts. Since valence has been shown to be related to 

sales, it is important to correctly measure valence. Specifically in marketing, customer 

sentiment or satisfaction about a brand can be deduced from social media (e.g., Go et al., 2009; 

Schweidel and Moe, 2014; Tirunillai and Tellis, 2014). Making customer sentiment predictions 

more accurate also increases the applicability of these methods in comparison to previous 

methods (e.g., satisfaction surveys).  

Chapter 3 offers insights for social media managers by investigating the role of MGC on social 

media. Our results imply that MGC can be effective to change customer sentiment, and 

ultimately customer engagement, but that its effectiveness is limited and dependent on the 

objective performance related to actual customer experience encounters. Positive customer 

experience encounters do not benefit as much from changes in MGC behavior as do more 

negative and neutral encounters. This is not surprising, since, within a service context, these 

latter encounters can be seen as service failures, and previous literature has already identified 
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that company-initiated recovery actions, such as MGC, can help to obtain service recovery 

(Smith et al., 1999). Moreover, the interactive nature of social media may further help to lead 

to positive service recoveries (Dong et al., 2008). Finally, we have shown that marketers’ 

interest should go beyond merely measuring and influencing ‘likes’ on social media, to include 

(at least) customer sentiment.  

Chapter 4 offers direction to B2B marketing managers in how social media can be used in a 

quantitative way. While we acknowledge that these models may be adapted to specific 

environments, we delineate a standard procedure to perform acquisition modeling, we show 

that social media is a valuable source of information in the context of prospect to customer 

conversion, and that this approach can be highly profitable.   

4. Future outlook 

Throughout this dissertation we have illustrated the potential of social media to create business 

value, and touched upon several interesting further research opportunities building on the 

presented research, such as the development of a theoretical framework for online sentiment 

creation, a deeper understanding of the role of MGC across different industries and applications, 

and more research on the use of social media in B2B-settings, both from a theoretical and 

marketing analytics point of view.   

 However, many more interesting questions regarding social media (value) remain 

unanswered to date. For instance, how consistent are the results over different industry types? 

How consistent are these results over different firm sizes? Which social media platform is most 

influential for which type of company? What about relatively newer social media such as 

Instagram, Pinterest and Snapchat and their influence? Which of the social media engagement 

actions of customers is most important for companies? Next to social media marketing through 

the social media pages of a company, other forms of social media marketing research continue 

to be important. Some of these streams (e.g. viral campaigns, influencer modeling) are already 

heavily researched (Aral and Walker, 2011; Berger and Milkman, 2012; Hinz et al., 2011; van 

der Lans et al., 2010), while other streams such as social media advertising received only little 

academic attention (Naylor et al., 2012; Tucker, 2014) and would benefit from more extensive 

research in order to understand how social media advertising works, to what extent it can 

increase meaningful firm outcomes and what may be necessary requirements for it in order to 

be effective.  



General discussion 

152 
 

All social media efforts can be seen as extra touchpoints with the company. These 

touchpoints become increasingly more difficult to control by the company, as social media are 

mainly driven by customers. However, social media also offer the opportunity to collect and 

measure many of these touchpoints. Combining both offline and online information (social 

media data, website data, internet-of-things related data) allows marketers to build more 

comprehensive models, and to better assess the relative value of each of these touchpoints. 

Synergies, spillover and crossover effects are likely to occur across different media and device 

types, and probably the type of media used might depend on the communication goal (i.e., 

convey a message or advertisement to a wide audience vs interaction with some customers). 

These insights could subsequently be used  to get more complete insights in communication-

mix elements, taking into account the value of touchpoints of the specific media and their 

specific roles. Thus, many research questions with high practical relevance are still on the table 

and provide promising avenues for future research (see for instance Wedel and Kannan (2016) 

for an overview of different research streams in Marketing Analytics).  

However, social media also suffer from several potential pitfalls for future research. First, 

it becomes more and more difficult for companies to obtain social media data. Facebook, for 

instance, has already strongly tightened its API download policies. This makes it more difficult 

for both researchers and companies to obtain relevant social media. For instance, the data for 

the first study can still be collected, if a useful application is developed that uses the posts. A 

replication of the data for the second study is only partially feasible, since network data are not 

available anymore, and names of the comments cannot be retrieved anymore by the API. 

Chapter three data (fan page data) are still feasible to collect, since these are open data. Also 

social media data from Instagram, Pinterest and Snapchat are not easy to collect, which means 

companies have to resort to their own collection and statistics (which are often not very 

detailed). Second, and related to the first point, privacy issues become more and more prevalent 

(Baesens et al., 2016). Customers are more cautious to share new information, and at the same 

time social media tools are more restrictive to share information. Moreover, governments are 

putting in place strict privacy legislations that prescribe and limit the use of personal and 

detailed information. In the European Union for example, the right to be forgotten will soon be 

in practice (Macaulay, 2017), and the recently introduced and much bespoken external 

regulation in the form of GDPR. As a consequence, future marketing-mix (or other types of) 

models should be designed to cope with privacy regulations limitations and be able to handle 

anonymized and minimized data (Wedel and Kannan, 2016). While this may limit the practical 
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implementation of the proposed models, the main insights that come from these studies already 

offer more in-depth understanding of the working mechanisms and importance of social media 

which is important given the enormous amount of money spent on social media nowadays.   

Social media offer the potential to collect data on individuals, but not every customer is a 

social media user. Thus, there are limitations to the generalizability of the results found using 

social media. Put in another way, working with social media often lead to selection effects. This 

is even more present when using mobile application users, who basically self-selected into a 

study (e.g., using a Facebook application as in Chapter 3). In this case, we need to accordingly 

adjust the analysis, for instance with Propensity Score Matching or a Heckman selection model. 

However, the increasingly complex models cannot easily be adapted to include these 

corrections (at least the Heckman correction). For instance, a combination of panel data with a 

binary selection and outcome variable already proves to be a serious challenge that has only 

just been resolved (Semykina and Wooldridge, 2017). Therefore, it is important that these 

modeling issues will be further resolved to make full use of the social media data.   
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