# Narrowing Trees for Syntactically Deterministic Conditional Term Rewriting Systems 

Naoki Nishida<br>Graduate School of Informatics, Nagoya University, Nagoya, Japan nishida@i.nagoya-u.ac.jp<br>(D) https://orcid.org/0000-0001-8697-4970<br>Yuya Maeda<br>Graduate School of Informatics, Nagoya University, Nagoya, Japan<br>yuya@trs.css.i.nagoya-u.ac.jp


#### Abstract

A narrowing tree for a constructor term rewriting system and a pair of terms is a finite representation for the space of all possible innermost-narrowing derivations that start with the pair and end with non-narrowable terms. Narrowing trees have grammar representations that can be considered regular tree grammars. Innermost narrowing is a counterpart of constructor-based rewriting, and thus, narrowing trees can be used in analyzing constructor-based rewriting to normal forms. In this paper, using grammar representations, we extend narrowing trees to syntactically deterministic conditional term rewriting systems that are constructor systems. We show that narrowing trees are useful to prove two properties of a normal conditional term rewriting system: one is infeasibility of conditional critical pairs and the other is quasi-reducibility.
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## 1 Introduction

Conditional term rewriting [32, Chapter 7] is known to be more complicated than unconditional term rewriting in the sense of analyzing properties, e.g., operational termination [21] (quasidecreasingness [32]), confluence [37], and reachability [6]. A popular approach to the analysis of conditional term rewriting systems (CTRSs, for short) is to transform a CTRS into an unconditional term rewriting system (a TRS, for short) that is in general an overapproximation of the CTRS w.r.t. reduction (cf. [32]). This approach enables us to use existing techniques for the analysis of TRSs. For example, a CTRS is operationally terminating if the unraveled TRS [22, 32] is terminating [5]. To prove termination of the unraveled TRS, we can use many techniques for proving termination of TRSs (cf. [32]). On the other hand, it is not so easy to analyze reachability which is relevant to, e.g., infeasibility of conditions - non-existence of substitutions satisfying conditions - of conditional rewrite rules, conditional critical pairs, etc.

Let us consider to prove confluence of the following normal 1-CTRS [31] defining even and odd predicates over the non-negative integers represented by 0 and s:

$$
\mathcal{R}_{1}=\left\{\begin{array}{ll}
\mathrm{e}(0) \rightarrow \text { true }, & \mathrm{e}(\mathrm{~s}(x)) \rightarrow \text { true } \Leftarrow \mathrm{o}(x) \rightarrow \text { true }, \quad \mathrm{e}(\mathrm{~s}(x)) \rightarrow \text { false } \Leftarrow \mathrm{e}(x) \rightarrow \text { true, } \\
\mathrm{o}(0) \rightarrow \text { false }, & \mathrm{o}(\mathrm{~s}(x)) \rightarrow \text { true } \Leftarrow \mathrm{e}(x) \rightarrow \text { true }, \\
\mathrm{o}(\mathrm{~s}(x)) \rightarrow \text { false } \Leftarrow \mathrm{o}(x) \rightarrow \text { true }
\end{array}\right\}
$$

Unfortunately, neither a transformational approach in [10, 9] nor a direct approach to reachability analysis to prove infeasibility of conditional critical pairs succeeds in proving confluence of $\mathcal{R}_{1}$. For example, $\mathcal{R}_{1}$ has the following four critical pairs:

$$
\begin{array}{ll}
\langle\text { true }, \text { false }\rangle \Leftarrow \mathrm{o}(x) \rightarrow \text { true } \& \mathrm{e}(x) \rightarrow \text { true } & \langle\text { false, true }\rangle \Leftarrow \mathrm{o}(x) \rightarrow \text { true } \& \mathrm{e}(x) \rightarrow \text { true } \\
\langle\text { true, false }\rangle \Leftarrow \mathrm{e}(x) \rightarrow \text { true } \& \mathrm{o}(x) \rightarrow \text { true } & \langle\text { false, true }\rangle \Leftarrow \mathrm{e}(x) \rightarrow \text { true } \& \mathrm{o}(x) \rightarrow \text { true }
\end{array}
$$

An operationally terminating CTRS is confluent if all critical pairs of the CTRS are infeasible (cf. [1, 4]). To prove infeasibility of the critical pairs above, it suffices to show non-existence of terms $t$ such that $\mathrm{o}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true. Thanks to the meaning of even and odd predicates, it would be easy for human to notice that such a term $t$ does not exist. However, it is not so easy to mechanize a way to show non-existence of $t$. In fact, confluence provers for CTRSs, ConCon [35], CO3 [25], and CoScart [8], based on e.g., transformations of CTRSs into TRSs and/or reachability analysis for infeasibility of conditional critical pairs failed to prove confluence of $\mathcal{R}_{1}$ (see Confluence Competition $2016{ }^{1}$ and 2017, ${ }^{2} 489 . \operatorname{trs}$ or 522.trs). Note that a semantic approach in [19, 18] can prove confluence of $\mathcal{R}_{1}$ using AGES [11], a tool for generating logical models of order-sorted first-order theories (cf. [20]).

The (non-) existence of a term $t$ with $\mathrm{o}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true can be reduced to the (non-) existence of substitutions $\theta$ such that $\circ(x) \rightsquigarrow_{\theta, \mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(x) \rightsquigarrow_{\theta, \mathcal{R}_{1}}^{*}$ true, where $\rightsquigarrow$ denotes the narrowing step [14]. In addition, the non-existence of such substitutions can be reduced to the emptiness of the set of such substitutions, i.e., the emptiness of $\{\theta \mid$ $\mathrm{o}(x) \rightsquigarrow_{\theta, \mathcal{R}_{1}}^{*}$ true, $\mathrm{e}(x) \rightsquigarrow_{\theta, \mathcal{R}_{1}}^{*}$ true $\}$. From this viewpoint, the enumeration of substitutions obtained by narrowing from a pair of terms would be useful in analyzing rewriting sequences that starts with instances of the pair.

A narrowing tree [29] for a sufficiently complete constructor TRS $\mathcal{R}$ with the root pair $s \rightarrow t$ where $t$ is a constructor term is a finite representation that defines the set of substitutions $\theta$ such that the pair $s \rightarrow t$ narrows to a special constant $\top$ by innermost narrowing $\stackrel{i}{\rightsquigarrow} \mathcal{R}$ with a substitution $\theta$ (i.e., $(s \rightarrow t) \stackrel{i}{\rightsquigarrow}_{\theta, \mathcal{R}}^{*} \top$ and thus $\left.\theta s \xrightarrow{c}_{\mathcal{R}}^{*} \theta t\right)$. Note that $\rightarrow$ is considered a binary symbol, $(x \rightarrow x) \rightarrow \top$ is assumed to be implicitly included in $\mathcal{R}$, and $\xrightarrow{c}_{\mathcal{R}}$ denotes the constructor-based rewriting step which applies rewrite rules to basic terms. Note that a basic terms is of the form $f\left(u_{1}, \ldots, u_{n}\right)$ with a defined symbol $f$ and constructor terms $u_{1}, \ldots, u_{n}$. A narrowing tree can be the enumeration of substitutions obtained by innermost narrowing of $\mathcal{R}$ to $T$. The idea of narrowing trees has been extended to finite representations of SLD trees for logic programs [30].

In this paper, we extend narrowing trees to syntactically deterministic conditional term rewriting systems (a SDCTRS, for short) that are constructor systems. The class of SDCTRSs is reasonable to model functional programs. We do not directly extend narrowing trees to conditional systems, but we convert an SDCTRS to an equivalent unconditional constructor system that may have extra variables. Narrowing trees for the converted constructor system can be used for the original SDCTRS, i.e., they represent all substitutions derived by innermost narrowing of the original SDCTRS.
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Figure 1 A narrowing tree for $\mathrm{f}(x, y) \rightarrow v$ w.r.t. $\mathcal{R}_{2}$.

Consider the sufficiently complete constructor TRS $\mathcal{R}_{2}=\{\mathrm{f}(\mathrm{a}, z) \rightarrow \mathrm{a}, \mathrm{f}(\mathrm{b}, z) \rightarrow$ $\mathrm{b}, \mathrm{f}(\mathrm{c}(x, y), z) \rightarrow \mathrm{c}(\mathrm{f}(x, y), \mathrm{f}(z, x))\}$. A narrowing tree for the pair $\mathrm{f}(x, y) \rightarrow v$ is illustrated in Figure 1. Labeled solid arrows " $\xrightarrow{\theta}$ " represent innermost-narrowing steps with relevant substitutions $\theta,{ }^{3}$ double-line arcs $"="$ decompose nests of defined symbols (flattening), double arrows " $\Longrightarrow$ " divide equations to single ones (splitting), labeled dotted arrows ".... $>$ " visualize the existence of a variant node connected via a renaming ${ }^{4} \delta$ (recursion). The narrowing tree in Figure 1 can be written by the following grammar representation [29] that can be considered a regular tree grammar [3]:

$$
\left.\left.\begin{array}{rl}
\Gamma_{\mathrm{f}(x, y) \rightarrow v} \rightarrow & \{v \mapsto \mathrm{a}\} \bullet\{x \mapsto \mathrm{a}\} \mid\{v \mapsto \mathrm{~b}\} \bullet\{x \mapsto \mathrm{~b}\} \\
& \left(\begin{array}{c}
\Gamma_{\mathrm{f}(x, y) \rightarrow v} \bullet\left\{x^{\prime} \mapsto x,, y^{\prime} \mapsto y, v^{\prime} \mapsto v\right\} \\
\& \\
\Gamma_{\mathrm{f}(x, y) \rightarrow v} \bullet\left\{x^{\prime} \mapsto y, z^{\prime} \mapsto x, v^{\prime \prime} \mapsto v\right\} \\
\& \\
\left\{v \mapsto \mathrm{c}\left(v^{\prime}, v^{\prime \prime}\right)\right\}
\end{array}\right. \tag{1}
\end{array}\right) \bullet\left\{x \mapsto \mathrm{c}\left(x^{\prime}, y^{\prime}\right), y \mapsto z^{\prime}\right\}\right)
$$

The binary symbols $\bullet$ and $\&$ are interpreted by standard composition and parallel composition [13, 33], respectively. Parallel composition $\uparrow$ of two idempotent substitutions returns a most general unifier of the substitutions if the substitutions are unifiable. For example, $\left\{y^{\prime} \mapsto \mathrm{a}, y \mapsto \mathrm{a}\right\} \Uparrow\left\{y^{\prime} \mapsto y\right\}$ returns $\left\{y^{\prime} \mapsto \mathrm{a}, y \mapsto \mathrm{a}\right\}$ and $\left\{y^{\prime} \mapsto \mathrm{a}, y \mapsto \mathrm{~b}\right\} \Uparrow\left\{y^{\prime} \mapsto y\right\}$ fails. Due to parallel composition (i.e., occurrence of $\&$ ), it is not so easy to not only analyze but also simplify grammar representations of narrowing trees. In the remaining of this paper, we do not deal with narrowing trees but their grammar representations.

Throughout this paper, we aim at proving infeasibility of the condition $\mathrm{o}(x) \rightarrow$ true \& $\mathrm{e}(x) \rightarrow$ true for $\mathcal{R}_{1}{ }^{5}$ w.r.t. constructor-based rewriting. To this end, we first show that every
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constructor SDCTRS can be converted to an equivalent unconditional constructor system which may have extra variables (Section 3). Secondly, we revisit compositionality of innermost narrowing, relaxing some assumptions in [29] (Section 4). Thirdly, we introduce grammar representations of sets of idempotent substitutions as regular tree grammars (Section 5) and a construction of narrowing trees for given unconditional constructor systems (Section 6). Fourthly, we show some methods to simplify grammar representations of narrowing trees (Section 7). Finally, we show that grammar representations of narrowing trees are useful to prove infeasibility of conditional critical pairs of $\mathcal{R}_{1}$ and quasi-reducibility [16] of $\mathcal{R}_{1}$ with usual sorts for natural numbers and boolean values (Section 8). Quasi-reducibility is that every ground basic term is defined (i.e., reducible). For (operationally) terminating (C)TRSs, quasi-reducibility is equivalent to sufficient completeness (cf. [15, 2]). The results in this paper would straightforwardly be extended to many sorted systems. Differences to related work are described in Section 9, and proofs of theorems are shown in Appendix B.

The contribution of this paper is to show a method that can prove (1) confluence of $\mathcal{R}_{1}$, for which all existing confluence provers other than AGES fail to prove confluence, and (2) quasi-reducibility of $\mathcal{R}_{1}$.

## 2 Preliminaries

In this section, we recall basic notions and notations of term rewriting [1, 32] and regular tree grammars [3].

Throughout the paper, we use $\mathcal{V}$ as a countably infinite set of variables. Let $\mathcal{F}$ be a signature, a finite set of function symbols $f$ each of which has its own fixed arity. We often write $f / n \in \mathcal{F}$ instead of "an $n$-ary symbol $f \in \mathcal{F}$ ", and so on. The set of terms over $\mathcal{F}$ and $V(\subseteq \mathcal{V})$ is denoted by $\mathcal{T}(\mathcal{F}, V)$, and $\mathcal{T}(\mathcal{F}, \emptyset)$, the set of ground terms, is abbreviated to $\mathcal{T}(\mathcal{F})$. The set of variables appearing in any of terms $t_{1}, \ldots, t_{n}$ is denoted by $\mathcal{V} \operatorname{ar}\left(t_{1}, \ldots, t_{n}\right)$. For a term $t$ and a position $p$ of $t$, the subterm of $t$ at $p$ is denoted by $\left.t\right|_{p}$. Given terms $s, t$ and a position $p$ of $s$, we denote by $s[t]_{p}$ the term obtained from $s$ by replacing the subterm $\left.s\right|_{p}$ at $p$ by $t$.

A substitution $\sigma$ is a mapping from variables to terms such that the number of variables $x$ with $\sigma(x) \neq x$ is finite, and is naturally extended over terms. The domain and range of $\sigma$ are denoted by $\mathcal{D o m}(\sigma)$ and $\mathcal{R} a n(\sigma)$, respectively. The set of variables in $\mathcal{R} a n(\sigma)$ is denoted by $\mathcal{V} \mathcal{R} a n(\sigma)$. We may denote $\sigma$ by $\left\{x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto t_{n}\right\}$ if $\mathcal{D o m}(\sigma)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\sigma\left(x_{i}\right)=t_{i}$ for all $1 \leq i \leq n$. The identity substitution is denoted by $i d$. The set of substitutions that range over a signature $\mathcal{F}$ and a set $V$ of variables is denoted by $\operatorname{Subst}(\mathcal{F}, V): \operatorname{Subst}(\mathcal{F}, V)=\{\sigma \mid \sigma$ is a substitution, $\mathcal{R} a n(\sigma) \subseteq \mathcal{T}(\mathcal{F}, V)\}$. The application of a substitution $\sigma$ to a term $t$ is abbreviated to $\sigma t$, and $\sigma t$ is called an instance of $t$. Given a set $V$ of variables, $\left.\sigma\right|_{V}$ denotes the restricted substitution of $\sigma$ w.r.t. $V:\left.\sigma\right|_{V}=\{x \mapsto \sigma x \mid x \in$ $\mathcal{D} o m(\sigma) \cap V\}$. A substitution $\sigma$ is called a renaming if $\sigma$ is a bijection on $\mathcal{V}$. The composition $\theta \cdot \sigma$ (simply $\theta \sigma$ ) of substitutions $\sigma$ and $\theta$ is defined as $(\theta \cdot \sigma)(x)=\theta(\sigma(x))$. A substitution $\sigma$ is called idempotent if $\sigma \sigma=\sigma$ (i.e., $\mathcal{D o m}(\sigma) \cap \mathcal{V} \mathcal{R} a n(\sigma)=\emptyset$ ). A substitution $\sigma$ is called more general than a substitution $\theta$, written by $\sigma \leq \theta$, if there exists a substitution $\delta$ such that $\delta \sigma=\theta$. A finite set $E$ of term equations $s \approx t$ is called unifiable if there exists a unifier of $E$ such that $\sigma s=\sigma t$ for all term equations $s \approx t$ in $E$. A most general unifier (mgu, for short) of $E$ is denoted by $\operatorname{mgu}(E)$ if $E$ is unifiable. Terms $s$ and $t$ are called unifiable if $\{s \approx t\}$ is unifiable. The application of a substitution $\theta$ to $E$ is defined as $\theta(E)=\{\theta s \approx \theta t \mid s \approx t \in E\}$.

An oriented conditional rewrite rule over a signature $\mathcal{F}$ is a triple ( $\ell, r, c$ ), denoted by $\ell \rightarrow r \Leftarrow c$, such that the left-hand side $\ell$ is a non-variable term in $\mathcal{T}(\mathcal{F}, \mathcal{V})$, the right-hand
side $r$ is a term in $\mathcal{T}(\mathcal{F}, \mathcal{V})$, and the conditional part $c$ is a sequence $s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k}$ of term pairs $(k \geq 0)$ where $s_{1}, t_{1}, \ldots, s_{k}, t_{k} \in \mathcal{T}(\mathcal{F}, \mathcal{V})$. In particular, a conditional rewrite rule is called unconditional if the conditional part is the empty sequence (i.e., $k=0$ ), and we may abbreviate it to $\ell \rightarrow r$. Variables in $\mathcal{V} \operatorname{ar}(r, c) \backslash \mathcal{V}$ ar $(\ell)$ are called extra variables of the rule. An oriented conditional term rewriting system (a CTRS, for short) over $\mathcal{F}$ is a set of oriented conditional rewrite rules over $\mathcal{F}$. A CTRS is called an (unconditional) term rewriting system (TRS) if every rule $\ell \rightarrow r \Leftarrow c$ in the CTRS is unconditional and satisfies $\mathcal{V} \operatorname{ar}(\ell) \supseteq \mathcal{V} \operatorname{Vr}(r)$. The reduction relation $\rightarrow_{\mathcal{R}}$ of a CTRS $\mathcal{R}$ is defined as $\rightarrow_{\mathcal{R}}=\bigcup_{n \geq 0} \rightarrow_{(n), \mathcal{R}}$, where $\rightarrow_{(0), \mathcal{R}}=\emptyset$, and $\rightarrow_{(i+1), \mathcal{R}}=\left\{\left(s[\sigma \ell]_{p}, s[\sigma r]_{p}\right) \mid s \in \mathcal{T}(\mathcal{F}, \mathcal{V}), \ell \rightarrow\right.$ $\left.r \Leftarrow s_{1} \rightarrow \bar{t}_{1}, \ldots, s_{k} \rightarrow t_{k} \in \mathcal{R}, \sigma s_{1} \rightarrow_{(i), \mathcal{R}}^{*} \sigma t_{1}, \ldots, \sigma s_{k} \rightarrow_{(i), \mathcal{R}}^{*} \sigma t_{k}\right\}$ for $i \geq 0$. To specify the position where the rule is applied, we may write $\rightarrow_{p, \mathcal{R}}$ instead of $\rightarrow_{\mathcal{R}}$. The underlying unconditional system $\{\ell \rightarrow r \mid \ell \rightarrow r \Leftarrow c \in \mathcal{R}\}$ of $\mathcal{R}$ is denoted by $\mathcal{R}_{u}$. A term $t$ is called a normal form (of $\mathcal{R}$ ) if $t$ is irreducible w.r.t. $\mathcal{R}$. A substitution $\sigma$ is called normalized (w.r.t. $\mathcal{R}$ ) if $\sigma x$ is a normal form of $\mathcal{R}$ for each variable $x \in \mathcal{D o m}(\sigma)$. A CTRS $\mathcal{R}$ is called Type 1 (1-CTRS, for short) if every rule $\ell \rightarrow r \Leftarrow c \in \mathcal{R}$ satisfies that $\mathcal{V} \operatorname{ar}(r, c) \subseteq \mathcal{V} a r(\ell)$; Type 3 (3-CTRS, for short) if every rule $\ell \rightarrow r \Leftarrow c \in \mathcal{R}$ satisfies that $\mathcal{V} \operatorname{ar}(r) \subseteq \mathcal{V} \operatorname{ar}(\ell, c)$; normal if for every rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k} \in \mathcal{R}$, all $t_{1}, \ldots, t_{k}$ are ground normal forms of $\mathcal{R}_{u}$; deterministic (a DCTRS, for short) if, for every rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k} \in \mathcal{R}$, $\mathcal{V} \operatorname{ar}\left(s_{i}\right) \subseteq \mathcal{V} \operatorname{ar}\left(\ell, t_{1}, \ldots, t_{i-1}\right)$ for all $1 \leq i \leq k$.

The sets of defined symbols and constructors of a CTRS $\mathcal{R}$ over a signature $\mathcal{F}$ are denoted by $\mathcal{D}_{\mathcal{R}}$ and $\mathcal{C}_{\mathcal{R}}$, respectively: $\mathcal{D}_{\mathcal{R}}=\left\{f \mid f\left(u_{1}, \ldots, u_{n}\right) \rightarrow r \Leftarrow c \in \mathcal{R}\right\}$ and $\mathcal{C}_{\mathcal{R}}=\mathcal{F} \backslash \mathcal{D}_{\mathcal{R}}$. Terms in $\mathcal{T}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$ are called constructor terms of $\mathcal{R}$. A substitution in $\operatorname{Subst}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$ is called a constructor substitution of $\mathcal{R}$. A term of the form $f\left(t_{1}, \ldots, t_{n}\right)$ with $f / n \in \mathcal{D}_{\mathcal{R}}$ and $t_{1}, \ldots, t_{n} \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$ is called basic. A CTRS $\mathcal{R}$ is called a constructor system if for every rule $\ell \rightarrow r \Leftarrow c$ in $\mathcal{R}, \ell$ is basic. A CTRS $\mathcal{R}$ is called a pure-constructor system (a pc-CTRS, for short) if for every rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k} \in \mathcal{R}$, all of $\ell, s_{1}, \ldots, s_{k}$ are basic and all of $r, t_{1}, \ldots, t_{k}$ are constructor terms [24]. A 3-DCTRS $\mathcal{R}$ is called syntactically deterministic (an SDCTRS, for short) if for every rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k} \in \mathcal{R}$, every $t_{i}$ is a constructor term or a ground normal form of $\mathcal{R}_{u}$.

A CTRS $\mathcal{R}$ is called operationally terminating if there are no infinite well-formed trees in a certain logical inference system [21] - operational termination means that the evaluation of conditions must either successfully terminate or fail in finite time. Two terms $s$ and $t$ are said to be joinable, written as $s \downarrow_{\mathcal{R}} t$, if there exists a term $u$ such that $s \rightarrow_{\mathcal{R}}^{*} u \leftarrow_{\mathcal{R}}^{*} t$. A CTRS $\mathcal{R}$ is called confluent if $t_{1} \downarrow_{\mathcal{R}} t_{2}$ for any terms $t_{1}, t_{2}$ with $t_{1} \leftarrow_{\mathcal{R}}^{*} \cdot \rightarrow_{\mathcal{R}}^{*} t_{2}$.

A regular tree grammar is a quadruple $\mathcal{G}=(S, \mathcal{N}, \mathcal{F}, \mathcal{P})$ such that $\mathcal{F}$ is a signature, $\mathcal{N}$ is a finite set of non-terminals (constants not in $\mathcal{F}$ ), S $\in \mathcal{N}$, and $\mathcal{P}$ is a finite set of production rules of the form $A \rightarrow \beta$ with $A \in \mathcal{N}$ and $\beta \in \mathcal{T}(\mathcal{F} \cup \mathcal{N})$. Note that $A \rightarrow \beta_{1}|\ldots| \beta_{n}$ stands for $A \rightarrow \beta_{1}, \ldots, A \rightarrow \beta_{n}$. Given a non-terminal $S^{\prime} \in \mathcal{N}$, the set $\left\{t \in \mathcal{T}(\mathcal{F}) \mid S^{\prime} \rightarrow_{\mathcal{P}}^{*} t\right\}$ is the language generated by $\mathcal{G}$ from $S^{\prime}$, denoted by $L\left(\mathcal{G}, S^{\prime}\right)$. The initial non-terminal $S$ does not play an important role in this paper. A regular tree language is a language generated by a regular tree grammar from one of its non-terminals. The class of regular tree languages is equivalent to the class of recognizable tree languages which are recognized by tree automata. This means that the intersection (non-)emptiness problem for regular tree languages is decidable.

- Example 1. The regular tree grammar $\mathcal{G}_{1}=\left(X,\left\{X, X^{\prime}\right\},\{0 / 0, \mathrm{~s} / 1\},\left\{X \rightarrow 0 \mid \mathrm{s}\left(X^{\prime}\right)\right.\right.$, $\left.\left.X^{\prime} \rightarrow \mathrm{s}(X)\right\}\right)$ generates the sets of even and odd numbers over 0 and s from $X$ and $X^{\prime}$, respectively: $L\left(\mathcal{G}_{1}, X\right)=\left\{s^{2 n}(0) \mid n \geq 0\right\}\left(=L\left(\mathcal{G}_{1}\right)\right)$ and $L\left(\mathcal{G}_{1}, X^{\prime}\right)=\left\{s^{2 n+1}(0) \mid n \geq 0\right\}$.


## 3 From Constructor SDCTRSs to Unconditional Constructor Systems

In this section, we show that every constructor SDCTRS can be converted to an equivalent unconditional constructor system w.r.t. constructor-based rewriting and innermost narrowing for goal clauses. Since SDCTRSs possibly have extra variables, we relax the requirement " $\operatorname{Var}(\ell) \supseteq \mathcal{V} \operatorname{ar}(r)$ " for TRSs, i.e., we allow unconditional rules to have extra variables.

We denote a pair of terms $s, t$ by $s \rightarrow t$ (not an equation $s \approx t$ ) because we analyze conditions of rewrite rules and distinguish the left- and right-hand sides of the pair $s \rightarrow t$. We deal with pairs of terms as terms by considering $\rightarrow$ a binary function symbol. For this reason, we apply many notions for terms to pairs of terms without notice. For readability, when we deal with $s \rightarrow t$ as a term, we often put it in parentheses: $(s \rightarrow t)$. As in [23], we assume that any CTRS in this paper implicitly includes the rule $(x \rightarrow x) \rightarrow \top$ where $\top$ is a special constant. The rule $(x \rightarrow x) \rightarrow \top$ is used to test equivalence between two terms $t_{1}, t_{2}$ via $t_{1} \rightarrow t_{2}$. A pair $s \rightarrow t$ of terms $s, t$ is called a goal of a constructor SDCTRS $\mathcal{R}$ if the left-hand side $s$ is either a constructor term or a basic term and the right-hand side $t$ is a constructor term.

To deal with a conjunction of pairs $e_{1}, \ldots, e_{k}$ of terms $\left(e_{i}\right.$ is either $s_{i} \rightarrow t_{i}$ or $\top$ ) as a term, we write $e_{1} \& \cdots \& e_{k}$ by using an associative binary symbol \&. We call such a term an equational term. Unlike [29], to avoid $\&$ to be a defined symbol, we do not use any rule for $\&$, e.g., $(\top \& x) \rightarrow x$. Instead of derivations ending with $\top$, we consider derivations that end with terms in $\mathcal{T}(\{\top, \&\})$. We assume that none of $\&, \rightarrow$, or $\top$ is included in the range of any substitution below. In the following, we denote conditional parts of rules by equational terms, e.g., $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1} \& \cdots \& s_{k} \rightarrow t_{k}$. Note that the empty sequence of a conditional part is denoted by $T$. An equational term is called a goal clause of a constructor SDCTRS $\mathcal{R}$ if it is a conjunction of goals for $\mathcal{R}$. Note that for a goal clause $T$, any instance $\theta T$ with $\theta$ a constructor substitution is a goal clause.

- Example 2. The equational term $\mathrm{e}(x) \rightarrow$ true $\& \mathrm{o}(x) \rightarrow$ true is a goal clause of $\mathcal{R}_{1}$.


### 3.1 Constructor-based Rewriting and Innermost Narrowing

Following [28], we define constructor-based conditional rewriting on goal clauses as follows: for a goal clause $S=U \& s \rightarrow t \& S^{\prime}$ with $U \in \mathcal{T}(\{\top, \&\})$, we write $S \xrightarrow{c}_{\mathcal{C}} T$ if there exist a non-variable position $p$ of $(s \rightarrow t)$, a rule $\ell \rightarrow r \Leftarrow C$ in $\mathcal{R}$, and a constructor substitution $\sigma$ such that $\left.(s \rightarrow t)\right|_{p}$ is basic, $\left.(s \rightarrow t)\right|_{p}=\sigma \ell$, and $T=U \& \sigma C \&(s \rightarrow t)[\sigma r]_{p} \& S^{\prime}$. The constructor-based rewriting under the leftmost strategy is denoted by $\xrightarrow{l c} \mathcal{R}$. It is clear that for a goal clause $S$ and a normal form $T$ of $\mathcal{R}, S \xrightarrow{c}_{\mathcal{R}}^{*} T$ if and only if $S \xrightarrow{l c_{\mathcal{R}}}{ }_{\mathcal{R}}^{*} T$.

The narrowing relation [34, 14] mainly extends rewriting by replacing matching with unification. This paper follows the formalization in [28], while we use the rule $(x \rightarrow x) \rightarrow \top$ instead of the corresponding inference rule.

- Definition 3 (innermost narrowing). Let $\mathcal{R}$ be a CTRS. A goal clause $S=U \& s \rightarrow t \& S^{\prime}$ with $U \in \mathcal{T}(\{\top, \&\})$ is said to conditionally narrow into an equational term $T$ at an innermost position, written as $S \stackrel{i}{\imath_{\mathcal{R}}} T$, if there exist a non-variable position $p$ of $(s \rightarrow t)$, a variant $\ell \rightarrow r \Leftarrow C$ of a rule in $\mathcal{R}$, and a constructor substitution $\sigma$ such that $\mathcal{V} \operatorname{ar}(\ell, r, C) \cap \mathcal{V} \operatorname{ar}(S)=\emptyset$, $\left.(s \rightarrow t)\right|_{p}$ is basic, $\left.(s \rightarrow t)\right|_{p}$ and $\ell$ are unifiable, $\sigma=\operatorname{mgu}\left(\left\{\left.(s \rightarrow t)\right|_{p} \approx \ell\right\}\right)$, and $T=U \&$ $\sigma C \& \sigma\left((s \rightarrow t)[r]_{p}\right) \& \sigma S^{\prime}$. Note that all extra variables of $\ell \rightarrow r \Leftarrow C$ remain in $T$ as fresh variables which do not appear in $S$. We assume that $\mathcal{V} \operatorname{ar}(S) \cap \mathcal{V} \mathcal{R} \operatorname{an}\left(\left.\sigma\right|_{\mathcal{V} \operatorname{ar}\left(\left.(s \rightarrow t)\right|_{p}\right)}\right)=\emptyset$ (i.e., $\left.\sigma\right|_{\mathcal{V} \operatorname{ar}\left(\left.(s \rightarrow t)\right|_{p}\right)}$ is idempotent) and $\mathcal{V} \operatorname{ar}\left(\left.(s \rightarrow t)\right|_{p}\right) \subseteq \mathcal{D} \operatorname{om}(\sigma)$. We write $S{ }_{\rightsquigarrow}{ }^{l i} \mathcal{R} T$ if $p$ is the leftmost among innermost narrowable positions in $(s \rightarrow t)$. We write $\left.S \stackrel{i}{\rightsquigarrow} \sigma\right|_{\mathcal{V a r}(S)}, \mathcal{R} T$ to make the substitution explicit.

An example of innermost narrowing and constructor-based rewriting can be seen in Appendix A. Let $\stackrel{x}{\rightsquigarrow} \mathcal{R}$ be either $\stackrel{i}{\rightsquigarrow} \mathcal{R}$ or $\stackrel{l i}{\rightsquigarrow} \mathcal{R}$. An innermost narrowing derivation $T_{0} \underset{w_{\sigma}}{x}{ }_{\sigma} T_{n}$ (and $\left.T_{0} \underset{\sim}{x} n, \mathcal{R}, ~ T_{n}\right)$ denotes a sequence of narrowing steps $T_{0} \stackrel{x}{\rightsquigarrow} \sigma_{\sigma_{1}, \mathcal{R}} \cdots \stackrel{x}{\rightsquigarrow} \sigma_{\sigma_{n}, \mathcal{R}} T_{n}$ with $\sigma=\left.\left(\sigma_{n} \cdots \sigma_{1}\right)\right|_{\mathcal{V} a r\left(T_{0}\right)}$ an idempotent substitution. When we consider two (or more) narrowing derivations $S_{1} \underset{\sim}{\sim} \sigma_{1}, \mathcal{R}, ~ T_{1}$ and $S_{2} \stackrel{x}{\sim_{\sigma_{2}}^{*}, \mathcal{R}} T_{2}$, we assume that $\mathcal{V} \mathcal{R} a n\left(\sigma_{1}\right) \cap \mathcal{V} \mathcal{R} a n\left(\sigma_{2}\right)=\emptyset$.

As in [29], for the sake of simplicity, we first consider the leftmost innermost narrowing. After showing basic properties of compositionality, we drop this restriction (see Theorem 14).

Constructor-based rewriting and innermost narrowing of constructor SDCTRSs have the following relationships (cf. [28]).

- Theorem 4. Let $\mathcal{R}$ be a constructor $\operatorname{SDCTRS}, T$ a goal clause, and $U \in \mathcal{T}(\{\top, \&\})$.

1. If $T \xrightarrow[\rightsquigarrow]{\stackrel{l i}{*}} \sigma, \mathcal{R}$, then $\sigma T \xrightarrow{l c_{\mathcal{R}}^{*}} U$ (i.e., $\sigma s \xrightarrow{l c_{\mathcal{R}}^{*}} \sigma t$ for all goals $s \rightarrow t$ in $T$ ).
2. For a constructor substitution $\theta$, if $\theta T \xrightarrow{l_{\mathcal{R}}} \underset{\mathcal{R}}{*} U$, then there exists an idempotent constructor substitution $\sigma$ such that $T \stackrel{l i}{\imath_{\sigma, \mathcal{R}}} U$ and $\sigma \leq \theta$.

### 3.2 Converting to Unconditional Constructor Systems

We say that a constructor SDCTRS $\mathcal{R}$ over a signature $\mathcal{F}$ is equivalent to a constructor SDCTRS $\mathcal{R}^{\prime}$ over $\mathcal{F}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$ if $\mathcal{D}_{\mathcal{R}}=\mathcal{D}_{\mathcal{R}^{\prime}}$ and both of the following hold:

- for any goal clause $T, T \xrightarrow{l c_{\mathcal{R}}^{*}} U$ for some term $U \in \mathcal{T}(\{\top, \&\})$ if and only if $T \xrightarrow{l c_{\mathcal{R}^{\prime}}^{*}} U^{\prime}$ for some term $U^{\prime} \in \mathcal{T}(\{\top, \&\})$, and
 for some term $U^{\prime} \in \mathcal{T}(\{\top, \&\})$.
Note that $\mathcal{C}_{\mathcal{R}}=\mathcal{C}_{\mathcal{R}^{\prime}}$. In this section, we first convert a constructor SDCTRS to a pc-CTRS that is equivalent to the SDCTRS w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$, and then convert the pc-CTRS to a constructor TRS that is equivalent to the pc-CTRS w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.

To convert a constructor SDCTRS $\mathcal{R}$, we adopt a stepwise transformation for each rule $\ell \rightarrow r \Leftarrow C \in \mathcal{R}$ as follows (cf. [26, Definition 23]).

- Definition 5. We transform each rule $\ell \rightarrow r \Leftarrow C$ of a constructor SDCTRS $\mathcal{R}$ as follows:

1. We replace $r$ and $C$ by a fresh variable $y$ and $C, r \rightarrow y$, respectively, if $r \notin \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$.
2. For each condition $s \rightarrow t$ in the resulting conditional part, if $t$ contains a defined symbol, then we replace $s \rightarrow t$ by $(s \rightarrow x) \&(t \rightarrow x)$, where $x$ is a fresh variable. ${ }^{6}$
3. We remove all nests of defined symbols in the resulting conditional part by replacing a condition $s\left[f\left(u_{1}, \ldots, u_{n}\right)\right]_{p} \rightarrow t$ with $\left(f\left(u_{1}, \ldots, u_{n}\right) \rightarrow x\right) \&\left(s[x]_{p} \rightarrow t\right)$, where $f$ is a defined symbol, $p>\varepsilon$, and $x$ is a fresh variable that does not appear in the intermediate rule. This operation is so-called a flattening [29] shown in Section 4.
4. If the resulting rule has a condition $s \rightarrow t$ with $s, t$ constructor terms, then (1) we drop the rule from $\mathcal{R}$ whenever $s$ and $t$ are not unifiable, and (2) otherwise, we drop the condition $s \rightarrow t$ by applying an $m g u$ of $s, t$ to the rule [27, p. 292] (see also [26, Theorem 26]).
We denote the resulting CTRS by $P c(\mathcal{R})$.
[^2]- Theorem 6. Let $\mathcal{R}$ be a constructor $\operatorname{SDCTRS}$ over a signature $\mathcal{F}$. Then, $\operatorname{Pc}(\mathcal{R})$ is a pc-CTRS over $\mathcal{F}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.

Let $\mathcal{R}$ be a pc-CTRS over $\mathcal{F}$. We denote the $\operatorname{TRS}\{(\ell \rightarrow y) \rightarrow C \&(r \rightarrow y) \mid \ell \rightarrow$ $r \Leftarrow C \in \mathcal{R}, y \in \mathcal{V} \backslash \mathcal{V} a r(\ell, r, C)\}$ by $\operatorname{Tr} s(\mathcal{R})$. Since the conditional part is a goal clause, the generated right-hand side $C \&(r \rightarrow y)$ is a goal clause. Thus, for a goal clause $T$, if $T \xrightarrow{c} \mathcal{R} T^{\prime}$ or $T \stackrel{i}{\rightsquigarrow} \mathcal{R} T^{\prime}$, then $T^{\prime}$ is a goal clause. It is clear that $\operatorname{Tr}(\mathcal{R})$ is a constructor TRS, $\mathcal{D}_{\operatorname{Trs}(\mathcal{R})}=\{\rightarrow\}$, and $\mathcal{C}_{\operatorname{Trs}(\mathcal{R})}=\mathcal{F} \cup\{\top, \&\}$.

- Theorem 7. Let $\mathcal{R}$ be a pc-CTRS over a signature $\mathcal{F}$. Then, $\operatorname{Trs}(\mathcal{R})$ is a constructor TRS over $\mathcal{F} \cup\{\rightarrow, \top, \&\}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.
- Example 8. For $\mathcal{R}_{1}$ in Section 1 , we obtain the following TRS by applying $\operatorname{Tr}(\cdot)$ to $\mathcal{R}_{1}$ :

$$
\operatorname{Tr} s\left(\mathcal{R}_{1}\right)=\left\{\begin{array}{ll}
(\mathrm{e}(0) \rightarrow y) \rightarrow(\text { true } \rightarrow y), & (\mathrm{e}(\mathrm{~s}(x)) \rightarrow y) \rightarrow(\mathrm{o}(x) \rightarrow \text { true }) \&(\text { true } \rightarrow y), \\
& (\mathrm{e}(\mathrm{~s}(x)) \rightarrow y) \rightarrow(\mathrm{e}(x) \rightarrow \text { true }) \&(\text { false } \rightarrow y), \\
(\mathrm{o}(0) \rightarrow y) \rightarrow(\text { false } \rightarrow y), & (\mathrm{o}(\mathrm{~s}(x)) \rightarrow y) \rightarrow(\mathrm{e}(x) \rightarrow \text { true }) \&(\text { true } \rightarrow y), \\
& (\mathrm{o}(\mathrm{~s}(x)) \rightarrow y) \rightarrow(\mathrm{o}(x) \rightarrow \text { true }) \&(\text { false } \rightarrow y)
\end{array}\right\}
$$

For example, the following narrowing derivation holds for both $\mathcal{R}_{1}$ and $\operatorname{Trs}\left(\mathcal{R}_{1}\right):(\mathrm{e}(x) \rightarrow$ true) $\xrightarrow[\rightsquigarrow]{l i}\left\{x \mapsto s\left(x_{1}\right)\right\}\left(\mathrm{o}\left(x_{1}\right) \rightarrow\right.$ true $) \&($ true $\rightarrow$ true $) \xrightarrow{\rightsquigarrow i}\left\{x_{1} \mapsto 0\right\}$ (false $\rightarrow$ true) \& (true $\rightarrow$ true).

As a consequence of Theorems 6 and 7, we obtain the following corollary.

- Corollary 9. Let $\mathcal{R}$ be a constructor SDCTRS over a signature $\mathcal{F}$. Then, $\operatorname{Trs}(\operatorname{Pc}(\mathcal{R}))$ is a constructor $T R S$ over $\mathcal{F} \cup\{\rightarrow, \top, \&\}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.


## 4 Compositionality of Innermost Narrowing

Compositionality of innermost narrowing under parallel composition of idempotent substitutions is a key to ensure equivalence between substitutions obtained at innermost-narrowing steps and those defined by grammar representations of narrowing trees. In this section, we recall parallel composition, and revisit compositionality of innermost narrowing for TRSs. Since the counterpart of $\stackrel{i}{\imath_{\mathcal{R}}}$ is constructor-based rewriting $\xrightarrow{c} \mathcal{R}$, sufficient completeness is required in [29] to have $\xrightarrow{c} \mathcal{R}=\xrightarrow{i} \mathcal{R}$ on ground terms. However, sufficient completeness is not necessary for compositionality and we do not force this property to TRSs.

We first recall parallel composition $\Uparrow$ of idempotent substitutions [13, 33], which is one of the most important key operations to enable us to construct finite narrowing trees. Given a substitution $\theta=\left\{x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto t_{n}\right\}$, we denote the set of term equations $\left\{x_{1} \approx t_{1}, \ldots, x_{n} \approx t_{n}\right\}$ by $\widehat{\theta}$.

- Definition 10 (parallel composition $\Uparrow$ [33]). Let $\theta_{1}$ and $\theta_{2}$ be idempotent substitutions. Then, we define $\Uparrow$ as follows: $\theta_{1} \Uparrow \theta_{2}=m g u\left(\widehat{\theta_{1}} \cup \widehat{\theta_{2}}\right)$ if $\widehat{\theta_{1}} \& \widehat{\theta_{2}}$ is unifiable, and otherwise, $\theta_{1} \Uparrow \theta_{2}=$ fail. Note that we define $\theta_{1} \Uparrow \theta_{2}=$ fail if $\theta_{1}$ or $\theta_{2}$ is not idempotent. Parallel composition is extended to sets $\Theta_{1}, \Theta_{2}$ of idempotent substitutions in the natural way: $\Theta_{1} \Uparrow \Theta_{2}=\left\{\theta_{1} \Uparrow \theta_{2} \mid \theta_{1} \in \Theta_{1}, \theta_{2} \in \Theta_{2}, \theta_{1} \Uparrow \theta_{2} \neq\right.$ fail $\}$.

We often have two or more substitutions that can be results of $\theta_{1} \Uparrow \theta_{2}(\neq f a i l)$, while they are unique up to variable renaming. To simplify the semantics of grammar representations for substitutions, we adopt an idempotent substitution $\sigma$ with $\mathcal{D}$ om $\left(\theta_{1}\right) \cup \mathcal{D}$ om $\left(\theta_{2}\right) \subseteq \mathcal{D}$ om $(\sigma)$ as a result of $\theta_{1} \Uparrow \theta_{2}(\neq$ fail $)$. Idempotent substitutions we can adopt as results of $\theta_{1} \Uparrow \theta_{2}$ under the convention are unique up to variable renaming, but not exactly unique in general.

- Example 11. The parallel composition $\{x \mapsto \mathbf{s}(z), y \mapsto z\} \Uparrow\{x \mapsto w\}$ may return $\{x \mapsto \mathbf{s}(z), y \mapsto z, w \mapsto \mathbf{s}(z)\}$, but we do not allow $\{x \mapsto \mathbf{s}(y), z \mapsto y, w \mapsto \mathbf{s}(y)\}$ as a result. On the other hand, $\{x \mapsto \mathbf{s}(z), y \mapsto z\} \Uparrow\{x \mapsto y\}$ fails.

Let $\stackrel{x}{\rightsquigarrow} \mathcal{R}$ be either $\stackrel{i}{\rightsquigarrow} \mathcal{R}$ or $\stackrel{l i}{\rightsquigarrow} \mathcal{R}$. For a constructor SDCTRS $\mathcal{R}$ and a goal clause $T$, we define the success set of $T$ (w.r.t. $\stackrel{x}{\rightsquigarrow} \mathcal{R}$ ), which is the set of successful substitutions derived by $\xrightarrow[\sim]{x} \mathcal{R}$, as follows: $\operatorname{Suc}\left({\underset{\sim}{n} \mathcal{R}}_{x}, T\right)=\left\{\theta \mid \exists U \in \mathcal{T}(\{\top, \&\}) . T{\underset{\sim}{n}}_{\theta, \mathcal{R}}^{*} U\right\}$. Note that $\mathcal{D} \operatorname{om}(\theta) \subseteq \mathcal{V} \operatorname{ar}(T)$ for any substitution $\theta \in \operatorname{Suc}\left({\underset{\sim}{~}}_{\sim}^{\mathcal{R}}, T\right)$. We extend the restriction of substitutions to sets of substitutions: $\left.\Theta\right|_{V}=\left\{\left.\theta\right|_{V} \mid \theta \in \Theta\right\}$.

- Theorem 12 (compositionality [29]). For a constructor TRS $\mathcal{R}$ and goal clauses $T_{1}, T_{2}$, $\operatorname{Suc}\left({ }_{\rightsquigarrow}^{l i} \mathcal{R}, T_{1} \& T_{2}\right)=\left.\left(\operatorname{Suc}\left({ }_{\rightsquigarrow}^{l i} \mathcal{R}, T_{1}\right) \Uparrow \operatorname{Suc}\left({ }_{\sim}^{l i} \mathcal{R}, T_{2}\right)\right)\right|_{\mathcal{V} \text { ar }\left(T_{1}, T_{2}\right)}$ up to variable renaming.
Note that \& is just a binary symbol to construct conjunctions of goals, and $\Uparrow$ is a binary operator for parallel composition. In Theorem 12, we restrict $\operatorname{Suc}\left(\underset{\rightsquigarrow}{\sim}, T_{1}\right) \Uparrow \operatorname{Suc}\left({ }_{\sim}^{l i} \underset{\sim}{l}, T_{2}\right)$ to $\mathcal{V} \operatorname{ar}\left(T_{1}, T_{2}\right)$ because parallel composition may make the domain of a resulting substitution in $\operatorname{Suc}\left({ }_{\rightsquigarrow}^{l i} \mathcal{R}, T_{1}\right) \Uparrow \operatorname{Suc}\left({ }_{\rightsquigarrow}{ }_{\rightsquigarrow}^{i} \mathcal{R}, T_{2}\right)$ include a variable that does not appear in $T_{1} \& T_{2}$. Theorem 12 enables us to, given $T_{1} \& T_{2}$, compute $\operatorname{Suc}\left({ }_{\rightsquigarrow}^{l i} \mathcal{R}, T_{1}\right)$ and $S u c\left({ }_{\rightsquigarrow}^{\imath i} \mathcal{R}, T_{2}\right)$ separately, so-called splitting, instead of computing $S u c\left(\stackrel{l i}{\sim} \mathcal{R}, T_{1} \& T_{2}\right)$, and then apply parallel composition to them under the variable restriction to $\mathcal{V} \operatorname{ar}\left(T_{1}, T_{2}\right)$.

Let $T$ be an equational term, $p$ a position of $T$ such that the root symbol of $\left.T\right|_{p}$ is none of $\rightarrow, \top$, and \&. A flattening of $T$ w.r.t. $p$ is given by $T[x]_{p} \&\left(\left.T\right|_{p} \rightarrow x\right)$ where $x$ is a fresh variable [29]. Note that $\left.T\right|_{p}$ may be a variable, but, to avoid any redundant replacement, we allow $\left.T\right|_{p}$ to be a variable only if the replacement is in the process of linearizing a basic term in $T$. Thanks to Theorem 12, we can use flattening in computing the success set of $T$.

- Theorem 13 (flattening [29]). Let $\mathcal{R}$ be a constructor TRS, $T$ a goal clause, and $T^{\prime}$ a flattening of $T$ w.r.t. a position $p$ of $T$. Then, $\operatorname{Suc}(\underset{\sim}{\imath} \mathcal{R}, T)=\left.\left(\operatorname{Suc}\left({ }_{\sim}^{\imath i} \mathcal{R}, T^{\prime}\right)\right)\right|_{\mathcal{V} \operatorname{ar}(T)}$ up to variable renaming.
As in Theorem 12, we restrict $\operatorname{Suc}\left({ }^{l i} \mathcal{R}, T^{\prime}\right)$ to $\operatorname{V} \operatorname{Var}(T)$ in Theorem 13 because a variable in $T^{\prime}$ but not in $T$ may appear in the domain of a substitution in $S u c\left(\underset{\sim}{\sim} \mathcal{R}, T^{\prime}\right)$, but not in $T$.

Thanks to Theorems 12 and 13, we can show that innermost-narrowing steps to a ground normal form in $\mathcal{T}(\{\top, \&\})$ can be replaced by leftmost ones.

Theorem 14 ([29]). Let $\mathcal{R}$ be a constructor TRS and $T$ a goal clause. Then, Suc $(\underset{\sim}{i}, T)=$ Suc $\left(\rightsquigarrow_{\imath}^{l i} \mathcal{R}, T\right)$ up to variable renaming.
Thanks to Theorem 14, both Theorems 12 and 13 hold for $\stackrel{i}{\rightsquigarrow} \mathcal{R}$. To make the proof of Theorem 13 simpler, we adopt $\left.T[x]_{p} \& T\right|_{p} \rightarrow x$ as a result of flattening. However, thanks to Theorem 14, we may adopt $\left.T\right|_{p} \rightarrow x \& T[x]_{p}$ as a result of flattening.

As mentioned above, in [29], $\mathcal{R}$ is restricted to a sufficiently complete constructor TRS without extra variables. However, sufficient completeness is not used for proving Theorems 12,13 , and 14 , and the existence of extra variables does not affect the proofs of Theorems 12, 13, and 14. For this reason, Theorems 12, 13, and 14 hold for constructor TRSs with extra variables.

## 5 Grammar Representation for Sets of Idempotent Substitutions

In this section, we formalize grammar representations that define sets of idempotent substitutions. Since substitutions derived by narrowing steps are assumed to be idempotent, we
only deal with idempotent substitutions which introduce only fresh variables not appearing in any previous term. The formalization here is based on success set equations in [29].

In the following, a renaming $\delta$ is used to rename a particular term $t$ and we assume that $\left.\delta\right|_{\mathcal{V a r}(t)}$ is injective on $\mathcal{V} \operatorname{ar}(t)$. For this reason, as described in Footnote 4, we write $\left.\delta\right|_{\mathcal{V} a r(t)}$ instead of $\delta$, and call $\left.\delta\right|_{\mathcal{V a r}(t)}$ a renaming for $t$ (simply, a renaming).

We first introduce terms to represent idempotent substitutions computed using • and $\Uparrow$. We prepare the signature $\Sigma$ consisting of the following symbols:

- idempotent substitutions which are considered constants, (basic elements)
- a constant $\varnothing$,
(the empty set/non-existence)
- an associative binary symbol •,
- an associative binary symbol \&, and
- a binary symbol REC.
(standard composition)
(parallel composition)

We use infix notation for $\bullet$ and $\&$, and may omit parentheses with

- has a higher priority than \&.

We deal with terms over $\Sigma$ and some constants which are used as non-terminals of grammar representations, where we allow such constants to only appear in the first argument of REC. Note that a term without any constant may appear in the first argument of REC. Given a finite set $\mathcal{N}$ of constants, we denote the set of such terms by $\mathcal{T}(\Sigma \cup \mathcal{N})$. We assume that each constant in $\mathcal{N}$ has a term $t$ (possibly a goal clause) as subscript such as $\Gamma_{t}$. For an expression $\operatorname{REC}\left(\Gamma_{t}, \delta\right)$, the role of $\Gamma_{t}$ is recursion to generate terms in $\mathcal{T}(\Sigma)$. To reuse substitutions generated by recursion, we connect them with other substitutions via some renaming $\delta$. For this reason, we restrict the second argument of REC to renamings and we require each term $\operatorname{REC}\left(\Gamma_{t}, \delta\right)$ to satisfy $\mathcal{V} \mathcal{R} a n(\delta)=\mathcal{V} a r(t)$.

- Example 15. The following are instances of terms in $\mathcal{T}(\Sigma):\{y \mapsto 0\} \bullet\{x \mapsto \mathbf{s}(y)\}$, $\left(\left\{x^{\prime} \mapsto \mathbf{s}(y)\right\} \bullet\left\{x \mapsto x^{\prime}\right\}\right) \&\{x \mapsto \mathbf{s}(\mathbf{s}(z))\},(\varnothing \&\{y \mapsto z\}) \bullet\{x \mapsto \mathbf{s}(y)\}$, and $\operatorname{REC}(\{x \mapsto$ $\left.\left.0, y \mapsto \mathbf{s}\left(y^{\prime}\right)\right\},\left\{x^{\prime} \mapsto x, y^{\prime} \mapsto y\right\}\right) \bullet\left\{y \mapsto \mathbf{s}\left(x^{\prime}\right)\right\}$.

As described in Section 3, in computing $\sigma_{1} \Uparrow \sigma_{2}$ from two narrowing derivations $S_{1} \stackrel{i}{\sim} \underset{\sigma_{1}, \mathcal{R}}{*}$ $T_{1}$ and $S_{2} \stackrel{i}{\rightsquigarrow \sigma_{\sigma_{2}}, \mathcal{R}}, T_{2}$, we assume that $\mathcal{V} \mathcal{R} a n\left(\sigma_{1}\right) \cap \mathcal{V} \mathcal{R} a n\left(\sigma_{2}\right)=\emptyset$. To satisfy this assumption explicitly in the semantics for $\mathcal{T}(\Sigma)$, we introduce an operation fresh $h_{\delta}(\cdot)$ of substitutions to make a substitution introduce only variables that do not appear in $\mathcal{D o m}(\delta) \cup \mathcal{V} \mathcal{R} a n(\delta)$ : for substitutions $\sigma, \delta$, we define $\operatorname{fresh}_{\delta}(\sigma)$ by $\left.(\xi \cdot \sigma)\right|_{\mathcal{D o m}(\sigma)}$ where $\xi$ is a renaming such that $\operatorname{Dom}(\xi) \supseteq \mathcal{V} \mathcal{R} a n(\sigma)$ and $\mathcal{V} \mathcal{R} a n\left(\left.\xi\right|_{\mathcal{V R} a n(\sigma)}\right) \cap(\mathcal{D o m}(\delta) \cup \mathcal{V} \mathcal{R} a n(\delta) \cup \mathcal{D} o m(\sigma))=\emptyset$. The subscript $\delta$ of $f r e s h_{\delta}(\cdot)$ is used to specify freshness of variables. We say that a variable $x$ is fresh w.r.t. a set $X$ of variables if $x \notin X$.

The semantics of terms in $\mathcal{T}(\Sigma)$ to define substitutions is inductively defined as follows: - $\llbracket \theta \rrbracket=\theta$ if $\theta$ is a substitution,
$-\llbracket e_{1} \bullet e_{2} \rrbracket=\llbracket e_{1} \rrbracket \cdot \llbracket e_{2} \rrbracket$ if $\llbracket e_{2} \rrbracket \neq$ fail and $\llbracket e_{1} \rrbracket \neq$ fail,

- $\llbracket e_{1} \& e_{2} \rrbracket=\left.\left(\theta_{1} \Uparrow \theta_{2}\right)\right|_{\mathcal{D o m}\left(\theta_{1}\right) \cup \mathcal{D o m}\left(\theta_{2}\right)}$ if $\llbracket e_{1} \rrbracket \neq$ fail and $\llbracket e_{2} \rrbracket \neq$ fail, where $\theta_{1}=\llbracket e_{1} \rrbracket$ and $\theta_{2}=$ fresh $_{\theta_{1}}\left(\llbracket e_{2} \rrbracket\right)$,
- $\llbracket \operatorname{REC}(e, \delta) \rrbracket=\left.\left(\right.$ fresh $\left._{\delta}(\llbracket e \rrbracket) \cdot \delta\right)\right|_{\mathcal{D o m}(\delta)}$ if $\llbracket e \rrbracket \neq f$ fail and $\mathcal{V} \mathcal{R} a n(\delta)=\mathcal{D} o m(\llbracket e \rrbracket)$, - otherwise, $\llbracket e \rrbracket=$ fail (e.g., $\llbracket \varnothing \rrbracket=$ fail $)$.

Notice that a constant $\Gamma_{t}$ is not included in $\mathcal{T}(\Sigma)$, and thus, $\llbracket \Gamma_{t} \rrbracket$ is not defined above. Since $\Uparrow$ may fail, we allow to have fail, e.g., $\llbracket\{y \mapsto \mathbf{s}(z)\} \bullet\{x \mapsto y\} \&\{x \mapsto 0\} \rrbracket=$ fail. The number of variables appearing in a regular tree grammar defined below is finite. However, we would like to use regular tree grammars to define infinitely many substitutions such that the maximum number of variables we need cannot be fixed. To solve this problem, in the definition of $\llbracket \operatorname{REC}(e, \delta) \rrbracket$, we introduced the operation $f r e s h_{\delta}(\cdot)$ that make all variables
introduced by $\llbracket e \rrbracket$ fresh w.r.t. $\mathcal{D o m}(\delta) \cup \mathcal{V} \mathcal{R} a n(\delta)$. In [29], this operation is implicitly considered, but in this paper, we explicitly introduced REC to the syntax in order to interpret terms in $\mathcal{T}(\Sigma)$ precisely. To assume $\mathcal{V} \mathcal{R} a n\left(\llbracket e_{1} \rrbracket\right) \cap \mathcal{V} \mathcal{R} a n\left(\llbracket e_{2} \rrbracket\right)=\emptyset$ for $\llbracket e_{1} \& e_{2} \rrbracket$, we also introduced fresh $_{\theta_{1}}(\cdot)$ in the case of $\llbracket e_{1} \& e_{2} \rrbracket$.

- Example 16. The expressions in Example 15 are interpreted as follows: $\llbracket\{y \mapsto 0\} \bullet$ $\{x \mapsto \mathbf{s}(y)\} \rrbracket=\{x \mapsto \mathbf{s}(0), y \mapsto 0\}, \llbracket\left(\left\{x^{\prime} \mapsto \mathbf{s}(y)\right\} \bullet\left\{x \mapsto x^{\prime}\right\}\right) \&\{x \mapsto \mathbf{s}(\mathbf{s}(z))\} \rrbracket=\{x \mapsto$ $\left.\mathbf{s}(\mathbf{s}(z)), x^{\prime} \mapsto \mathbf{s}(\mathbf{s}(z))\right\}, \llbracket(\varnothing \&\{y \mapsto z\}) \bullet\{x \mapsto \mathbf{s}(y)\} \rrbracket=$ fail, and $\llbracket \operatorname{REC}(\{x \mapsto 0, y \mapsto$ $\left.\left.\mathbf{s}\left(y^{\prime}\right)\right\},\left\{x^{\prime} \mapsto x, y^{\prime} \mapsto y\right\}\right) \bullet\left\{y \mapsto \mathbf{s}\left(x^{\prime}\right)\right\} \rrbracket=\left\{x^{\prime} \mapsto 0, y^{\prime} \mapsto \mathbf{s}\left(y^{\prime \prime}\right), y \mapsto \mathbf{s}(0)\right\}$.

To define sets of idempotent substitutions, we adopt regular tree grammars. In the following, we drop the third component from grammars constructed below because the third one is fixed to $\Sigma$ and a finite number of substitutions that are clear from production rules. A substitution-set grammar (SSG) for a term $t_{0}$ is a regular tree grammar $\mathcal{G}=\left(\Gamma_{t_{0}}, \mathcal{N}, \mathcal{P}\right)$ such that $\mathcal{N}$ is a finite set of non-terminals $\Gamma_{t}, \Gamma_{t_{0}} \in \mathcal{N}$, and $\mathcal{P}$ is a finite set of production rules of the form $\Gamma_{t} \rightarrow \beta$ with $\beta \in \mathcal{T}(\Sigma \cup \mathcal{N})$. Note that $L\left(\mathcal{G}, \Gamma_{t}\right)=\left\{e \in \mathcal{T}(\Sigma) \mid \Gamma_{t} \rightarrow_{\mathcal{G}}^{*} e\right\}$ for each $\Gamma_{t} \in \mathcal{N}$. The set of substitutions defined by $\mathcal{G}$ from $\Gamma_{t} \in \mathcal{N}$ is defined as $\llbracket L\left(\mathcal{G}, \Gamma_{t}\right) \rrbracket=\{\llbracket e \rrbracket \mid$ $\left.e \in L\left(\mathcal{G}, \Gamma_{t}\right), \llbracket e \rrbracket \neq f a i l\right\}$.

- Example 17. The SSG $\mathcal{G}_{3}=\left(\Gamma_{x},\left\{\Gamma_{x}, \Gamma_{y}\right\},\left\{\Gamma_{x} \rightarrow\{x \mapsto 0\} \mid \operatorname{REC}\left(\Gamma_{y},\left\{x^{\prime} \mapsto y\right\}\right) \bullet\right.\right.$ $\left.\left.\left\{x \mapsto \mathbf{s}\left(x^{\prime}\right)\right\}, \Gamma_{y} \rightarrow \operatorname{REC}\left(\Gamma_{x},\left\{x^{\prime} \mapsto x\right\}\right) \bullet\left\{y \mapsto \mathbf{s}\left(x^{\prime}\right)\right\}\right\}\right)$ generates a set of expressions to define substitutions replacing $x$ by even numbers over $0 / 0$ and $s / 1$. We have that $L\left(\mathcal{G}_{3}\right)=L\left(\mathcal{G}_{3}, \Gamma_{x}\right)=\left\{\{x \mapsto 0\}, \operatorname{REC}\left(\left(\operatorname{REC}\left(\{x \mapsto 0\},\left\{x^{\prime} \mapsto x\right\}\right) \bullet\left\{y \mapsto \mathbf{s}\left(x^{\prime}\right)\right\}\right),\left\{x^{\prime} \mapsto y\right\}\right) \bullet\right.$ $\left.\left\{x \mapsto \mathbf{s}\left(x^{\prime}\right)\right\}, \ldots\right\}$, and $\llbracket L\left(\mathcal{G}_{3}, \Gamma_{x}\right) \rrbracket=\left\{\left\{x \mapsto \mathbf{s}^{2 n}(0)\right\} \mid n \geq 0\right\}$.


## 6 Construction of Grammar Representations of Narrowing Trees

In this section, given a pc-CTRS and a goal clause, we show a construction of an SSG for the success set of the goal clause w.r.t. innermost narrowing of the CTRS. Since every constructor SDCTRS can be converted to an equivalent pc-CTRS w.r.t. $\xrightarrow[\rightarrow]{c}$ and $\stackrel{i}{\rightsquigarrow}$, we only consider pc-CTRSs. We employ the idea of narrowing trees, but we directly construct SSGs. In the following, we let $\mathcal{R}$ be a pc-CTRS over a signature $\mathcal{F}$ unless noted otherwise.

For a goal clause $T=\left(s_{1} \rightarrow t_{1}\right) \& \cdots \&\left(s_{n} \rightarrow t_{n}\right)$, we denote the set of ground constructor terms appearing as right-hand sides of goals in $T$ by $\operatorname{Crhs}(T): \operatorname{Crhs}(T)=\left\{t_{1}, \ldots, t_{n}\right\} \cap \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right)$. We abuse $\operatorname{Crhs}$ for $\mathcal{R}$ and a goal clause $T: \operatorname{Crhs}(\mathcal{R}, T)=\operatorname{Crhs}(T) \cup \bigcup_{\ell \rightarrow r \Leftarrow C \in \mathcal{R}} \operatorname{Crhs}(C)$. For example, $\operatorname{Crhs}\left(\mathcal{R}_{1}, \mathrm{e}(x) \rightarrow\right.$ true $\& \mathrm{o}(x) \rightarrow$ true $)=\{$ true $\}$. It is clear that $\operatorname{Crhs}(\mathcal{R}, T)$ is finite.

Let $T$ be a goal clause that does not contain $T$. We prepare the set of constants $\mathcal{N}_{\mathcal{R}, T}=\left\{\Gamma_{T}\right\} \cup\left\{\Gamma_{f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u} \mid f / n \in \mathcal{D}_{\mathcal{R}}, x_{1}, \ldots, x_{n} \in \mathcal{V}, f\left(x_{1}, \ldots, x_{n}\right)\right.$ is linear, $u \in$ $\left.\operatorname{Crhs}(\mathcal{R}, T) \cup\left(\mathcal{V} \backslash\left\{x_{1}, \ldots, x_{n}\right\}\right)\right\}$. Note that $\mathcal{N}_{\mathcal{R}, T}$ is finite up to variable renaming w.r.t. subscripts, and thus, we consider $\mathcal{N}_{\mathcal{R}, T}$ a set of representatives: $\mathcal{V} \operatorname{ar}\left(T^{\prime}\right) \cap \mathcal{V} \operatorname{ar}\left(T^{\prime \prime}\right)=\emptyset$ and $T^{\prime}$ is not a variant of $T^{\prime \prime}$ for any different non-terminals $\Gamma_{T^{\prime}}, \Gamma_{T^{\prime \prime}} \in \mathcal{N}_{\mathcal{R}, T}$. We construct an SSG from $\mathcal{R}$ and $T$ as follows: $\operatorname{SSG}(\mathcal{R}, T)=\left(\Gamma_{T}, \mathcal{N}_{\mathcal{R}, T},\left\{\Gamma_{T^{\prime}} \rightarrow \Phi_{0}\left(T^{\prime}\right) \mid \Gamma_{T^{\prime}} \in \mathcal{N}_{\mathcal{R}, T}\right\}\right)$, where $\Phi_{b}(\cdot)$ with $b \in\{0,1\}$ is inductively defined as follows:
Splitting $\Phi_{b}\left(T_{1} \& \cdots \& T_{n}\right)=\Phi_{1}\left(T_{1}\right) \& \cdots \& \Phi_{1}\left(T_{n}\right)$,
Narrowing $\Phi_{0}\left(f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u\right)=\Phi_{1}\left(T_{1}\right) \bullet \sigma_{1}|\cdots| \Phi_{1}\left(T_{m}\right) \bullet \sigma_{m}$ if $f\left(x_{1}, \ldots, x_{n}\right)$ is basic and linear, and $x_{1}, \ldots, x_{n} \in \mathcal{V}$, where $\left\{\left(T^{\prime}, \sigma\right) \mid\left(f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u\right) \stackrel{i}{\rightsquigarrow_{\sigma, \mathcal{R}}} T^{\prime}, \mathcal{V} \mathcal{R} a n\left(\sigma_{i}\right) \cap\right.$ $\left.\left(\bigcup_{\Gamma_{T^{\prime}} \in \mathcal{N}_{\mathcal{R}}, T} \operatorname{Var}\left(T^{\prime}\right)\right)=\emptyset\right\}=\left\{\left(T_{1}, \sigma_{1}\right), \ldots,\left(T_{m}, \sigma_{m}\right)\right\}$,
Narrowing $\Phi_{b}(t \rightarrow u)=\operatorname{mgu}(\{t \approx u\})$ if $t, u \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$ and $t, u$ are unifiable,
Failure $\Phi_{b}(t \rightarrow u)=\varnothing$ if $t, u \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}, \mathcal{V}\right)$ and $t, u$ are not unifiable,

Recursion $\Phi_{1}\left(f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u\right)=\operatorname{REC}\left(\Gamma_{f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \rightarrow u^{\prime}},\left\{x_{1} \mapsto x_{1}^{\prime}, \ldots, x_{n} \mapsto x_{n}^{\prime}\right\} \cup \delta\right)$ if $f\left(x_{1}, \ldots, x_{n}\right)$ is basic and linear, $\Gamma_{f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \rightarrow u^{\prime}} \in \mathcal{N}_{\mathcal{R}, T}, x_{1}, \ldots, x_{n} \in \mathcal{V} \backslash\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$, $u^{\prime} \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right) \cup\left(\mathcal{V} \backslash\left(\left\{x_{1}, \ldots, x_{n}\right\} \cup \mathcal{V}\right.\right.$ ar $\left.\left.(u)\right)\right)$, and either $u=u^{\prime} \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right)$ or $u, u^{\prime} \in \mathcal{V}$, where if $u \in \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right)$, then $\delta=i d$, and otherwise, $\left.\delta=\left\{u \mapsto u^{\prime}\right\}\right)$, and
Flattening $\Phi_{b}\left(f\left(u_{1}, \ldots, u_{n}\right) \rightarrow u\right)=\Phi_{1}\left(f\left(y_{1}, \ldots, y_{n}\right) \rightarrow y\right) \&\left(u_{1} \rightarrow y_{1}\right) \& \cdots \&\left(u_{n} \rightarrow\right.$ $\left.y_{n}\right) \&(u \rightarrow y)$ if $f\left(u_{1}, \ldots, u_{n}\right) \rightarrow u$ is not a variant of $f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \rightarrow u^{\prime}$ with $\mathcal{V} \operatorname{ar}\left(u_{1}, \ldots, u_{n}, u\right) \cap\left(\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\} \cup \mathcal{V} \operatorname{ar}\left(u^{\prime}\right)\right)=\emptyset$ for any $\Gamma_{f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \rightarrow u^{\prime}} \in \mathcal{N}_{\mathcal{R}, T}$, where $y_{1}, \ldots, y_{n}$, are fresh distinct variables w.r.t. $\mathcal{V} \operatorname{ar}\left(u_{1}, \ldots, u_{n}, u\right) \cup \bigcup_{\Gamma_{T^{\prime}} \in \mathcal{N}_{\mathcal{R}}, T} \mathcal{V} \operatorname{ar}\left(T^{\prime}\right)$. Note that we do not have to added the goal $u \rightarrow y$ to the result if $u \in \operatorname{Crhs}(\mathcal{R}, T)$.
Note that we may omit $\Gamma_{T^{\prime}}$ and its production rules if $\Gamma_{T^{\prime}}$ is not relevant to $\Gamma_{T}$. The subscript $b$ of $\Phi_{b}(\cdot)$ is used to specify whether the call of $\Phi_{b}(\cdot)$ is initial or not. Without the subscript, for $\Gamma_{f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u}$, we only construct $\Gamma_{f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u} \rightarrow \operatorname{REC}\left(i d, \Gamma_{f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u}\right)$ which is meaningless. The definition of $\Phi_{b}(\cdot)$ follows the definition of a single step of narrowing, splitting under parallel composition, and flattening in the natural way. For example, the semantics of REC takes renamings for $\mathcal{V} \operatorname{ar}(\ell, r, C) \cap \mathcal{V} \operatorname{ar}(S)=\emptyset$ in the definition of innermost-narrowing into account and enables us to reuse substitutions generated by the first argument of REC.

- Example 18. For $\mathcal{R}_{1}$ and the goal clause $\mathrm{e}(x) \rightarrow$ true $\& \mathrm{o}(x) \rightarrow$ true, we prepare constants $\Gamma_{\mathrm{e}(x) \rightarrow \operatorname{true} \& \mathrm{o}(x) \rightarrow \mathrm{true}}, \Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \mathrm{true}}$, and $\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \mathrm{true}}$ because we have that $\operatorname{Crhs}\left(\mathcal{R}_{1}, \mathrm{e}(x) \rightarrow\right.$ true \& $\mathrm{o}(x) \rightarrow$ true $)=\{$ true $\}$. For the goal $\mathrm{e}\left(x^{\prime}\right) \rightarrow$ true, we have the following conversion:

$$
\begin{aligned}
\Phi_{0}\left(\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }\right)= & i d \bullet\left\{x^{\prime} \mapsto 0\right\} \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x_{1} \mapsto x^{\prime \prime}\right\}\right) \& i d\right) \bullet\left\{x^{\prime} \mapsto \mathbf{s}\left(x_{1}\right)\right\} \\
& \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \operatorname{true}},\left\{x_{2} \mapsto x^{\prime}\right\}\right) \& \varnothing\right) \bullet\left\{x^{\prime} \mapsto \mathbf{s}\left(x_{2}\right)\right\}
\end{aligned}
$$

From the conversion above, the SSG $\mathcal{G}_{2}$ with the following production rules is constructed:

$$
\begin{aligned}
\Gamma_{\mathrm{e}(x) \rightarrow \operatorname{true} \& \mathrm{o}(x) \rightarrow \text { true }} \rightarrow & \operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime}\right\}\right) \& \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime \prime}\right\}\right) \\
\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }} \rightarrow & i d \bullet\left\{x^{\prime} \mapsto 0\right\} \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x_{1} \mapsto x^{\prime \prime}\right\}\right) \& i d\right) \bullet\left\{x^{\prime} \mapsto \mathbf{s}\left(x_{1}\right)\right\} \\
& \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x_{2} \mapsto x^{\prime}\right\}\right) \& \varnothing\right) \bullet\left\{x^{\prime} \mapsto \mathbf{s}\left(x_{2}\right)\right\} \\
\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }} \rightarrow & \varnothing \bullet\left\{x^{\prime \prime} \mapsto 0\right\} \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x_{3} \mapsto x^{\prime}\right\}\right) \& i d\right) \bullet\left\{x^{\prime \prime} \mapsto \mathbf{s}\left(x_{3}\right)\right\} \\
& \mid\left(\operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x_{4} \mapsto x^{\prime \prime}\right\}\right) \& \varnothing\right) \bullet\left\{x^{\prime \prime} \mapsto \mathbf{s}\left(x_{4}\right)\right\}
\end{aligned}
$$

- Theorem 19. Let $T$ be a goal clause without $T$. Then, $\llbracket L\left(S S G(\mathcal{R}, T), \Gamma_{T}\right) \rrbracket=\operatorname{Suc}(\underset{\rightsquigarrow}{\imath}, T)$ up to variable renaming.

Note that Theorem 19 corresponds to [29, Theorem 20]. For a constructor SDCTRS $\mathcal{R}$ and a goal clause $T$, Theorem 6 enables us to use $\operatorname{SSG}(\operatorname{Pc}(\mathcal{R}), T)$ for $\mathcal{R}$.

## 7 Simplification of Grammar Representations

In this section, we show some methods to simplify production rules of SSGs. Given an SSG $\mathcal{G}=\left(\Gamma_{T}, \mathcal{N}, \mathcal{P}\right)$, we extend the semantics of terms in $\mathcal{T}(\Sigma)$ to sets of terms in $\mathcal{T}(\Sigma \cup \mathcal{N})$ as follows: $\{e]\}_{\mathcal{G}}=\llbracket L\left(\left(\Gamma_{T}, \mathcal{N} \cup\left\{\Gamma_{e}\right\}, \mathcal{P} \cup\left\{\Gamma_{e} \rightarrow e\right\}\right), \Gamma_{e}\right) \rrbracket$ for $e \in \mathcal{T}(\Sigma \cup \mathcal{N})$, where $\Gamma_{e} \notin \mathcal{N}$. We say that terms $e_{1}, e_{2} \in \mathcal{T}(\Sigma \cup \mathcal{N})$ are semantically equivalent w.r.t. $\mathcal{G}$ if $\left\{\left[e_{1}\right]\right\}_{\mathcal{G}}=\left\{\left[e_{2}\right\}_{\mathcal{G}}\right.$ up to variable renaming.

We first compute subexpressions consisting of substitutions, $\bullet, \&$, and $\varnothing$. The following equivalences trivially hold:

- Theorem 20. Let $\mathcal{G}=\left(\Gamma_{T}, \mathcal{N}, \mathcal{P}\right), \theta_{1}, \theta_{2}$ idempotent substitutions, and $e \in \mathcal{T}(\Sigma \cup \mathcal{N})$. Then, all of the following hold: $\left\{\left[\theta_{1} \bullet \theta_{2}\right]\right\}_{\mathcal{G}}=\left\{\left[\theta_{1} \cdot \theta_{2}\right]_{\mathcal{G}},\{[e \bullet \varnothing]\}_{\mathcal{G}}=\{\varnothing \bullet e]\right\}_{\mathcal{G}}=\{[\varnothing \&$ $e]\}_{\mathcal{G}}=\{[e \& \varnothing]\}_{\mathcal{G}}=\{[\varnothing]\}_{\mathcal{G}}(=\emptyset)$, and $\{[i d \& e]\}_{\mathcal{G}}=\{[e \& i d]\}_{\mathcal{G}}=\{[e]\}_{\mathcal{G}}$.

Following Theorem 20, we simplify subexpressions to the smallest one among semantically equivalent terms w.r.t. $\mathcal{G}$ (e.g., replace $e \bullet \varnothing$ by $\varnothing$ ) as much as possible.

- Example 21. The production rules of $\mathcal{G}_{2}$ in Example 18 are simplified as follows:

$$
\begin{aligned}
\Gamma_{\mathrm{e}(x) \rightarrow \operatorname{true} \& \mathrm{o}(x) \rightarrow \text { true }} & \rightarrow \operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \operatorname{true}},\left\{x \mapsto x^{\prime}\right\}\right) \& \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \operatorname{true}},\left\{x \mapsto x^{\prime \prime}\right\}\right) \\
\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }} & \rightarrow\left\{x^{\prime} \mapsto 0\right\} \mid \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x_{1} \mapsto x^{\prime \prime}\right\}\right) \bullet\left\{x^{\prime} \mapsto \mathbf{s}\left(x_{1}\right)\right\} \\
\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }} & \rightarrow \operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \operatorname{true}},\left\{x_{3} \mapsto x^{\prime}\right\}\right) \bullet\left\{x^{\prime \prime} \mapsto \mathbf{s}\left(x_{3}\right)\right\}
\end{aligned}
$$

The occurrence of \& in SSGs makes it difficult to simplify and analyze grammar representations of narrowing trees. Since the second and third production rules in Example 21 no longer contain $\&$, we focus on $\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime}\right\}\right) \& \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\{x \mapsto\right.$ $\left.x^{\prime \prime}\right\}$ ) which is the right-hand side of the first rule. Let us consider the sets $L_{1}, L_{2}$ of terms substituted for $x$ by means of substitutions in $\left.\left\{\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \operatorname{true}},\left\{x \mapsto x^{\prime}\right\}\right)\right]\right\}_{\mathcal{G}_{2}}$ and $\left\{\left[\operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime \prime}\right\}\right)\right]\right\}_{\mathcal{G}_{2}}$, respectively: $L_{1}=\left\{\sigma x \mid \sigma \in\left\{\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \mathrm{true}},\{x \mapsto\right.\right.\right.$ $\left.\left.\left.\left.\left.x^{\prime}\right\}\right)\right]\right\}_{\mathcal{G}_{2}}\right\}$, and $L_{2}=\left\{\sigma x \mid \sigma \in\left\{\left[\operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime \prime}\right\}\right)\right]\right\}_{\mathcal{G}_{2}}\right\}$. If $L_{1} \cap L_{2}=\emptyset$, then $\left.\left\{\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime}\right\}\right) \& \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime \prime}\right\}\right)\right]\right\}_{\mathcal{G}_{2}}=\emptyset$ and we obtain $\Gamma_{\mathrm{e}(x) \rightarrow \operatorname{true} \& \mathrm{o}(x) \rightarrow \mathrm{true}} \rightarrow \varnothing$ which is our goal of simplification in this section. To generate $L_{1}$ and $L_{2}$, we transform the second and third production rules in Example 21 into a regular tree grammar generating the sets $L_{1}$ and $L_{2}$. In the rest of this section, we assume that the signature $\mathcal{F}$ contains a constant.

Let $\mathcal{G}$ be an $\operatorname{SSG}\left(\Gamma_{T_{0}}, \mathcal{N}, \mathcal{P}\right)$ and $T$ a goal clause such that $\Gamma_{T} \in \mathcal{N}$. We denote by $\left.\mathcal{P}\right|_{\Gamma_{T}}$ the set of production rules that are reachable from $\Gamma_{T}$. We assume that any rule in $\left.\mathcal{P}\right|_{\Gamma_{T}}$ is of the form $\Gamma_{T^{\prime}} \rightarrow \theta_{1}|\cdots| \theta_{m}\left|\operatorname{REC}\left(\Gamma_{T_{1}}, \delta_{1}\right) \bullet \sigma_{1}\right| \cdots \mid \operatorname{REC}\left(\Gamma_{T_{n}}, \delta_{n}\right) \bullet \sigma_{n}$, where $\theta_{1}, \ldots, \theta_{m}, \sigma_{1}, \ldots, \sigma_{n}$ are idempotent substitutions. Note that $\Gamma_{T^{\prime}} \rightarrow \operatorname{REC}\left(\Gamma_{T^{\prime \prime}}, \delta\right)$ is considered $\Gamma_{T^{\prime}} \rightarrow \operatorname{REC}\left(\Gamma_{T^{\prime \prime}}, \delta\right) \bullet i d$. Note also that the following construction is applicable under this assumption. The regular tree grammar obtained from $\mathcal{G}$ and a variable $x$ in $T$, written as $R T G(\mathcal{G}, T, x)$, is $(\Gamma_{T}^{x}, \mathcal{N}^{\prime}, \mathcal{P}^{\prime} \cup \mathcal{P}^{\prime \prime} \cup\{A \rightarrow g(\overbrace{A, \ldots, A}^{n}) \mid g / n \in \mathcal{C}_{\mathcal{R}}\})$ such that

- $\mathcal{N}^{\prime}=\left\{\Gamma_{T^{\prime}}^{x^{\prime}} \mid \Gamma_{T^{\prime}} \in \mathcal{N}, x^{\prime} \in \mathcal{V} a r\left(T^{\prime}\right)\right\} \cup\{A\}$, and
- $\mathcal{P}^{\prime}=\left\{\Gamma_{T^{\prime}}^{x^{\prime}} \rightarrow \xi_{\mathcal{V} \operatorname{ar}\left(\theta_{i} x^{\prime}\right)}\left(\theta_{i} x^{\prime}\right) \mid x^{\prime} \in \mathcal{V} \operatorname{Var}\left(T^{\prime}\right), \Gamma_{T^{\prime}} \rightarrow \theta_{i} \in \mathcal{P}\right\}$, and
- $\mathcal{P}^{\prime \prime}=\left\{\Gamma_{T^{\prime}}^{x^{\prime}} \rightarrow\left(\left\{y \mapsto \Gamma_{T_{j}}^{\delta_{j} y} \mid y \in \mathcal{D} \operatorname{com}\left(\delta_{j}\right)\right\} \cup \xi_{\mathcal{V a r}\left(\sigma_{j} x^{\prime}\right) \backslash \mathcal{D o m}\left(\delta_{j}\right)}\right)\left(\sigma_{j} x^{\prime}\right) \mid x^{\prime} \in \mathcal{V} \operatorname{Var}\left(T^{\prime}\right)\right.$, $\left.\Gamma_{T^{\prime}} \rightarrow \operatorname{REC}\left(\Gamma_{T_{j}}, \delta_{j}\right) \bullet \sigma_{j} \in \mathcal{P}\right\}$,
where $\xi_{X}=\{y \mapsto A \mid y \in X\}$, which corresponds to $\xi$ in the definition of fresh $_{\delta}(\cdot)$. Note that the non-terminal $A$ generates $\mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right)$ and corresponds to a fresh variable.
- Theorem 22. Let $\mathcal{G}$ be an $S S G\left(\Gamma_{T_{0}}, \mathcal{N}, \mathcal{P}\right), \Gamma_{T_{1}}, \Gamma_{T_{2}} \in \mathcal{N}, x \in \mathcal{V}, x_{1} \in \mathcal{V} \operatorname{ar}\left(T_{1}\right), x_{2} \in$ $\mathcal{V a r}\left(T_{2}\right), \operatorname{RTG}\left(\mathcal{G}, T_{1}, x_{1}\right), R T G\left(\mathcal{G}, T_{2}, x_{2}\right)$ be constructed, and $\delta_{1}, \delta_{2}$ be renamings such that $\mathcal{V} \mathcal{R} a n\left(\delta_{i}\right)=\mathcal{V} \operatorname{ar}\left(T_{i}\right)$ and $\delta_{i} x=x_{i}$ for $i=1$, 2. If $L\left(R T G\left(\mathcal{G}, T_{1}, x_{1}\right)\right) \cap L\left(R T G\left(\mathcal{G}, T_{2}, x_{2}\right)\right)=$ $\emptyset$, then $\left.\left.\left\{\operatorname{REC}\left(\Gamma_{T_{1}}, \delta_{1}\right) \& \operatorname{REC}\left(\Gamma_{T_{2}}, \delta_{2}\right)\right]\right\}_{\mathcal{G}}=\{\varnothing]\right\}_{\mathcal{G}}$.
- Example 23. From the production rules in Example 21, we obtain the following regular tree grammars:
- $\mathcal{G}_{2}^{\prime}=R T G\left(\mathcal{G}_{2}, \mathrm{e}\left(x^{\prime}\right) \rightarrow\right.$ true,$\left.x^{\prime}\right)=\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }}^{x^{\prime}},\left\{\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }}^{x^{\prime}}, \Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }}^{x^{\prime \prime}}\right\}, \mathcal{P}^{\prime}\right)$, and
- $\mathcal{G}_{2}^{\prime \prime}=R T G\left(\mathcal{G}_{2}, \mathrm{o}\left(x^{\prime \prime}\right) \rightarrow\right.$ true,$\left.x^{\prime \prime}\right)=\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }}^{x^{\prime \prime}},\left\{\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }}^{x^{\prime}}, \Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }}^{x^{\prime \prime}}\right\}, \mathcal{P}^{\prime}\right)$,
where
- $\mathcal{P}^{\prime}=\left\{\quad \Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }}^{x^{\prime}} \rightarrow 0 \mid \mathrm{s}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }}^{x^{\prime \prime}}\right), \quad \Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }}^{x^{\prime \prime}} \rightarrow \mathrm{s}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }}^{x^{\prime}}\right)\right\}$.

We can decide the intersection emptiness problem of $L\left(\mathcal{G}_{2}^{\prime}\right)$ and $L\left(\mathcal{G}_{2}^{\prime \prime}\right)$, and the answer is true: $L\left(\mathcal{G}_{2}^{\prime}\right) \cap L\left(\mathcal{G}_{2}^{\prime \prime}\right)=\emptyset$. Thanks to Theorem 22, we can replace the expression $\operatorname{REC}\left(\Gamma_{\mathrm{e}\left(x^{\prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime}\right\}\right) \& \operatorname{REC}\left(\Gamma_{\mathrm{o}\left(x^{\prime \prime}\right) \rightarrow \text { true }},\left\{x \mapsto x^{\prime \prime}\right\}\right)$ by $\varnothing$, and thus we can transform the first production rule in Example 21 into $\Gamma_{\mathrm{e}(x) \rightarrow \mathrm{true} \& \mathrm{o}(x) \rightarrow \text { true }} \rightarrow \varnothing$.

In summary, the simplification proposed in this section is to replace subexpressions by semantically equivalent smaller ones as much as possible by following Theorems 20 and 22 . This simplification always halts because the number of $\Sigma$-symbols in equations is strictly decreasing at every simplification step. In addition, it is clear that results of the simplification are unique.

If a constructor SDCTRS $\mathcal{R}$ has a nest of defined symbols or a goal clause $T$ contains, e.g., $\left(f(\vec{x}) \rightarrow x^{\prime}\right) \&\left(g(\vec{y}) \rightarrow y^{\prime}\right)$, to simplify $\operatorname{SSG}(\operatorname{Tr} s(\operatorname{Pc}(\mathcal{R})), T)$ as much as possible, we apply the simplification based on Theorem 22 at least once, i.e., we try to solve the intersection emptiness problem of regular tree grammars at least once, which is EXPTIME-complete. The number of occurrence of $\bullet$ and $\&$ is at most $O(n)$, where $n$ is the size of $\mathcal{R}$ and $T$. Therefore, the cost of the overall simplification is EXPTIME-complete.

## 8 Applications

In this section, we show that grammar representations of narrowing trees are useful to prove (1) infeasibility of conditional critical pairs of $\mathcal{R}_{1}$ and (2) quasi-reducibility of $\mathcal{R}_{1}$ with usual sorts for the non-negative integers and the boolean values.

Two conditional rewrite rules $\ell_{1} \rightarrow r_{1} \Leftarrow C_{1}$ and $\ell_{2} \rightarrow r_{2} \Leftarrow C_{2}$ that are renamed to have no shared variable are said to be overlapping if there exists a non-variable position $p$ of $\ell_{1}$ such that $\left.\ell_{1}\right|_{p}$ and $\ell_{2}$ are unifiable, and $p \neq \varepsilon$ if one of the rules is a renamed variant of the other. In this case, given $\sigma=m g u\left(\left\{\left.\ell_{1}\right|_{p} \approx \ell_{2}\right\}\right)$, the triple $\left(\sigma\left(\ell_{1}\left[r_{2}\right]_{p}\right), \sigma r_{1}, \sigma C_{1} \& \sigma C_{2}\right)$, denoted by $\left\langle\sigma\left(\ell_{1}\left[r_{2}\right]_{p}\right), \sigma r_{1}\right\rangle \Leftarrow \sigma C_{1} \& \sigma C_{2}$, is called a conditional critical pair of $\mathcal{R}$. A conditional critical pair $\langle s, t\rangle \Leftarrow s_{1} \rightarrow t_{1} \& \cdots \& s_{k} \rightarrow t_{k}$ is called infeasible if there exists no substitution $\theta$ such that $\theta s_{i} \rightarrow_{\mathcal{R}}^{*} \theta t_{i}$ for all $1 \leq i \leq k$, and called joinable if $\theta s \downarrow_{\mathcal{R}} \theta t$ for any substitution $\theta$ such that $\theta s_{i} \rightarrow_{\mathcal{R}}^{*} \theta t_{i}$ for all $1 \leq i \leq k$. Note that infeasible conditional critical pairs are joinable and unconditional critical pairs are feasible. Therefore, from [4, Theorem 3.8] and [21, Theorem 3], an operationally terminating CTRS $\mathcal{R}$ is confluent if all critical pairs of $\mathcal{R}$ are infeasible.

- Example 24. Consider $\mathcal{R}_{1}$ in Section 1. It follows from Example 23 that $\operatorname{Suc}\left(\underset{\sim}{i} \mathcal{R}_{1}, \mathrm{o}(x) \rightarrow\right.$ true $\& \mathrm{e}(x) \rightarrow$ true $)=\emptyset$. This means that there exists no constructor term $t$ such that $\mathrm{o}(t) \xrightarrow{c}{ }_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \xrightarrow{c}{ }_{\mathcal{R}_{1}}^{*}$ true. Assume that there exists a term $t$ such that $\mathrm{o}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true. Since $\xrightarrow{c}_{\mathcal{R}_{1}}=\stackrel{c}{\rightarrow}_{\operatorname{Tr} s\left(\mathcal{R}_{1}\right)}$ and $\operatorname{Tr}\left(\mathcal{R}_{1}\right)$ is non-erasing, $t$ should be a ground constructor term. Since $\operatorname{Trs}\left(\mathcal{R}_{1}\right)$ is a constructor system, we have that $o(t) \xrightarrow{c}{ }_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \xrightarrow{c_{\mathcal{R}_{1}}}$ true, and hence $\mathrm{o}(x) \stackrel{i}{\rightsquigarrow_{\theta_{1}}, \mathcal{R}_{1}}$ true and $\mathrm{e}(x) \stackrel{i}{\sim_{\theta_{2}}, \mathcal{R}_{1}}$ true for some constructor substitutions $\theta_{1}, \theta_{2}$. It follows from Theorem 12 that $\theta_{1} \Uparrow \theta_{2} \in \operatorname{Suc}\left(\underset{\sim}{\sim} \mathcal{R}_{1}, \mathrm{o}(x) \rightarrow\right.$ true \& $\mathrm{e}(x) \rightarrow$ true $)$. This contradicts the fact that $S u c\left(\underset{\sim}{i} \mathcal{R}_{1}, \mathrm{o}(x) \rightarrow\right.$ true $\& \mathrm{e}(x) \rightarrow$ true $)=\emptyset$. Therefore, all critical pairs of $\mathcal{R}_{1}$ are infeasible, and hence $\mathcal{R}_{1}$ is confluent.

A CTRS $\mathcal{R}$ is called quasi-reducible [16] if any ground basic term is not a normal form. $\mathcal{R}$ is called sufficiently complete if for every ground term $t$, there exists a ground constructor term $u$ such that $t \rightarrow_{\mathcal{R}}^{*} u[12]$. Note that if an operationally terminating CTRS is quasi-reducible, then the CTRS is sufficiently complete.

- Example 25. CTRS $\mathcal{R}_{1}$ in Section 1 is not quasi-reducible since e(true) is not defined. Thus, let us consider the sorts with $0: n a t, \mathrm{~s}: n a t \rightarrow n a t$, true, false : bool, and e, o : nat $\rightarrow$ bool. For quasi-reducibility of $\mathcal{R}_{1}$ with the sorts, it suffices to show that e( $\left.\mathrm{s}^{n}(0)\right)$ and $\mathrm{o}\left(\mathrm{s}^{n}(0)\right)$ with $n \geq 0$ are reducible. It follows from the unconditional rules $\mathrm{e}(0) \rightarrow$ true and $\mathrm{o}(0) \rightarrow$ false that $e(0)$ and $o(0)$ are reducible. From the production rules in Example 23, we can show that $L\left(\mathcal{G}_{2}^{\prime}\right) \cup L\left(\mathcal{G}_{2}^{\prime \prime}\right)=\mathcal{T}(\{0, \mathrm{~s}\})$, and hence $\mathrm{e}\left(\mathrm{s}^{n}(0)\right)$ and $\mathrm{o}\left(\mathrm{s}^{n}(0)\right)$ with $n>0$ are reducible. Therefore, $\mathcal{R}_{1}$ with the sorts is quasi-reducible, and hence sufficiently complete.


## 9 Related Work

One of the closest related work to be compared with our results must be reachability analysis for CTRSs. A well-investigated approach is tree automata techniques (cf. [7, 6]): given a (C)TRS and two terms $s, t$, we construct a tree automaton that over-approximately recognizes all descendants of any ground instance of $s$, and solves the intersection emptiness problem between the automaton and another one for ground instances of $t$. To prove infeasibility of $\mathrm{o}(x) \rightarrow$ true $\& \mathrm{e}(x) \rightarrow$ true w.r.t. ${ }^{c} \mathcal{R}_{1}$ via reachability, we convert it to the reachability problem from ground instances of $\mathrm{c}(\mathrm{o}(x), \mathrm{e}(x))$ to c (true, true). Tree automata techniques need overapproximation for non-linear terms, and thus, the reachability problem is solved as the reachability from $\mathrm{c}\left(\mathrm{o}\left(x^{\prime}\right), \mathrm{e}\left(x^{\prime \prime}\right)\right)$ to $\mathrm{c}($ true, true $)$. Due to this linearization, the non-existence of a ground instance of $x$ cannot be proved. The method in [36] for proving infeasibility of conditional critical pairs analyzes reachability using the underlying TRSs $-\{\mathrm{e}(0) \rightarrow$ true, $\mathrm{e}(\mathrm{s}(x)) \rightarrow$ true, $\mathrm{e}(\mathrm{s}(x)) \rightarrow$ false, $\mathrm{o}(0) \rightarrow$ false, $\mathrm{o}(\mathrm{s}(x)) \rightarrow$ true, $\mathrm{o}(\mathrm{s}(x)) \rightarrow$ false $\}$ for $\mathcal{R}_{1}$ - , and thus, the non-existence of a ground $t$ with $\mathrm{o}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true and $\mathrm{e}(t) \rightarrow_{\mathcal{R}_{1}}^{*}$ true cannot be proved. On the other hand, the approach in this paper is to construct a regular tree grammar that can be seen as a tree automaton, and that recognizes ground terms given at an argument of a defined symbol we are interested in.

Another important related work is a semantic approach to infeasibility analysis for conditional rewrite rules and conditional critical pairs of CTRSs [19, 18], which uses AGES [11] based on the methods in [20]. The semantic approach reduces infeasibility of conditions $s_{1} \rightarrow t_{1}, \ldots, s_{k} \rightarrow t_{k}$ to the existence of a logical model for the theory $\overline{\mathcal{R}} \cup\left\{\neg\left(\exists \vec{X} . s_{1} \rightarrow^{*} t_{1} \wedge\right.\right.$ $\left.\left.\cdots \wedge s_{k} \rightarrow^{*} t_{k}\right)\right\}$, where $X=\mathcal{V} \operatorname{ar}\left(s_{1}, t_{1}, \ldots, s_{k}, t_{k}\right)$ and $\overline{\mathcal{R}}$ is a first-order theory obtained by $\mathcal{R}$. The power of proving infeasibility relies on that of generating a model for the theory. For example, infeasibility of $x<y \rightarrow$ true, $y<x \rightarrow$ true w.r.t. $\mathcal{R}_{4}=\{0<\mathbf{s}(y) \rightarrow$ true, $x<0 \rightarrow$ false, $\mathbf{s}(x)<\mathbf{s}(y) \rightarrow x<y\}$ can be reduced to the existence of a model for $\overline{\mathcal{R}_{4}} \cup\left\{\neg\left(\forall x, y . x<y \rightarrow^{*}\right.\right.$ true $\wedge y<x \rightarrow^{*}$ true $\left.)\right\}$, but AGES did not find any model for the theory via its web interface with default parameters. The power of our method for proving infeasibility relies on the success of simplifying SSGs to $\Gamma_{T} \rightarrow \varnothing$. For this reason, it is not so easy to compare these two approaches from theoretical point of view to prove infeasibility of conditions. On the other hand, our result can be used to prove quasi-reducibility of $\mathcal{R}_{1}$ with usual sorts for the non-negative integers and the boolean values.

## 10 Conclusion

In this paper, we extended grammar representations of narrowing trees to constructor SDCTRSs, and showed that grammar representations are useful to prove confluence and quasi-reducibility of a normal CTRS. We will implement the construction and simplification of grammar representations for narrowing trees, and will introduce them into CO3 [25] to use them to prove confluence of constructor SDCTRSs. In addition, we will make an empirical comparison of the tree automata approach, the semantic approach, and ours to infeasibility analysis of constructor SDCTRSs after implementing our method. Narrowing trees define constructor substitutions obtained by innermost narrowing. For this reason, the usefulness is limited to constructor-based rewriting only. A further direction of this research will be to extend narrowing trees to other kinds of narrowing, e.g., basic narrowing [14].
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## A Example of Innermost Narrowing and Constructor-based Rewriting

- Example 26. Consider $\mathcal{R}_{1}$ in Section 1 again. We have infinitely many leftmost innermost narrowing derivations starting from $\mathrm{e}(x) \rightarrow$ true:

```
- \((\mathrm{e}(x) \rightarrow\) true \() \stackrel{l i}{\rightsquigarrow}\{x \mapsto 0\}, \mathcal{R}_{1}(\) true \(\rightarrow\) true \() \stackrel{l i}{\rightsquigarrow} i d, \mathcal{R}_{1} \top\),
- \((\mathrm{e}(x) \rightarrow\) true \() \stackrel{l i}{\rightsquigarrow}\left\{x \mapsto \mathbf{s}\left(x_{1}\right)\right\}, \mathcal{R}_{1}\left(\mathrm{O}\left(x_{1}\right) \rightarrow\right.\) true \() \&(\) true \(\rightarrow\) true \() \stackrel{l i}{\rightsquigarrow}\left\{x_{1} \mapsto 0\right\}, \mathcal{R}_{1} \quad\) (false \(\rightarrow\)
    true) \& (true \(\rightarrow\) true),
- \((\mathrm{e}(x) \rightarrow\) true \() \stackrel{l i}{\rightsquigarrow}\left\{x \mapsto \mathrm{~s}\left(x_{1}\right)\right\}, \mathcal{R}_{1}\left(\mathrm{o}\left(x_{1}\right) \rightarrow\right.\) true \() \&(\) true \(\rightarrow\) true \() \stackrel{l i}{\rightsquigarrow}\left\{x_{1} \mapsto \mathrm{~s}\left(x_{2}\right)\right\}, \mathcal{R}_{1}\left(\mathrm{e}\left(x_{2}\right) \rightarrow\right.\)
    true) \& (true \(\rightarrow\) true) \& (true \(\rightarrow\) true) \(\stackrel{l i}{\rightsquigarrow}\left\{x_{2} \mapsto 0\right\}, \mathcal{R}_{1}(\) true \(\rightarrow\) true) \& (true \(\rightarrow\) true) \&
    (true \(\rightarrow\) true) \(\stackrel{l i}{\rightsquigarrow i d, \mathcal{R}_{1}} \top \&(\) true \(\rightarrow\) true \() \&(\) true \(\rightarrow\) true \() \stackrel{l i}{\rightsquigarrow i d, \mathcal{R}_{1}} \top \& \top \&(\) true \(\rightarrow\)
    true) \(\stackrel{l i}{\rightsquigarrow}{ }_{i d, \mathcal{R}_{1}} T \& T \& T\),
```

- ...

The following leftmost constructor-based rewriting derivations correspond to the above narrowing derivations, respectively:

- $\quad(\mathrm{e}(0) \rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1}($ true $\rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1} \top$,
- $\quad(\mathrm{e}(\mathrm{s}(0)) \rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1}(\mathrm{o}(0) \rightarrow$ true $) \&($ true $\rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1}($ false $\rightarrow$ true) $\&$ (true $\rightarrow$ true),
- $\left(\mathrm{e}(\mathrm{s}(\mathrm{s}((0))) \rightarrow\right.$ true $) \xrightarrow{l c} \mathcal{R}_{1}(\mathrm{o}(\mathrm{s}(0)) \rightarrow$ true $) \&($ true $\rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1}(\mathrm{e}(0) \rightarrow$ true $) \&($ true $\rightarrow$ true) $\&\left(\right.$ true $\rightarrow$ true $\xrightarrow{l c} \mathcal{R}_{1}($ true $\rightarrow$ true $) \&\left(\right.$ true $\rightarrow$ true) $\&\left(\right.$ true $\rightarrow$ true) $\xrightarrow{l c} \mathcal{R}_{1} \top \&$ (true $\rightarrow$ true) $\&($ true $\rightarrow$ true $) \xrightarrow{l c} \mathcal{R}_{1} \top \& \top \&\left(\right.$ true $\rightarrow$ true $\xrightarrow{l c} \mathcal{R}_{1} \top \& \top \& \top$,
- ...


## B Proofs of Theorems

In this appendix, we show proofs of Theorems 4, 6, 7, 19, and 22.

- Theorem 4. Let $\mathcal{R}$ be a constructor SDCTRS, $T$ a goal clause, and $U \in \mathcal{T}(\{\top, \&\})$.

1. If $T \xrightarrow[\rightsquigarrow]{l_{\sigma, \mathcal{R}}^{*}} U$, then $\sigma T \xrightarrow{l c} * \mathcal{R} U$ (i.e., $\sigma s \xrightarrow{l c_{\mathcal{R}}} \sigma t$ for all goals $s \rightarrow t$ in $T$ ).
2. For a constructor substitution $\theta$, if $\theta T \xrightarrow{l_{\mathcal{R}}} \underset{\mathcal{R}}{*} U$, then there exists an idempotent constructor substitution $\sigma$ such that $T \xrightarrow[\sim_{\sigma, \mathcal{R}}]{l i} U$ and $\sigma \leq \theta$.

Proof. The first claim can be straightforwardly proved by induction on the length of $T \stackrel{l i}{\sim}{ }_{\sigma, \mathcal{R}}^{*} U$. In [28], the second claim is proved for a constructor SDCTRS $\mathcal{R}$ such that for each rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1} \& \cdots \& s_{k} \rightarrow t_{k}$, all $t_{1}, \ldots, t_{k}$ are constructor terms. Any rule $\ell \rightarrow r \Leftarrow s_{1} \rightarrow t_{1} \& \cdots \& s_{k} \rightarrow t_{k}$ is not used in ${ }^{c} \mathcal{R}$ if there exists some $i$ such that $t_{i}$ contains a defined symbol. In addition, in the proof, $\mathcal{R}$ does not have to be deterministic or a 3-CTRS. For this reason, the proof in [28, Lemma 17] can be a proof of this theorem.

We show some lemmas to prove Theorem 6.

- Lemma 27. Let $\mathcal{R}$ be a constructor SDCTRS over a signature $\mathcal{F}$ such that $\mathcal{R}=\mathcal{R}_{0} \uplus\{\ell \rightarrow$ $r \Leftarrow C\}$ where $r$ is not a constructor term of $\mathcal{R}$. Let $\mathcal{R}^{\prime}=\mathcal{R}_{0} \cup\{\ell \rightarrow x \Leftarrow C \& r \rightarrow x\}$, where $x$ is a fresh variable. Then, $\mathcal{R}^{\prime}$ is a constructor SDCTRS over $\mathcal{F}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.

Proof. By definition, it is clear that $\mathcal{D}_{\mathcal{R}}=\mathcal{D}_{\mathcal{R}^{\prime}}$. The remaining properties for equivalence w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$ can straightforwardly proved by induction on the numbers of rewriting and narrowing steps, respectively.

- Lemma 28. Let $\mathcal{R}$ be a constructor SDCTRS over a signature $\mathcal{F}$ such that $\mathcal{R}=\mathcal{R}_{0} \cup\{\ell \rightarrow$ $\left.r \Leftarrow C_{1} \& s_{i} \rightarrow t_{i} \& C_{2}\right\}$ where $r$ is a constructor term, $p \neq \varepsilon$, and $t_{i}$ is a ground normal form of $\mathcal{R}_{u}$ but not a constructor term. Let $\mathcal{R}^{\prime}=\mathcal{R}_{0} \cup\left\{\ell \rightarrow r \Leftarrow C_{1} \& s_{i} \rightarrow x \& t_{i} \rightarrow x \& C_{2}\right\}$, where $x$ is a fresh variable. Then, $\mathcal{R}^{\prime}$ is a constructor SDCTRS over $\mathcal{F}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.
Proof. By definition, it is clear that $\mathcal{D}_{\mathcal{R}}=\mathcal{D}_{\mathcal{R}^{\prime}}$. Since $t_{i}$ contains a defined symbol, $t_{i}$ is a ground normal form of $\mathcal{R}_{u}$ and there is no rule $\ell^{\prime} \rightarrow r^{\prime} \Leftarrow C^{\prime}$ in $\mathcal{R}$ such that $\ell^{\prime}$ matches a subterm of $t_{i}$. To use $\ell \rightarrow r \Leftarrow C_{1} \& s_{i} \rightarrow t_{i} \& C_{2}$ in a constructor-based rewriting to a term in $\mathcal{T}(\{\top, \&\})$, an instance of $s_{i} \rightarrow t_{i}$ should be reduced to a term in $\mathcal{T}(\{\top, \&\})$. However, such a reduction is impossible for constructor-based rewriting because $t_{i} \rightarrow t_{i}$ cannot be rewritten or narrowed to $\top$. For this reason, $\ell \rightarrow r \Leftarrow C_{1} \& s_{i} \rightarrow t_{i} \& C_{2}$ is never used in constructor-based rewriting or innermost narrowing to a term in $\mathcal{T}(\{\top, \&\})$. For the same reason, $\ell \rightarrow r \Leftarrow C_{1} \& s_{i} \rightarrow x \& t_{i} \rightarrow x \& C_{2} \in \mathcal{R}^{\prime}$ is never used in constructor-based rewriting of $\mathcal{R}^{\prime}$ to terms in $\mathcal{T}(\{\top, \&\})$, either. Therefore, it is clear that for a goal clause $T$
 only if $T \stackrel{l i}{\rightsquigarrow} \underset{\theta, \mathcal{R}^{\prime}}{*} U$.
- Lemma 29. Let $\mathcal{R}$ be a constructor SDCTRS over a signature $\mathcal{F}$ such that $\mathcal{R}=\mathcal{R}_{0} \cup\{\ell \rightarrow$ $\left.r \Leftarrow C_{1} \& s_{i}\left[s^{\prime}\right]_{p} \rightarrow t_{i} \& C_{2}\right\}$ where $r$ is a constructor term, $p \neq \varepsilon$, and $s^{\prime}$ is rooted by $a$ defined symbol. Let $\mathcal{R}^{\prime}=\mathcal{R}_{0} \cup\left\{\ell \rightarrow r \Leftarrow C_{1} \& s^{\prime} \rightarrow x \& s_{i}[x]_{p} \rightarrow t_{i} \& C_{2}\right\}$, where $x$ is a fresh variable. Then, $\mathcal{R}^{\prime}$ is a constructor $S D C T R S$ over $\mathcal{F}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.

Proof. By definition, it is clear that $\mathcal{D}_{\mathcal{R}}=\mathcal{D}_{\mathcal{R}^{\prime}}$. The remaining properties for equivalence w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$ can straightforwardly proved by induction on the numbers of rewriting and narrowing steps, respectively.

- Theorem 6. Let $\mathcal{R}$ be a constructor SDCTRS over a signature $\mathcal{F}$. Then, $\operatorname{Pc}(\mathcal{R})$ is a pc-CTRS over $\mathcal{F}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.
Proof. By definition, it is clear that $P c(\mathcal{R})$ is a pc-CTRS over the signature $\mathcal{F}$ and $\mathcal{D}_{\mathcal{R}}=$ $\mathcal{D}_{P c(\mathcal{R})}$. The remaining properties can be proved by Lemmas 27,28 , and 29, and [26, Theorem 26].
- Theorem 7. Let $\mathcal{R}$ be a pc-CTRS over a signature $\mathcal{F}$. Then, $\operatorname{Trs}(\mathcal{R})$ is a constructor TRS over $\mathcal{F} \cup\{\rightarrow, \top, \&\}$ and is equivalent to $\mathcal{R}$ w.r.t. $\xrightarrow{c}$ and $\stackrel{i}{\rightsquigarrow}$.

Proof. By definition, it is clear that (1) $\operatorname{Tr} s(\mathcal{R})$ is a constructor $\operatorname{TRS}$ over $\mathcal{F} \cup\{\rightarrow, \top, \&\}$, (2) $\mathcal{D}_{\mathcal{R}}=\mathcal{D}_{\operatorname{Trs}(\mathcal{R})},(3)(s \rightarrow t) \xrightarrow{c} \mathcal{R} T$ if and only if $(s \rightarrow t) \xrightarrow{c}_{\operatorname{Trs}(\mathcal{R})} T$ and $(4)(s \rightarrow t) \stackrel{i}{\rightsquigarrow}{ }_{\theta, \mathcal{R}} T$ if and only if $(s \rightarrow t) \stackrel{i}{\rightsquigarrow} \theta, \operatorname{Trs}(\mathcal{R}) T$. Using (3), we can prove that for a goal clause $T$ and a term $U \in \mathcal{T}(\{\top, \&\}), T \xrightarrow{l c_{\mathcal{R}}} U$ if and only if $T \xrightarrow{l_{\mathcal{R}^{\prime}}^{*}} U$, by induction on the number of rewriting steps. Using (4), we can prove that for a goal clause $T$ and a term $U \in \mathcal{T}(\{\top, \&\})$,


- Theorem 19. Let $T$ be a goal clause without $T$. Then, $\llbracket L\left(S S G(\mathcal{R}, T), \Gamma_{T}\right) \rrbracket=\operatorname{Suc}(\underset{\sim}{\sim} \uparrow \mathcal{R}, T)$ up to variable renaming.

Proof. Thanks to Theorems 12, 13, and 14, a constructor substitution $\theta$ for $T \stackrel{i}{\sim}{ }_{\theta, \mathcal{R}}^{*} U \in$ $\mathcal{T}(\{\top, \&\})$ can be obtained by (1) splitting, (2) flattening, and (3) narrowing applied to goals of the form $f\left(x_{1}, \ldots, x_{n}\right) \rightarrow u$ such that $u \in\left(\mathcal{V} \backslash\left\{x_{1}, \ldots, x_{n}\right\}\right) \cup \mathcal{T}\left(\mathcal{C}_{\mathcal{R}}\right)$ and $x_{1}, \ldots, x_{n}$ are distinct variables. The application of these operations is exactly the same as the application of production rules in $\operatorname{SSG}(\mathcal{R}, T)$. Therefore, this theorem holds.

The following lemma is used to prove Theorem 22.

- Lemma 30. Let $\mathcal{G}$ be an $S S G\left(\Gamma_{T_{0}}, \mathcal{N}, \mathcal{P}\right), \Gamma_{T} \in \mathcal{N}, x \in \mathcal{V} \operatorname{ar}(T)$, and $R T G(\mathcal{G}, T, x)$ be constructed. Then, $\left\{\xi \theta x \mid \theta \in \llbracket L\left(\mathcal{G}, \Gamma_{T}\right) \rrbracket, \xi \in \operatorname{Subst}\left(\mathcal{C}_{\mathcal{R}}\right)\right.$, $\left.\operatorname{Dom}(\eta)=\mathcal{V} a r(\theta x)\right\} \subseteq$ $L(R T G(\mathcal{G}, T, x))$.

Proof. Suppose that $e$ is generated by $n$ steps of applying production rules obtained from $\left.\mathcal{P}\right|_{\Gamma_{T}}$. Then, it is easy to prove this lemma by induction on $n$.

The converse inclusion in Lemma 30 does not hold in general even if $\llbracket L\left(\mathcal{G}, \Gamma_{T}\right) \rrbracket$ is a set of ground substitutions.

- Example 31. Consider an SSG $\mathcal{G}_{4}=\left(\Gamma_{x \rightarrow \mathrm{a}},\left\{\Gamma_{x \rightarrow \mathrm{a}}, \Gamma_{z \rightarrow \mathrm{~b}}\right\},\left\{\Gamma_{x \rightarrow \mathrm{a}} \rightarrow \operatorname{REC}\left(\Gamma_{z \rightarrow \mathrm{~b}},\{y \mapsto\right.\right.\right.$ $\left.\left.z\}) \bullet\{x \mapsto \mathrm{c}(y, y)\}, \Gamma_{z \rightarrow \mathrm{~b}} \rightarrow\{z \mapsto \mathrm{a}\} \mid\{z \mapsto \mathrm{~b}\}\right\}\right)$. For goal $x \rightarrow$ a and variable $x$, we have the regular tree grammar $R T G\left(\mathcal{G}_{4}, x \rightarrow \mathrm{a}, x\right)=\left(\Gamma_{x \rightarrow \mathrm{a}}^{x},\left\{\Gamma_{x \rightarrow \mathrm{a}}^{x}, \Gamma_{z \rightarrow \mathrm{~b}}^{z}\right\},\left\{\Gamma_{x \rightarrow \mathrm{a}}^{x} \rightarrow\right.\right.$ $\left.\left.\mathrm{c}\left(\Gamma_{z \rightarrow \mathrm{~b}}^{z}, \Gamma_{z \rightarrow \mathrm{~b}}^{z}\right), \Gamma_{z \rightarrow \mathrm{~b}}^{z} \rightarrow \mathrm{a} \mid \mathrm{b}\right\}\right)$. The term $\mathrm{c}(\mathrm{a}, \mathrm{b})$ is included in $L\left(R T G\left(\mathcal{G}_{4}, x \rightarrow \mathrm{a}, x\right), \Gamma_{x \rightarrow \mathrm{a}}^{x}\right)$, but there is no substitution $\theta$ such that $\theta x=\mathrm{c}(\mathrm{a}, \mathrm{b})$ and $\sigma \leq \theta$ for some $\sigma$ in $\llbracket L\left(\mathcal{G}_{4}, \Gamma_{x \rightarrow \mathrm{a}}\right) \rrbracket=$ $\{\{x \mapsto \mathrm{c}(\mathrm{a}, \mathrm{a})\},\{x \mapsto \mathrm{c}(\mathrm{b}, \mathrm{b})\}\}$.
- Theorem 22. Let $\mathcal{G}$ be an $\operatorname{SSG}\left(\Gamma_{T_{0}}, \mathcal{N}, \mathcal{P}\right), \Gamma_{T_{1}}, \Gamma_{T_{2}} \in \mathcal{N}, x \in \mathcal{V}, x_{1} \in \mathcal{V} \operatorname{ar}\left(T_{1}\right), x_{2} \in$ $\mathcal{V a r}\left(T_{2}\right), \operatorname{RTG}\left(\mathcal{G}, T_{1}, x_{1}\right), \operatorname{RTG}\left(\mathcal{G}, T_{2}, x_{2}\right)$ be constructed, and $\delta_{1}, \delta_{2}$ be renamings such that $\mathcal{V} \mathcal{R} a n\left(\delta_{i}\right)=\mathcal{V} a r\left(T_{i}\right)$ and $\delta_{i} x=x_{i}$ for $i=1,2$. If $L\left(R T G\left(\mathcal{G}, T_{1}, x_{1}\right)\right) \cap L\left(R T G\left(\mathcal{G}, T_{2}, x_{2}\right)\right)=$ $\emptyset$, then $\left.\left.\left\{\operatorname{REC}\left(\Gamma_{T_{1}}, \delta_{1}\right) \& \operatorname{REC}\left(\Gamma_{T_{2}}, \delta_{2}\right)\right]\right\}_{\mathcal{G}}=\{\varnothing]\right\}_{\mathcal{G}}$.

Proof. We proceed by contradiction. Assume that $L\left(R T G\left(\mathcal{G}, T_{1}, x_{1}\right)\right) \cap L\left(R T G\left(\mathcal{G}, T_{2}, x_{2}\right)\right)$ $=\emptyset$ and $\left.\left\{\left[\operatorname{REC}\left(\Gamma_{T_{1}}, \delta_{1}\right) \& \operatorname{REC}\left(\Gamma_{T_{2}}, \delta_{2}\right)\right]\right\}_{\mathcal{G}} \neq\{\varnothing]\right\}_{\mathcal{G}}$. Then, there exists a constructor substitution $\theta \in\left\{\left[\operatorname{REC}\left(\Gamma_{T_{1}}, \delta_{1}\right) \& \operatorname{REC}\left(\Gamma_{T_{2}}, \delta_{2}\right)\right\}_{\mathcal{G}}\right.$, and hence there exist constructor substitutions $\theta_{1}, \theta_{2}$ such that $\theta_{1} \in\left\{\left[\Gamma_{T_{1}}\right\}_{\mathcal{G}}, \theta_{2} \in\left\{\left[\Gamma_{T_{2}}\right]\right\}_{\mathcal{G}}\right.$, and $\theta=\left(\theta_{1} \cdot \delta_{1}\right) \Uparrow\left(\theta_{2} \cdot \delta_{2}\right)$. Thus, it follows from Lemma 30 that $\xi \theta x \in L\left(R T G\left(\mathcal{G}, T_{1}, x_{1}\right)\right) \cap L\left(R T G\left(\mathcal{G}, T_{2}, x_{2}\right)\right)$ for some $\xi \in \operatorname{Subst}\left(\mathcal{C}_{\mathcal{R}}\right)$. This contradicts the assumption.


[^0]:    ${ }^{1}$ http://cops.uibk.ac.at/results/?y=2016\&c=CTRS
    2 http://cops.uibk.ac.at/results/?y=2017-full-run\&c=CTRS

[^1]:    ${ }^{3}$ One may think that $y$ of $\mathrm{f}(x, y) \rightarrow v$ in Figure 1 does not have to be instantiated by $z^{\prime}$ because $y$ is received by a variable that can be seen as patternless. However, the tree is used two or more times via dotted arrows, and the reuse always starts with $\mathrm{f}(x, y) \rightarrow v$ that is connected by means of a renaming attached with dotted arrows. To avoid any conflict of using $y$, we always introduce only fresh variables at narrowing steps, i.e., $\mathrm{f}(x, y) \stackrel{i}{\rightsquigarrow} \mathcal{R}_{2} \mathrm{c}\left(\mathrm{f}\left(x^{\prime}, y\right), \mathrm{f}\left(z^{\prime}, x^{\prime}\right)\right)$ is not allowed (see Definition 3 in Section 3).
    4 To be precise, $\delta$ (e.g., $\left\{x^{\prime} \mapsto y, z^{\prime} \mapsto x, v^{\prime \prime} \mapsto v\right\}$ in Figure 1) is not a renaming, while we can write an exact renaming. However, we write such a substitution, so-called a prenaming [17], obtained by restricting a renaming to variables that we are interested in because the renaming is used to rename a particular term.
    5 We use $\mathcal{R}_{1}$, which is an SDCTRS but also a normal 1-CTRS, as a leading example of this paper because $\mathcal{R}_{1}$ is reasonable to illustrate how we can use the grammar representation of a narrowing tree to prove confluence of a CTRS.

[^2]:    ${ }^{6}$ If $C$ contains a condition $s \rightarrow t$ such that $t$ contains a defined symbol, then rule $\ell \rightarrow r \Leftarrow C$ is never used in constructor-based rewriting of goal clauses to terms in $\mathcal{T}(\{T, \&\})$ because $t$ is not a constructor term and any instance of $s \rightarrow t$ is never reduced to any term in $\mathcal{T}(\{T, \&\})$. However, we do not drop the rule from $\mathcal{R}$ because defined symbols are preserved during the conversion and the rule can be used for the standard rewriting $\rightarrow_{\mathcal{R}}$.

