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—— Abstract

This work is a study of the expressive power of unambiguity in the case of automata over infinite

trees. An automaton is called unambiguous if it has at most one accepting run on every input,
the language of such an automaton is called an unambiguous language. It is known that not
every regular language of infinite trees is unambiguous. Except that, very little is known about
which regular tree languages are unambiguous.

This paper answers the question whether unambiguous languages are of bounded complexity
among all regular tree languages. The notion of complexity is the canonical one, called the
(parity or Rabin-Mostowski) index hierarchy. The answer is negative, as exhibited by a family
of examples of unambiguous languages the cannot be recognised by any alternating parity tree
automata of bounded range of priorities.

Hardness of the examples is based on the theory of signatures, previously studied by Walu-
kiewicz. The technical core of the article is a definition of the canonical signatures together with
a parity game that compares signatures of a given pair of parity games (of the same index).
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1 Introduction

Non-determinism provides a machine with a very powerful ability to guess its choices.
Depending on the actual model, it might enhance the expressive power of the considered
machines or, while preserving the class of recognised languages, make the machines more
succinct or effective. All these benefits come at the cost of algorithmic difficulties when
handling non-deterministic devices. This complexity motivates a search of ways of restricting
the power of non-determinism. One of the most natural among these restrictions is a semantic
notion called unambiguity: a non-deterministic machine is called unambiguous if it has at
most one accepting run on every input.

Unambiguity turns out to be very intriguing in the context of automata theory [7]. In the
classical case of finite words it does not enhance the expressive power of the automata, still it
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simplifies some decision problems [16]. The situation is more complex in the case of infinite
trees: the language of infinite trees labelled {a,b} containing a letter a cannot be recognised
by any unambiguous parity automaton [15, 6]. This example makes the impression that very
few regular languages of infinite trees are in fact unambiguous (i.e. can be recognised by an
unambiguous automaton). However, there is only a couple of distinct examples of ambiguous
regular tree languages [3]. Our understanding of how many (or which) regular tree languages
are unambiguous is far from being complete, in particular it is not known how to decide if
a given regular tree language is unambiguous.

Another way of understanding the power of unambiguous tree languages is aimed at
estimating their descriptive complexity. The complexity can be measured either in terms of
the topological complexity or of the parity index, i.e. the range of priorities needed for an
alternating parity tree automaton to recognise a given language. Initially, it was considered
plausible that all unambiguous tree languages are co-analytic (II}); that is topologically not
more complex than deterministic ones. Hummel in [11] gave an example of an unambiguous
language that is 31-complete, in particular not IT{. Further improvements [8, 12] showed
that unambiguous languages reach high into the second level of the index hierarchy. However,
the question whether this is an upper bound on their index complexity was left open. In this
paper we prove that it is not the case, as expressed by the following theorem.

» Theorem 1. For every i < k there exists an unambiguous tree language L that cannot be
recognised by any alternating parity tree automaton (ATA) that uses priorities {i,...,k}. In
other words, L does not belong to the level (i,k) of the index hierarchy.

The canonical examples of languages lying high in the index hierarchy [4, 1] are the
languages W; , dating back to [9, 21] (see e.g. the formulae W,, in [1]). Unfortunately, the
languages W, j, are not unambiguous—one can interpret the choice problem [6] in such
a way that witnessing unambiguously that t € W » would indicate an MSO-definable choice
function [10, 5]. Therefore, to prove Theorem 1 we will use the following corollary of [2].

» Corollary 2 ([1, 2]). Let L be a set of trees. If there is a continuous function f s.t. W, =
f7YL) then L cannot be recognised by an ATA of index (i+1,k+1).

Our aim is to enrich in a continuous way a given tree ¢t with some additional information
denoted f(t), such that an unambiguous automaton reading f(t) can verify if t € W, .
Although this method is based on the topological concept of a continuous mapping f, the
construction provided in this paper is purely combinatorial; the core is a definition of a parity
game Cp that compares the difficulty of a given pair of parity games.

2 Basic notions

We use u - w to represent the concatenation of the two sequences. The symbol < stands for
the prefix order. By w = {0,1,...} we denote the set of natural numbers.

A (ranked) alphabet is a non-empty finite set A of letters where each letter a € A comes
with its own finite arity. A tree over an alphabet A is a partial function ¢: w* — A where the
domain dom(t) is non-empty, prefix-closed, and if u € dom(t) is a node with a kary letter
a = t(u) then u -1 € dom(t) if and only if I < k, i.e. u (the father) has children u -0, u -1,
..., u- (k=1). The set of all trees over A is denoted Tr4. The element € € dom(¢) is called
the root of t. A branch of a tree t is a sequence o € w* such that for all n € w the finite
prefix a[n is a node of . It is easy to encode ranked alphabets using alphabets of fixed arity
(or even binary), however for the technical simplicity we will work with ranked ones here.
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Figure 1 A representation of a transition (q, a, qo, . ..,qx—1), for a kary letter a.

If u € dom(¢) is a node of a tree t then by ¢[u we denote the tree w — t(u - w) with the
domain {w | u-w € dom(t)}. A tree of the form t|u for v € dom(t) is called a subtree of t
in u. If a € A is a kary letter and to,...,t,_1 are trees then by a(to,...,tx—1) we denote
the unique tree t with ¢(¢) = a and ¢[(i) =¢; for i =0,...,k—1.

If X C dom(t) is a set of nodes of a tree t and u € dom(¢) then by X[u we denote the
set {w | u-w € X}, which is a subset of dom(¢[u).

Automata. A non-deterministic parity tree automaton is a tuple A = (A, Q, A, I, Q), where
A is a ranked alphabet; @ is a finite set of states; A is a finite set of transitions—tuples of
the form (¢, a, qo,...,qx—1) where a € A is a kary letter and ¢, qo, ..., qx—1 are states; I C Q
is a set of initial states; and Q: Q) — w is a priority mapping.

A run of an automaton A over a tree t over the alphabet A is a function p: dom(t) — @
such that p(e) € I and for every u € dom(t) with a kary letter a = t(u), the tuple
(p(w),a,p(u-0),...,p(u- (k—1))) is a transition in A. A run p is accepting if for every
branch « of ¢ the lowest priority of the states appearing infinitely many times along «
(i.e. liminf, o0 Q(p(a[n))) is even. An automaton A accepts a tree t if there exists an
accepting run of A over ¢t. The language of an automaton A (denoted L(A)) is the set of
trees accepted by A. A set of trees over an alphabet A is called regular if it is recognised
by a non-deterministic parity tree automaton. For a detailed introduction to the theory of
automata over infinite trees, see [18].

An automaton A is unambiguous if for every tree t there exists at most one accepting
run of A over ¢. An automaton A is deterministic if I = {q1} is a singleton and for every

q € @ and kary letter a € A it has at most one transition of the form (¢, a, qo, - - -, qx—1) in A.

A language is unambiguous (resp. deterministic) if it can be recognised by an unambiguous
(resp. deterministic) automaton. Clearly each deterministic automaton is unambiguous but
the converse is not true. Due to [6] we know that there are regular tree languages that are
ambiguous (i.e. not unambiguous).

Games. A game with players 1 and 2 is a tuple G = (V, E, v, W) where: V = V; U Vs is
a set of positions split into the 1-positions Vi and 2-positions Vo; E C V x V is a set of
edges; vr € V is an initial position; and W C V¥ is a winning condition. We will denote
by P the players, i.e. P € {1,2}, P is the opponent of P. For v € V by v - E we denote
the set of successors {v’ | (v,v') € E}. We assume that for each v € V the set v - E is
non-empty. A non-empty finite or infinite sequence I € V=¥ is a play if II(0) = v; and for
each 0 < ¢ < |II| there is an edge (II(i—1),1I(:)). Notice that if (V, E) is a tree then there is
an equivalence between finite plays and positions v € V. An infinite play II is winning for 1
if IT € W; otherwise II is winning for 2.

A non-empty and prefix-closed set of plays ¥ with no <-maximal element (i.e. no leaf) is
called a behaviour. We call a behaviour P-full if for every play (vo,...,v,) € ¥ with v, € Vp
and all v’ € v- E we have (vg, ..., v,,v") € ¥. We call a behaviour P-deterministic if for every
play (vo,...,vy) € ¥ with v, € Vp there is a unique v’ € v - E such that (vg,...,v,,v") € X.
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A quasi-strategy of a player P is a behaviour that is P-full. A strategy of P is a quasi-stra-
tegy of P that is P-deterministic. A quasi-strategy is positional if the fact whether a play
(v, -+, Un,Upt1) belongs to ¥ depends only on v,,.

A partial strategy of P is a P-deterministic behaviour—it defines the unique choices of P
but may not respond to some choices of P. We say that a play (v, ...,Vn,Uni1) ¢ 3 is not
reachable by a partial strategy ¥ if (vo,...,v,) € ¥ and v, € V. If X is a (partial) strategy
of P and (vq,...,v,,v") € 3 with v, € Vp then we say that 3 moves to v’ in (vg,...,v,).

A strategy ¥ of P is winning if every infinite play of ¥ (i.e. II such that Vn € w. II[n € X)
is winning for P. A game is (positionally) determined if one of the players has a (positional)
winning strategy. We say that a position v of a game G is winning for P (resp. losing for P)
if P (resp. P) has a winning strategy in the game G with vy := v.

Topology. In this work we use only basic notions of descriptive set theory and topology,
see [13, 19] for a broader introduction. The space Tr4 with the product topology is homeo-
morphic to the Cantor space. One can take as the basis of this topology the sets of the form
{t € Tra | t(u1)=a1,t(uz)=as,...,t(u,)=a,} for finite sequences (u1, a1, ua, ag,...,Un, ap).
The open sets in Try are obtained as unions of basic open sets. A function f: X — Y is
continuous if the pre-image of each basic open set in Y is open in X.

3 The languages

Let us fix a pair of numbers ¢ < k. Our aim is to encode a general parity game with players
1 and 2 and priorities {i,...,k} as a tree over a fixed ranked alphabet A; ). That alphabet
consists of: unary symbols [i], [i4+1],...,[k] indicating priorities of positions; and binary
symbols (1) and (2) which leave the choice of the subtree to the respective player.

The game induced by a tree t € Tra,, , is denoted G(t). The set of positions of G(t)
is dom(t) and the edge relation contains pairs father—child. The initial position is e and
a position v € dom(t) is a 1-position iff ¢(v) = (1). An infinite play of that game is won by
1 if and only if the minimal priority j that occurs infinitely often during the play is even!.
Since the graph of G(t) is a tree, we identify finite plays in G(t) with positions v € dom(t).
Therefore, (quasi / partial) strategies in G(¢) can be seen as specific subsets ¥ C dom(¢) and
infinite plays of these strategies as branches of t.

For a player P € {1,2} the language Wp (; 1) contains a tree ¢ if P has a winning strategy
in G(t). It is easy to see that Wy (; ) is homeomorphic (i.e. topologically equivalent) to W;
from [21] (the case of P = 2 is dual, we put W41 541 then).

As it turns out, the languages Wp (; 1) are not expressive enough to allow enrichment of
a tree t into f(t), see Proposition 22. To enlarge their expressive power we will extend the
alphabet with a unary symbol ~ that will correspond to a swap of the players in G(t). The
enhanced alphabet will be denoted A& k)" We will say that a tree t over the alphabet Aa’k)
is well-formed if there is no branch with infinitely many symbols ~.

Consider a node u € dom(¢) in a well-formed tree ¢ over A 1y~ We will say that u is
switched if there is an odd number of nodes w < u such that t(w) = ~. Otherwise u is kept.
These notions represent the fact that each symbol ~ swaps the players in G(t).

1 We restrict our attention to the trees in which every second symbol on each branch is a unary symbol
representing a priority (i.e. [j] for j € {4,...,k}); every tree can implicitly be transformed into that
format by padding with the maximal priority k& (such a padding does not influence the winner of G(t)).
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If a tree ¢ is well-formed then the game G(t) is well-defined in a similar way as above,
a kept position v € dom(t) is a 1-position iff t(v) = (1); a switched position v € dom(t) is
a 1-position iff ¢(v) = (2). The language W3 (i.r) contains a well-formed tree ¢ over Af
if P has a winning strategy in G(t). The games G(¢) have a parity winning condition and
therefore are determined [9, 14], so we obtain:

» Fact 3. Ift e TrAZ-k is well-formed then t € WP(”C ifft ¢ W3 (k) iff ~(t) e W3 k)’

The additional information added by f will be kept under third children of new ternary
variants of the symbols (1) and (2), denoted (1+) and (2+). Let the alphabet A+~ be A7 1)
where instead of the symbols (1) and (2) we have (1+) and (2+) respectively.

Consider a tree r over the extended alphabet A( ey By shave(r) we denote the tree over
the non-extended alphabet A} , ), where instead of each subtree of the form (14)(tL, tr, t2) one
puts the subtree (1)(¢r,%z); the same for (2+) and (2). Notice that dom(shave(r)) C dom(r)
and the labels of shave(r) correspond to the labels of r in the respective nodes (up to the
additional 4 in 7). We will say that a tree r over the alphabet A+N) is well-formed if for
every its subtree ' = r|u the tree shave(r’) is well-formed in the standard sense. In other
words, r is well-formed if there is no branch of r that contains infinitely many symbols ~ but
only finitely many directions 2 (the direction 2 corresponds to moving outside shave(r’)).

We are now in position to define the witnesses proving Theorem 1. For that we will define

an unambiguous automaton U recognising certain language of trees over the alphabet Az;;).

In this section we will prove that ¢/ is unambiguous. In the rest of the article we show that
U (with a restricted set of initial states) recognises a language high in the index hierarchy.

» Definition 4. The set of states of U is {0,...,k+2} x {1,2} x {p,1,r}. Let Q(j, P,d) = j.

The transitions of U are depicted in Figure 2. The set of initial states of &/ contains all the
states of the form (0, *,*) (recall that as in Figure 2, * represents all the possible choices).

Intuitively, the first coordinate of a state g of U is its priority; the second coordinate is the
winner for G(shave(r’)) for the current subtree 7’; while the third coordinate indicates the
actual strategy if there is ambiguity and b otherwise. The transition over ~ represents that
~ swaps the players; the next two transitions correspond to positions that are not controlled
by a (claimed) winner P over a given subtree; and the last two transitions correspond to
a position that is controlled by P. In the lower two transitions the choice of a direction t or
r depends on the declared winner P in the third child of the current node.

Consider a run p of U over a tree r, let u € dom(r), and assume that p(u) is of the form
(%, P,*). In that case one can extract from the third coordinates of p a strategy 3 of P in
G(shave(r|u)) that will be called the p-strategy in w. This strategy is defined inductively,
preserving the invariant that for each w € ¥ the node w is kept in shave(r[u) if and only
if p(u - w) is of the form (%, P,x). We start with ¥ containing the initial position e. Now
consider a position w in ¥. If w is controlled by P (i.e. r(u-w) = (P+) for w kept and (P+)
for w switched) then the strategy ¥ moves to the position w -0 (resp. w - 1) if the state
plu-w) = (x,*,d) satisfies d =1 (resp. d = r). In the positions w € ¥ not controlled by P
the strategy ¥ has no choice and contains all the children of w in shave(r[u). It is easy to
check that the transitions of U guarantee that the invariant is preserved.

» Lemma 5. Let p be a run of U over r. Then p is accepting if and only if r is well-formed
and for every u € dom(r) the p-strategy in u is winning in G (shave(r|u)).

Proof. First observe that U uses states of priority 0 and 1 to deterministically verify that r
is well-formed. Consider a well-formed tree r and a run p. On the branches following the
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(%, P,p) (%, P,p) (%, P D)

l

i [J]
[ ] AR

(1, P, %) (j+P+1, P, %) (k+2, P *) (K42, P, %) (0,%,%)
(%, P,L) (%, P R)
l
(k+2,P,x) (2,%,%) (0,1,%) (2, %, %) k+2 P,x)  (0,2,%)

Figure 2 The transitions of the automaton U, where P € {1, 2} stands for a player; j € {i,...,k}
is a priority; and * represents all the possible choices on a given coordinate.

p-strategies, the priorities of p correspond to the priorities visited in Q(shave(r[u)) (up to
a shift by 1 or 2 depending on the current second coordinate of p). Thus, p satisfies the
parity condition on all the branches of r if and only if all the p-strategies are winning. <«

The following fact follows directly from the above lemma.

» Fact 6. Assume that p is an accepting run of U over a tree r, u € dom(r), and p(u) is of
the form (x, P,x). Then P wins Q(shave(r[u)). In particular, if p and p' are two accepting
runs of U over the same tree r then the second coordinates of p and p' are equal.

» Lemma 7. If p and p’ are two runs of U (possibly not accepting) over a tree r and the
second coordinates of p and p' are equal then p = p'.

Proof. The third coordinate of a run in u € dom(r) depends on r(u), the second coordinate
of the run in w, and (if one of the lower two transitions from Figure 2 is used) the second
coordinate of the run in « - 2. Thus, the third coordinates of p and p’ must agree.

The first coordinates of p and p’ in the root are 0. Consider a node u and its child
u’ € dom(r). The first coordinate of a run in «’ depends on r(u) and the last two coordinates
of the run in u. Therefore, also the first coordinates of p and p’ must agree. |

» Definition 8. Take P € {1,2} and let Lp ;) be the language recognised by the auto-
maton U with the set of initial states restricted to the states of the form (0, P,*).

Fact 6 together with Lemma 7 imply that the languages Lp,(; x) are unambiguous. Thus,
to complete the proof of Theorem 1, one needs to prove that the languages Lp, (; x) climb up
the index hierarchy. This will be done using Corollary 2 in the next section.

4 Construction of f

Fix a pair i < k. In this section we will prove the following proposition.

» Proposition 9. There exists a continuous function f: TrA7 o Tr 4+~ such that:
ik (i,%)

If t is well-formed then f(t) is also well-formed.
For a well-formed t and a player P we have: t € W;’(i,k) if and only if f(t) € Lp (i)
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Before proving that proposition, notice that a tree over the alphabet A(; 1y can be seen
as a well-formed tree over Aa,k) and W;’(iyk) NTra,,, = Wi x which is topologically
equivalent to W; . Therefore, the above proposition implies that f[Try4, , satisfies the
assumptions of Corollary 2. As i < k are arbitrary, Theorem 1 follows.

To properly define f we first need to introduce a notion that allows to compare how
much a player P prefers one tree over another. This is achieved by assigning to each tree its
P-signature and proving that moving to a subtree with an optimal signature guarantees that
the player wins whenever possible. The theory of signatures comes from [17] and results of
Walukiewicz, e.g. [20, 21]. The notion of signatures used here is more demanding than the

classical ones, as we require equalities instead of inequalities in the invariants from Lemma 10.

We say that a number j € w is P-losing if i < j < k and j is odd (resp. even) if

P =1 (resp. P =2). A number j € {i,...,k} that is not P-losing is called P-winning.

A P-signature is either co or a tuple of countable ordinals (6,0, 42, ...,0% ), indexed by
P-losing numbers—i’ is the minimal and %’ is the maximal P-losing number. P-signatures
that are not oo are well-ordered by the lexicographic order <y, in which the ordinals with
smaller indices are more important. Let co be the maximal element of <jey.

A 1-signature o1 (t) = (42) with ¢ = 0 and k& = 2 means that the best what player 1 can
hope for is to visit at most 42 times a [1]-node (possibly interleaved with nodes of priority 2)
before the first [0]-node is visited (if ever). After visiting a [0]-node, the 1-signature of
the subtree may grow, starting again a counter of nodes of priority 1 to be visited. The
1-signature (w) means that 2 can choose a finite number of [1]-nodes that will be visited;
however the choice needs to be done before the first such node is seen.

The following two lemmas express the crucial properties of the signatures.

» Lemma 10. There exists a unique point-wise minimal pair of assignments t — o p(t) for
P € {1,2} that assign to each well-formed tree t over A7, a P-signature op(t) such that:
1. op(t) = o0 if and only if P loses G(t);

2. op(~(t)) =(0,...,0) if P wins G(~(t)) (i.e. P wins G(t));

3. Up([j](t)) =(0y,...,0;-1,0,0...,0) ifop(t) = (0y,...,0k) and j is P-winning;
4. Jp([j](t)) =(0i,...,0-2,0;+1,0,...,0) if op(t) = (Bsr,...,0k) and j is P-losing;
5. op((P)(tL,ta)) = min {op(t),0p(ta) };

6. Jp((P)(tL,tR)) = max{ap(tL),Up(tR)}.

Let us fix the functions op for P € {1, 2} as above. Consider a well-formed tree ¢ over the
alphabet Aa,k)' We say that a strategy X of a player P in G(t) is optimal (or o-optimal) if:

In a position u € dom(t) that is kept in ¢t and tJu = (P) (tL, tR) the strategy ¥ moves to

a subtree of a minimal value of op; i.e. ¥ can move to u -0 if op(tL) <jex op(tr) and to

u-1if op(tL) >1ex op(tr). If the values op(t1) and op(tg) are equal then ¥ can move in

any of the two directions.

In a position u that is switched in t and tJu = (P) (tL, tR) the strategy ¥ uses the same

rule as above but uses the function o5 to compare the P-signatures of the subtrees.

Notice that according to the above definition there might be more than one optimal strategy.

» Lemma 11. Ift € W3 (i) and X is an optimal strategy of P in G(t) then X is winning.
The following lemma claims the combinatorial core of this article: it shows that one can

compare the P-signatures using a continuous reduction to the languages W (i)

» Lemma 12. There exists a continuous function cp: (TrAF k))Q — TI"A; o such that if t.

and ty are well-formed then so is cp(ty,tr) and additionally

cp(ty, tg) € W1k if and only if op(tL) <iex op(tr)-
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The rest of this section demonstrates Proposition 9. Lemma 12 is proved in the next section.
Consider a function f: Tr A, Tr At defined recursively as:
i, i,k)

F(PY(tu,ta)) = (P4} (F(t2), £(ta). f (cp(te.ta)) for P € {1,2},
F(~ (1) =~(£()),
() = W) for j € {i,....k}.

Clearly by the definition of f we know that shave ( f (t)) = ¢. Additionally, f(¢) is defined
recursively using cp which is continuous, therefore f is also continuous. As cp maps
well-formed trees to well-formed trees, so does f.

First assume that f(t) € Lp ;) as witnessed by an accepting run p of U over f(t) with
p(€) = (x, P,*). Fact 6 says that P wins G (shave(f(t))) = G(t), sot € W k)

For the converse assume that Py wins G(t) for a well-formed tree ¢ over Al k-

» Lemma 13. Ift is well-formed then there exists a unique run p of U over f(t) such that
for every u € dom(f(t)) we have

p(u) = (%, P,x) if and only if P wins G(shave(f(t)|u)). (1)
Moreover, all the p-strategies are winning for the respective players.

Proof. The construction of p is inductive from the root preserving (1). The only ambiguity
when choosing transitions of ¢/ is when we reach a node w € dom( f(t)) such that p(w) is of
the form (x, P,*) and f(t)]w = (P+)(f(t), f(tz), f(cp(tr,tr))). We choose either the left or
the right of the two lower transitions of & depending on the winner in G (shave(f(t)|w - 2))
in such a way to satisfy (1) for v = w - 2. By the symmetry assume that we used the left
transition. This leaves undeclared the second coordinate of p(w - 1) (resp. p(w-0) in the case
of the right transition). Again we declare this coordinate accordingly to (1). We need to check
that (1) is also satisfied for u = w- 0 (resp. u = w- 1) i.e. that P wins G(shave(f(t)]w -0)).
To see that, we notice that the following conditions are equivalent (¥):

p(w) = (%, *,1) [ by the form of the transitions of U ]
plw-2) = (x,1,%) [ by the definition of p ]
1 wins in G (shave(f(t)[(w - 2))) [ by the form of f(¢)[(w - 2) ]
1 wins in G (shave(f(cp(tr,tr))) [ by the equality shave(f(t')) =¢']
1 wins in G(cp(te, tr)) [ by Lemma 12 ]

op(tL) <iex op(tr).

Thus, if we choose the lower left transition of U, we know that o p(t.) <jex op(tr). By the
inductive invariant we know that co >iex o p(shave(f(t)|w)) = op((P)(t,tr)). Therefore,
Item 5 of Lemma 10 implies that o p(t) <jex 00 so in fact P wins G(t.) = G (shave(f(t.))) =
G (shave(f(t)[w - 0)). Thus, the invariant (1) is also preserved for u = w - 0. This concludes
the inductive definition of p. Lemma 7 implies uniqueness.

Take u € dom(f(t)) with p(u) = (%, P,*). Let & be the p-strategy in u and 1’ = f(¢t)[u.
Consider a node w € dom (shave(r’)) such that shave(r’)(w) = (P') with P’ = P if w is kept
and P’ = P if w is switched. In both cases f(t)(u-w) = (P'+). By the above equivalence (%)
and the definition of a p-strategy, ¥ makes a o-optimal move in w. Therefore, ¥ is optimal.
Invariant (1) says that P wins G(shave(r’)), so Lemma 11 implies that ¥ is winning. <

Fix the run p given by the above lemma. Since G(t) = G(shave(f(t))), p(€) = (x, Po,*).
Since all the p-strategies are winning, p is accepting by Lemma 5 and f(t) € Lp,(; ). This
concludes the proof of Theorem 1 assuming that Lemma 12 holds.
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5 Comparing signatures

We will now prove Lemma 12 by defining, given two trees p and s over A& k)» & game Cp(p,s).
To indicate the difference between the games Cp and G, we denote the players of Cp as 3 =1
and V = 2. The purpose of the game Cp will be to ensure that 3 wins Cp(p, s) if and only if
op(p) <jex op(s). The winning condition of the game Cp will be a parity condition, however,
the game will allow certain lookahead (see steps (EL) and (AL) in the definition of Cp). Then,
the function c¢p will just unravel the game Cp(p, s) into a tree over the alphabet Aa’k).

If ¢/ and k' are the minimal and maximal P-losing numbers; j is a P-losing number;
and 0 = (07,042, ...,0k) is a P-signature then o[j is the tuple (6;/,60;42,...,0;). For
completeness let cofj e . Clearly o]k’ = 0. Notice that o[j is also a P-signature (with
k = j) and moreover if o <jox 0’ then olj <jex o’[].

A position of the game Cp is a triple (p, s,f) where p, s € TYAZ-,M and /¢ is a P-losing
number. As Cp(p, s) we denote the game Cp with the initial position set to (p, S, k’). The
game is designed in such a way to guarantee the following claim.

» Claim 14. A position (p,s,f) is winning for 3 in Cp if and only if
UP(Z’)M <lex UP(S)M' (2)

A single round of the game Cp consists of a sequence of choices done by the players. It is
easy to encode such a sequence using additional intermediate positions of the game. For the
sake of readability, we do not specify these positions explicitly. Instead, a round moves the
game from a position (p, S, é) into a new position according to the following sequential steps:
(EL) 3 can claim that P loses G(s). If she does so, the game ends and 3 wins iff s ¢ W3 ;).
(AL) V can claim that P loses G(p). If he does so, the game ends and V wins iff p ¢ W3 ;1.
(El) 3 can modify ¢ into another P-losing number ¢/ < ¢. In that case the round ends and

the next position is (p/, s,¢’) where p' = [¢'](p).

(Al) V can modify ¢ into another P-losing number ¢ < ¢. In that case the round ends and
the next position is (p, s, ¢').

() Ifp=1[0(p) and s = [£](s’) then the round ends and the next position is (p/, s, ¢).

(Ip) If p is not of the form [£](p”) then a step called Step3(p) is done, resulting in an imme-
diate win of 3 or a new tree p’. The round ends and the next position is (p’, s, £).

(4s) Otherwise p is of the form [f](p’) and a step called StepV(s) is done, resulting in
an immediate win of V or a new tree s’. The round ends and the next position is (p, s’, £).

The result p’ of Step3(p) depends on the form of p as follows:

If p = (P)(pr, pr) then 3 chooses to set p’ = pr. or p’ = py.

If p = (P)(pr,pa) then V chooses to set p’ = py or p' = pa.

If p = [j](p’) and j > ¢ then p’ is defined and that round of Cp has priority j+1—P.

Otherwise 3 immediately wins.

Dually, the result s’ of StepV(s) depends on the form of s as follows:

If s = (P)(s, sg) then V chooses to set s’ = s, or s’ = s.

If s = (P)(sg, sg) then 3 chooses to set s’ = s or 5" = s5.

If s = [j](s") with j > £ then s’ is defined and that round of Cp has priority j—2+P.

Otherwise V immediately wins.

The rounds of Cp which priority is not declared above have priority k. An infinite play II
of Cp is won by 3 if the least priority seen infinitely often during II is even.
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» Lemma 15. The game Cp(p,s) can be unravelled as a tree cp(p,s) over the alphabet Al
in such a way that for well-formed trees p, s, the tree cp(p,s) is well-formed and 3 wins
Cp(p, s) if and only if 1 wins g(CP(p, s)) Moreover, the function cp is continuous.

Proof. Notice that in both cases when a round of Cp has an explicitly declared priority, that
priority is j or j—1 with ¢ < ¢ < j < k. Therefore, the priorities of Cp are within {i,...,k}.

The condition s ¢ W1 ik from (EL) boils down to checking if 1 wins G(~(s)). Similarly,
s ¢ W3 (i, if and only if 1 wins G(s). The same for the condition p € W5 ik from (AL).
Continuity and well-formedness follow directly from the definition. |

Notice that the rules of the game Cp do not allow to move from a position with a tree
(either p or s) of the form ~(t) to a position with the respective tree being ¢. Therefore, we
never need to swap the considered player P into P.

Claim 14 together with Lemma 15 prove Lemma 12. Thus, the rest of this section is
devoted to a proof of Claim 14. Since the winning condition of Cp is a parity condition, that
game is positionally determined. Thus, to prove Claim 14 it is enough to show that none of
the following two cases is possible for a position (p, s, ) of Cp:

(2) is true and V has a positional winning strategy Yy from (p, s, ¢),

(2) is false and 3 has a positional winning strategy X3 from (p, s, ¢).

In both cases we will confront the assumed strategy with a specially designed positional
quasi-strategy of the opponent (XF and X respectively). The quasi-strategy X3 will be
defined only in positions that satisfy (2) and the quasi-strategy ¥y in the remaining positions.

The quasi-strategy XJ (resp. 33) of a player 3 (resp. V) in a round starting in a posi-
tion (p, s, ¢) performs the following choices in sub-rounds (EL) to (AI):

In (EL) X3 claims that P loses G(s) if and only if he really does.

In (AL) X3 claims that P loses G(p) if and only if he really does.

In (EI) X3 modifies ¢ into ¢ if ¢/ < /¢ is the minimal P-losing number such that

op(p)[l' <iex op(s)[€. If there is no such number, 33 does not declare ¢'.

In (AI) ¥y modifies ¢ into ¢ if ¢/ < ¢ is the minimal P-losing number such that

op(p)[l' >1ex op(s) €. If there is no such number, 33 does not declare ¢'.

Moreover, in Step3(p) when p = (P)(pL,pr) the quasi-strategy X3 chooses to set p’ = pp
if and only if op(pL) <iex op(pr). Dually, in StepV¥(s) when s = (P)(s., sg) the quasi-stra-
tegy X chooses to set s’ = s if and only if op(sp) <iex 0p(sg).

Now it remains to define the choices of the quasi-strategies in the steps StepV(s) and

Step3(p) when the given tree is of the form (P)(ty,tz). This is the place where the choices
of ¥3 and Z; are not unique and that is why these are quasi-strategies.

» Definition 16. The quasi-strategies X3 and X3 need to satisfy the following preservation

guarantees. First, in Step¥(s) when s = (P)(sy, sg) then X3 can set s” as any of the two s,

sp that satisfies op(s")[¢ >1ex op(p)[€. Second, in Step3(p) when p = (P)(pL,pr) then LY
can set p’ as any of the two pr, pg that satisfies op(p') [ >1ex o p(8)]¥.

» Fact 17. In both cases the preservation guarantee leaves at least one possible choice.

» Lemma 18. Consider a position (p,s,f). If it satisfies (2) and 3 follows her quasi-stra-
tegy X3 then either she immediately wins or the next position also satisfies (2).

Dually, if the position violates (2) and ¥ follows his quasi-strategy ¥y then either he
immediately wins or the next position also violates (2).

Notice that each play of Cp can modify the value of £ only bounded number of times.
Moreover, because of the conditions in steps (), ({p), and ({s) we obtain the following fact.
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» Fact 19. If1I is an infinite play of Cp then exactly one of the following three cases holds:
IT makes infinitely many (L) steps,
from some point on IT makes only ({p) steps,
from some point on II makes only (}s) steps.

Observe that each step of Cp of the form Step3(p) or Step¥(s) (if it doesn’t mean
an immediate win) simulates in fact a round of the game G(p) and G(s) respectively. Moreover,
the quasi-strategies of the players 3 and V simulate optimal strategies of P in these rounds
respectively. Thus, P must win these plays, as expressed by the following lemma.

» Lemma 20. Consider an infinite play consistent with the quasi-strateqy of one of the
players (X3 or X ). Then the play only finitely many times makes the ({) step.

Moreover, if the play follows E; and from some point on makes only (Ip) steps then it is
winning for 3. Similarly, if the play follows 3y and from some point on makes only (1s)
steps then it is winning for V.

Proof. First take an infinite play II of the quasi-strategy X3 of 3 starting from a position
(po, S0, £o). The subtrees of the tree pg seen during II follow a (possibly finite) play « of an

optimal strategy of P in G(po). Since II is infinite, 3 does not declare that P loses G(so).

Therefore, op(sg) <jex 00 and by (2) we know that also o p(pg) <jex 00 which implies that
po € W;,(i,k)‘ By Lemma 11 the play « in G(po) follows a winning strategy of P.

We will show that the step ({) occurs only finitely many times in II. Assume contrarily
and let ¢ be the minimal number ¢ that occurs in the play II. Using the above assumptions,

we know that ¢ is the minimal priority that is seen in the tree pg infinitely many times on a.
Therefore, the simulated play « in G(pp) is infinite and losing for P, which is a contradiction.

Therefore, by Fact 19 the play II either makes from some point on only ({p) steps, or
from some point on only ({s) steps. In the first case it follows the play a of G(pg) that is
winning for P. By the choice of priorities in the step Step3(p) we know that 3 wins II.

The case of the quasi-strategy Z; of V is entirely dual: we use the assumption that (2) is
violated to know that op(s) <jex 00 s0 50 € W;,(i,k)‘ Moreover, the choice of priorities in
the step StepV(s) implies that if IT makes StepV(s) infinitely many times then V wins II. <

Now we move to the proof of the first case we need to exclude, i.e. that a position (p, s, é)
of Cp satisfies (2) but V has a positional winning strategy ¥y from that position. We will
prove that such a case is not possible. The second case is dual and the proof is analogous.

By Lemma 18, the positional quasi-strategy X3 always stays within positions satisfying
the invariant (2). Moreover, the quasi-strategy never reaches a position that is immediately
losing for 3. Similarly, ¥y never reaches a position that is immediately losing for V. Thus,
all the plays consistent with both ¥4 and Yy must be infinite.

Notice that the values of £ are non-increasing during the plays of Cp and therefore, there
exists a position that belongs to both ¥4 and Yy such that the value ¢ stays constant during

all the plays from that position. Without loss of generality take this as the starting position.

We can now proceed inductively in the tree obtained by unravelling the intersection of
Y3 and Yy: whenever the currently considered subtree contains anywhere a ({) step, we
change the initial position to the result of that step. By Lemma 20 no play consistent with
Y3 takes the ({) step infinitely many times. Therefore, our inductive procedure has to stop
at some point with no ({) steps in the current subtree. Without loss of generality we can
assume that the initial position (pg, sg,£p) is the last position from the procedure. We know
that the plays consistent with both X3 and Xy never take the ({) step nor modify £ = /.
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r(t) =[] —[0]—t ra(t) = (1)

— st

Figure 3 The pair of trees being the result of the reduction r(t) from Proposition 22.

The structure of Cp guarantees that since the step ({) is not allowed, each play consistent
with both X3 and Xy takes only ({p) steps or takes only ({s) steps. Lemma 20 implies that
in the former case the play would be winning for 3, contradicting the assumption that Yy is
winning. Thus, all the considered plays take only ({s) steps. In particular p = pg is constant.

The intersection of Yy and X induces a partial strategy Xp of P in G(sq)—Xp is partial
because it does not contain positions that cannot be reached by following X3 because of the
preservation guarantees, see Definition 16. The subtrees s’ of sg in such unreachable positions
satisfy op(s')[lo <iex 0p(po)€o by the definition of X3. In the positions on which Xp is
defined it never visits a priority j with j < £y nor a node labelled ~ because such a move is
immediately losing for V¥ in StepV(s). Because of the choice of the priorities in StepV(s) and
since Yy is winning, ¥ p is winning for P on infinite plays.

Notice that since we take only (Is) steps, po must be of the form [{](pj). Therefore,

op(po)llo = (Bir,...,0p, + 1) for (0;,...,04,) o op(ph)1€o. Tt means that whenever

the partial strategy X p cannot reach a position with a subtree s’, we know that in fact
op(s)y <iex (Biry...,0¢,). The following lemma says that the existence of such a partial
strategy X p witnesses the inequality op(so)[€o <iex (0ir-..,0¢,). By the definition of the
ordinals 0; we know that (6,/,...,60.,) <iex op(po)[fo, what contradicts (2) for (po, so, o).

» Lemma 21. Let P € {1,2},t € W;,(i’k), 1’ be the minimal P-losing number, and £ be some
P-losing number. Assume that (0;1,60;12,...,0,) is a tuple of ordinals and Xp is a partial
strategy of the player P in G(t) such that:
Y p never reaches a node u with t(u) = [j] with j < € nor a node u with t(u) = ~,
infinite plays of Xp are winning for P,
if a position u € dom(t) is not reachable by ¥ then op (t [u) M <iex (Biry...,00).
Under all these assumptions op(t)1€ <jex (031 ... ,0¢).

This finishes the proof of Claim 14. We conclude this section with a simple argument
showing that a similar reduction ¢ does not exist when we disallow the swapping symbol ~,
as expressed by the following proposition.

» Proposition 22. There is no continuous function c': (TrA(O,k))2 — Tra,,, such that
A (t,tr) € Wy ok if and only if o1(t1) <iex 01(tr)-

Proof. Assume that such a function ¢ exists. Fix a tree t; € Wy (g ) and consider a function
r:Trag,, — (TI‘A(O,k))Z defined as 7(t) = (r1(t),r2(t)) for the pair of trees from Figure 3.
Clearly r is continuous. Let ¢ € Tra, ,, and r(t) = (t,ts). Notice that o1(t.) = (1,0,...).
The value o1 (tg) is either (0,0,...) if t € Wy (o) or (2,0,...) otherwise. Therefore, ¢’ (r(t)) €
Wl,(o,k) iff o1(t1) <jex 01(tg) iff t ¢ Wl,(O,k) iff t € Wz,(O,k)- Thus, ' or: TrA(U,k) — TrA(O,k)
is a continuous reduction of Wy ) to Wy (o). This is a contradiction with [2, Lemma 1]
(the assumption of contractivity is redundant there by Lemma 2 from the same paper). <
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6

Conclusions

The main result of this work is the construction of the languages Lp ;1) that solve the
question of index bounds for unambiguous languages. Although the construction is not
direct and relies heavily on an involved theory of signatures, these complications seem to be
unavoidable when one wants to recognise languages like W; ;, in an unambiguous way.

The definition of signatures given in the paper seems to be the canonical one, as witnessed

by the point-wise minimality from Lemma 10. The previous ways of using signatures were
mainly focused on their monotonicity and well-foundedness, thus it was enough to assume
inequalities in the invariants of Lemma 10. Here, we are interested in comparing their actual
values, therefore we insist on preserving these values via equalities.
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