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Quantum irreversible decoherence behaviour in open quantum systems
with few degrees of freedom: Application to '"H NMR reversion

experiments in nematic liquid crystals

H. H. Segnorile® and R. C. Zamar?
Instituto de Fisica Enrique Gaviola, CONICET, Facultad de Matemdtica, Astronomia y Fisica, Universidad
Nacional de Cordoba, M.Allende y H. de la Torre, Ciudad Universitaria, X5016LAE Cordoba, Argentina

(Received 3 May 2013; accepted 19 September 2013; published online 15 October 2013)

An experimental study of NMR spin decoherence in nematic liquid crystals is presented. Decoher-
ence dynamics can be put in evidence by means of refocusing experiments of the dipolar interactions.
The experimental technique used in this work is based on the MREVS8 pulse sequence. The aim
of the work is to detect the main features of the irreversible quantum decoherence in liquid crystals,
on the basis of the theory presented by the authors recently. The focus is laid on experimentally
probing the eigen-selection process in the intermediate time scale, between quantum interference of
a closed system and thermalization, as a signature of the quantum spin decoherence of the open quan-
tum system, as well as on quantifying the effects of non-idealities as possible sources of signal decays
which could mask the intrinsic decoherence. In order to contrast experiment and theory, the theory
was adapted to obtain the decoherence function corresponding to the MREVS reversion experiments.
Non-idealities of the experimental setting, like external field inhomogeneity, pulse misadjustments,
and the presence of non-reverted spin interaction terms are analysed in detail within this framework,
and their effects on the observed signal decay are numerically estimated. It is found that though all
these non-idealities could in principle affect the evolution of the spin dynamics, their influence can
be mitigated and they do not present the characteristic behaviour of the irreversible spin decoher-
ence. As unique characteristic of decoherence, the experimental results clearly show the occurrence
of eigen-selectivity in the intermediate timescale, in complete agreement with the theoretical predic-
tions. We conclude that the eigen-selection effect is the fingerprint of decoherence associated with
a quantum open spin system in liquid crystals. Besides, these features of the results account for the
quasi-equilibrium states of the spin system, which were observed previously in these mesophases,
and lead to conclude that the quasi-equilibrium is a definite stage of the spin dynamics during its
evolution towards equilibrium. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4824124]

Il. INTRODUCTION

Derivation of a thermodynamic-like stationary state, of
equilibrium or quasi-equilibrium, from a microscopic quan-
tum mechanical starting point, is a major problem faced to-
day by the physics of irreversible processes in nonequilibrium
systems, with impact in a variety of fields, from fundamental
research to applications in areas of high current interest like
quantum computing and quantum information theory.'~'%

Particularly, the occurrence of quasi-equilibrium spin
states in nematic liquid crystals (LC’s) poses the problem of
the irreversible evolution of a finite open quantum system
of interacting particles, coupled with a large quantum envi-
ronment, towards a quasi-stationary state.!’ In LC’s, due to
the rapid molecular motions that average the intermolecular
spin interactions to zero, the effective spin system comprises
a small number of magnetic degrees of freedom, namely, the
intramolecular dipolar interactions, which remain because of
the typical orientational order of these mesophases.'> How-
ever, the proton Nuclear Magnetic Resonance (NMR) re-
sponse in LC’s is consistent with a true quasi-equilibrium in
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spite of the small number of the degrees of freedom of the ob-
served system.'? This topic has attracted the interest of many
researchers in the NMR field'*'? as well as other areas of
physics.’

In our recent publication on NMR quantum decoherence
in LC’s, which we shall refer to as QD-I,11 a theory was
presented which describes the irreversible quantum decoher-
ence processes undergone by an observed and controlled sys-
tem of quantum interacting particles because of its coupling
with an unobserved lattice or environment. It provided a com-
prehensive explanation, compatible with previous experimen-
tal evidence,'>2! on the mechanisms which turn the proton
spin system density matrix of nematic LC’s into a quasi-
equilibrium form after an arbitrary initial coherent state.

Accordingly, the decoherence process transforms the ini-
tial state into a block diagonal matrix in the eigenbasis of
the spin-environment interaction Hamiltonian. This evolution
occurs over a time scale intermediate between that of the
Liouvillian evolution of an isolated observed system and the
long time scale where evolution is governed by relaxation and
thermalization processes driven by thermal fluctuations.

The fingerprint of quantum decoherence theory is the
eigen-selection process, which causes a selective decay of the

© 2013 AIP Publishing LLC
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off-diagonal components of the density matrix, preserving the
block diagonal part of the initial state. Such explanation relies
on general requirements on the eigenvalue distribution func-
tions of the relevant quantum operators that represent the in-
teraction of the system with the environment. Hence, experi-
mental observation of eigen-selectivity would provide a direct
evidence of the correlated dynamics between the spin sys-
tem and the quantum environment that preludes the reach to
quasi-equilibrium.

The aim of this work is the experimental study of de-
coherence spin dynamics, within the theoretical framework
of QD-I. Particularly, we focus on the most relevant as-
pects of this phenomenon, namely, eigen-selectivity and the
occurrence of the intermediate time scale. Irreversible de-
coherence is studied by means of refocusing experiments,
designed to counteract the effect of the spin dynamics
generated by the dipolar spin interactions. Besides of the
quantum interference corresponding to a closed system, the
intrinsic decoherence coexists with other sources of the sig-
nal decay, like the line broadening due to a distribution of
the order parameter,’? non-idealities of the experimental set-
ting like inhomogeneity of the static and rf magnetic fields
or pulse imperfections, and the effects of non-secular terms
of the dipolar Hamiltonian that cannot be experimentally
reversed.”> Accordingly, to isolate the distinctive features of
decoherence associated only with the microscopic dynamics,
we explore the intermediate time scale by combining dipo-
lar refocusing with a meticulous theoretical and numerical
analysis of the experiments based on hypotheses of general
character. This strategy enables us to visualize the physi-
cal processes involved and to quantify the influence of the
non-idealities.

Confirmation of the irreversibility of the spin dynamics
within the intermediate time scale has relevant practical and
basic consequences. It implies that the state attained by the
spin system over the intermediate scale has a representation in
the form of a block diagonal density operator, containing the
information of the initial preparation which does not under-
gone subsequent evolution, except for the slow dynamics im-
posed by the spin-relaxation process, no matter the details of
the coherences present in the initial condition. The traditional
introduction of the spin-temperature hypothesis amounts to
assuming that the off-diagonal density matrix elements can
be forgotten after quantum interference cancels their contri-
bution to the observable expectation value.?* In this work we
provide a quantum explanation for the damping of the off-
diagonal elements and for the time scale where it occurs. Clar-
ifying this aspect enables to replace the phenomenological
assumption by a specific condition satisfied by the spin sys-
tem state. Also, understanding the nature of the decoherence
mechanism can contribute to the set up of a quantum spin-
lattice relaxation theory beyond the Markovian limit, pro-
viding insight into the interplay of the quantum correlations
developed in the microscopic irreversible dynamics and the
dissipative macroscopic evolution. Finally, the analysis car-
ried out in this work may contribute to the current discus-
sion about the role of system-environment entanglement as
basic mechanism of quantum decoherence of interacting par-
ticle systems. 2327

J. Chem. Phys. 139, 154901 (2013)

The article is organized as follows. In Sec. II, by means
of experiments of refocusing of the dipolar interactions, we
show how the eigen-selection process is evidenced during
the partial reversion of the spin dynamics, which occurs in
an intermediate time scale, between the time scales of the
Liouvillian free evolution or adiabatic by one hand, and the
thermalization and relaxation processes by the other hand.
Section II A is devoted to a detailed summary of the concepts
developed and results obtained in QD-I, which are exhaus-
tively used in this work. In Sec. II B a theoretical description
of the decoherence dynamics driven by reversion experiments
is presented, while a series of experimental measurement are
shown in Sec. II C and the results compared with the theo-
retical prediction. Section II D is concerned with the analy-
sis of possible sources of eigen-selectivity like effects coming
from a closed-spin-system dynamics under experimental mis-
adjustments or non-idealities in the theoretical approach used
for its description. A supplementary material®® is attached to
this work, where the details about the origin of the theoretical
expression for the reversion evolution operator and the signals
obtained in Sec. II D are presented together with the results
of numerical calculations for such signals under different ex-
perimental settings. Besides, an experimental analysis of the
effects of the inhomogeneity of the static magnetic field is
presented there.

Finally, Sec. III is devoted to discuss and conclude about
the concepts developed and results obtained along this work.

Il. EIGEN-SELECTIVITY EFFECTS
ON COHERENCE EVOLUTION

This section is dedicated to the experimental detection
of the eigen-selection process which characterizes the irre-
versible time evolution of the spin coherence in LC’s, due to
the coupling of the spin system to a quantum lattice or envi-
ronment. This will be done within the framework of the theo-
retical proposal presented in QD-I.

A. Theoretical background

For the convenience of the reader, hereinafter we include
a brief summary of the steps followed in QD-I to work out
the nonequilibrium irreversible dynamics of an observed and
controlled system coupled to an external unobserved envi-
ronment. This problem was approached using the following
Hamiltonian:

H="Hs+Hst +Hr, (1)

where Hg = H(S‘Y) ®1Y and H, =19 ® H(Lf) are, respec-
tively, the Hamiltonians of the observed system (i.e., the spin
system) and the lattice or unobserved environment. Symbols
of the form O and O indicate operators acting exclusively
on the Hilbert space of the system and the lattice, respectively.
The interaction Hamiltonian acts on both Hilbert spaces, and
is represented by Hs. =Y, F,A,, with F, =1© @ F/",
and A, =AY ® 1. Index ¢ can label different character-
istics, like a spin pair or a tensor component of the interaction
Hamiltonian.

The existence of distinct time scales associated with dif-
ferent physical processes, which become important as the spin
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dynamics evolves, was postulated. The occurrence of such
time scales is subjected to certain general conditions that the
relevant Hamiltonians must fulfill. Such requirements are as-
sociated with commutation relations between Hg, H;, and
Hsyp (it is worth to note that [Hg, H ] = 0). In this way, the
dynamics of the observed system in the earlier time scale
is obtained by assuming that [Hg, Hsr] = 0 and [Hy, Hsi]
= 0, which implies a system model called essentially isolated
system, where the observed system evolves reversibly and the
expectation values of the observables decay due to quan-
tum interference. A later time scale is obtained by assuming
[Hs, Hsp] = 0 and [Hy, Hsr] # 0, where the system model
was referred to as essentially adiabatic system, and the corre-
sponding dynamics of its observables is irreversible. Finally,
the latest time scale is obtained by assuming [Hs, Hsr] # 0
and [Hr, Hsr] # 0, and the system model was named system
in thermal contact.

The focus in QD-I was laid on the study of pure deco-
herence processes of the observables due to the coupling of
the system to a quantum environment, without thermaliza-
tion and relaxation effects. Therefore, the dynamics of the ob-
served system was studied assuming [Hs, Hs.] = 0, namely,
the system dynamics was described under essentially isolated
or essentially adiabatic models, where the observed system
conserves its energy.

Within this framework, in the following we will present
the Hamiltonians which describe the NMR experiments on a
wide variety of nematic LC’s. Also, we will explain the pro-
cedure for averaging over the lattice variables involved in the
definitions. Hereinafter, all the Hamiltonians are expressed in
units of #. First, we write the full-quantum dipolar Hamilto-
nian of nematic LC’s as

Ha =Y Hai, 2)

where

Ha = Hy ® S 3)

with
Hf;i) =19g...® HE;") ® - ® 160,

In the former equations, index i labels the ith molecule and
the sum runs over the molecules of the whole sample. The su-
perscript (s;) indicates an operator acting on the spin Hilbert
space of the ith molecule. The operator Hfff ) is the spin
part of the contribution to the dipolar Hamiltonian of the ith
molecule, which is written as

3 1 /3 1
H(Si) — _= 271,2 E - 250 _ _
‘ 2’ i i \2 o P 2

- =\
x(Lila— 3T ) @)

The expression (4) is the secular part of the dipolar Hamil-
tonian, which is adequate for describing the spin dynamics
in the high intensity external static magnetic field approxima-
tion. The indices j, k run over all the proton sites within the
ith molecule, rj is the internuclear distance between spins j
and k, Bj stands for the polar angle of the vector r7¢ with
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respect to the system fixed to the molecule. The spin angular
momentum is TJ) = IjX + 1y;¥ + L;Z. The introduction of the
quantum character of the environment variables in Eq. (3) is
carried out by the operators Sijz?. That is a novel contribution
of QD-I, which allows a general description of the dipolar
Hamiltonian in liquid crystal NMR with the important con-
sequence that the quantum correlation between the observed
system and the environment can be included in the dynam-
ics. Precisely, as shown in QD-I, the irreversibility of the spin
dynamics naturally emerges in the decoherence time scale
when the full-quantum character of the spin-environment in-
teraction energy is assumed. The meaning of S(Z';i) is that of a
molecular orientational operator whose eigenvalues S; are re-
lated with the angle 6; between the long molecular axis of the

ith molecule and the external static magnetic field Ez, where
Si = (G cos?6; — ).

In the definition of Eq. (2), we used a kind of motionally
averaged dipolar Hamiltonian approach.!! This means, in a
quantum language, that the eigenvalues of the intermolecular
lattice operators of the dipolar Hamiltonian are negligible in
comparison with the intramolecular ones and the time scale
of the dynamics originated from the intermolecular dipolar
terms is much longer than that of the intramolecular one. Ac-
cordingly, such slow dynamics can be neglected by eliminat-
ing the intermolecular terms from the dipolar Hamiltonian.

The average dipolar energy is obtained through the equi-
librium lattice density operator as

(Hai) f = tre{Hai PLieq)} ®)

where the trace is taken over the lattice variables, (-)r
= tr7{ - PLeq)} denotes the expectation value, and o) is the
lattice density operator at thermal equilibrium,

_ g
PL(eq) = 19 ® P(L{:q) =19 Qe i INF, (6)
where By = k,,;r’ kg is the Boltzmann constant, T is the ab-

solute temperature, and Ny = tr{e P}, The molecular
dipolar Hamiltonian corresponding to the closed spin system
is obtained by tracing over the lattice variables in Eq. (5):

(Hai)p = S Hg ®17, (7)
with the definition of the nematic order parameter S..'> as

S = (S;;Ci)>f = trf{sgi)pgzq)}

= SO lofy | ). ®)
f

where {|f)} is an eigenbasis of the operator S(zjz? with
Si’z‘i)| )= S;()If). If we consider an homogeneous environ-
ment for each molecule (i.e., absence of border effects) and
also assume that the environment states form a continuous
and dense space, following the results in Appendix A, the or-
der parameter (8) has the same value for different molecules

and it can be expressed as
See = [ dsiSip* sy, ©)

where piS}(Sl) is the distribution function of the eigenvalues
S, of one molecule, which is the same distribution for each
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molecule in the sample, and satisfies f ds, piS}(Sl) =1.1tis

worth to note that piS}(Sl) is the orientational molecular dis-
tribution function (OMDF) studied in QD-I (in this reference
the OMDF is written as p(S;)). Besides, the expression (9) has
the form of the usual definition of the order parameter in the
literature.'?

To complete the description of NMR experiments in ne-
matic LC’s under a full-quantum approach with a Hamilto-
nian form like Eq. (1), together with the dipolar Hamiltonian
(2) we have to include the Zeeman and the lattice Hamiltoni-
ans. The Zeeman Hamiltonian is written as

Hz = —wol, = —wo Y _ Ly, (10)

where wg = y By is the Larmor frequency, y is the proton
gyromagnetic ratio, By is the strength of the static magnetic
field, which is applied along the laboratory Z axis, and L is
the Z projection of the total proton spin angular momentum of
the ith molecule.

The environment or lattice Hamiltonian 7+, is associated
with the potential energy of the mechanical interaction be-
tween the molecules of the whole sample. This Hamiltonian
takes into account the molecules as an ensemble of correlated
quantum objects. The details of the mechanical intermolecu-
lar interaction are not needed to extract some general conclu-
sions about the influence of the environment on the spin dy-
namics. In fact, knowing whether H; commutes or not with
the interaction Hamiltonian Mg, is enough for concluding
about the reversible or irreversible character of decoherence
in some time scale, as was shown in QD-I. However, the in-
fluence of H, is indirectly taken into account in the molecular
averaged values of lattice operators, as is seen in Eq. (5), and
also in the distribution probability function of the eigenvalues
of such operators, as we will show in Sec. IT B.

Finally, using the average dipolar Hamiltonian of the spin
as a closed system

(Ha)p =Y (Hai) s, (11)
we define the Hamiltonians in Eq. (1) as

Hs=Hz+ (Ha)p =Y _ Hsi, (12)

with
Hsi = —wols + (Hai) 5, (13)

and
Hsp =Ha— (Ha)p =Y Hswi» (14)

with
Hsri = HY) ® (S — 5.1, (15)

Below, we discuss how the environment induced deco-
herence emerges when the dynamics of the system is de-
scribed through the Hamiltonian of Eq. (1). Our strategy is
the calculation of the reduced spin density matrix from the
time-evolved density operator of the whole system, under the
total Hamiltonian (1).

J. Chem. Phys. 139, 154901 (2013)

It is convenient for comparison with NMR experiments to
use the rotating-frame representation, namely, a frame whose
z-axis is parallel to the external magnetic field and rotates
about it with an angular frequency equal to the Larmor fre-
quency. Thus, in this frame the time evolution of the density
matrix is

5(t) = U)ps(0)preq) U (1), (16)

where O = el Qe!l! s the representation of an opera-
tor O in the rotating-frame, and

ﬁ([) = e—i'ﬁste—i(zx' HSIJ"’HL)t’ (17)

where Hy = > ;(Hai) s is the transformed spin Hamiltonian.

Here, we introduce the eigenbasis of the operators Hfi?,
{1¢5)=1¢151)®--®| £isi)®- - - ®| {nsw ) }, which span the
spin Hilbert space of the N molecules of the sample. The sym-
bols ¢;’s indicate the different eigenvalues and s; label their
degeneration, thus Hffi)|§s) = {;|¢s). Hereinafter, the symbol
¢ will represent dependence on the set of eigenvalues {¢;} be-
longing to the molecules of the whole sample. Consequently,
in the rotating-frame, {|¢s)} is an eigenbasis for both, the
spin part of the interaction Hamiltonian Hs;, (i.e., the dipo-
lar Hamiltonian) and the spin (or observed system) Hamilto-
nian Hg. The initial state of the spin system pg(0) is obtained,
for example, after applying a radiofrequency pulse sequence.
Therefore, the matrix elements of the reduced density opera-
tor, 5 (1), in the basis {| s )} are

(¢s[G|E'sy = trp{(Es1PW)IE's)}
= 7 RS (055085 ) G oy (1),
(18)
where
Gieoy(®) = tr{U D, UV, g} (19)

is the decoherence function associated with the time evolution
operator

U(f)({, ) = e—i(Z,- CiH(st),»-FH(Lf))t' (20)

It is worth to note that the evolution operator (20) and thus
the decoherence function (19) depend on the spin eigenval-
ues of the molecules of the whole sample, this dependence is
represented by the symbols ¢ and ¢'.

In order to explicit the spin dynamics of a representative
molecule, say the ith one, we use the operator expansion tech-
nique due to Zassenhaus to factorize the evolution operator

(20) into a product of exponential operators, as follows:'!2°
U, 1) = e*iH(R’,-)(I)tefifiHifL)ﬂU(Cf)(SL")(g’ 1), Q1)
where we defined the operator
HE @) =Y ¢ My, + 1. (22)

J#
Again, the dependence of operator (22) with the spin eigen-
values {¢;} of all the molecules excepting the ith is taken into
account by the general symbol ¢. At the same time, the third
factor in (21) can be expanded as

i | 2 (SLD) (f)(SLi)
UGS¢, 1y = 0 0L (03
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where Cflf XSLE) (¢) represents some (q-l)—order nested com-
mutator between Hamiltonians H(,{i)(f) and §iH§72i. It is
worth to anticipate that these nested commutators, which
emerge from the quantum character of the environmental vari-
ables, will produce an irreversible decoherence spin dynamics
in an intermediate time scale between the coherence and the
thermalization processes, along which the quasi-equilibrium
develops.!!

In keeping with the same spirit of separating the molec-
ular spin dynamics, we consider the cases where the initial
condition pg(0) can be expressed as

A 1 ‘
Ps(0) = o > Ao e17, (24)
N i

where Ns, = tr, {14V} is the trace of the identity operator
in the Hilbert space of the spins belonging to a molecule,
20 =1® - @ 50)® --- ® 16V, where 5)(0) is
the initial spin density matrix of the ith molecule, which is as-
sumed identical for all molecules. Then, the matrix elements
of (24) in the spin space are

1
(es[2S ¢’} = = 2_eslog O)lE's)
M i

—1 ) / iSi
= T Z(Cisilp“')(O)ki/si)1_[323-,/,
St j#i
(25)

where we defined

§isi
1_[ 8;/{33 = 84’1“1*{1/"; T SCN‘YN’Q,V“‘;V’
J#
as the product of the N — 1 Kronecker deltas associated with
all the molecules different from the ith one. Then, by using
Egs. (21) and (25), Eq. (18) can be expressed as

(¢slE@I's'y =Y e G g s |7 0)g/s))

<1 aj;(j,; Gie.oy /NN, (26)
J#

where G ;/(¢) is the decoherence function (19) for the cases
where the Kronecker deltas present in Eq. (25) do not can-
cel. Because of the delta functions, (19) is evaluated when
¢ = ;_]/.,Vj/j # i, for the expression shown in Eq. (21),
hence ’H(R];)(g“) = Hg{;)((’) and in U(Cf)(su)(g, t) only ¢; is un-
affected by such delta functions (i.e., it can be ¢; # ¢/). This
reasoning leads to the following expression for the decoher-
ence function:

P . Ny (f)
G516 = tr [ ¢ -

x UL, 0py ) (27)

where we introduced the operator Ug?/su)(;“, t) which can

differ from U(Cf )(SLi)(;“, t) only by the replacement of ¢; by
¢! It is worth to remark that if ¢; = ¢/ in (27), then the deco-
herence function satisfies

(@]
G[C,Ezl(t) = tr.f{pL(eq)} =1

J. Chem. Phys. 139, 154901 (2013)

which indicates that decoherence does not affect the subspace
associated with a given degenerate eigenvalue ¢;. An impor-
tant consequence of this is that, if in the matrix representation
of the spin density operator 5 “)(0) in the eigenbasis of H(SSL)
the eigenstates are ordered, in such way that blocks associ-
ated with a given eigenvalue ¢; are formed in the diagonal,
these blocks remain invariant under decoherence. This prop-
erty, which was already reflected in Eq. (19) for ¢ = ¢/, is
of great importance in the dynamics that brings the spin sys-
tem into a quasi-equilibrium state. In particular, this means
that the quasi-invariant spin operators have to commute with
the spin part of the interaction Hamiltonian'! (i.e., the dipolar
Hamiltonian in our case), but they need not commute with the
Zeeman Hamiltonian. Therefore, several quasi-invariants that
do not present evolution in the intermediate time scale could
present a time dependence under the Zeeman evolution oper-
ator and they will not be quasi-invariants out of the rotating-
frame anymore. Accordingly, the matrix form of the spin den-
sity operator (26) (or (18)) in the eigenbasis {| ¢s)} does not
depend on time when the quasi-equilibrium state is reached.
It is worth to note that in the common eigenbasis {| Es )} that
diagonalize both the dipolar and the Zeeman Hamiltonians,
which was presented in QD-I, the matrix form of such quasi-
invariants could present time-dependent complex exponential
factors with frequencies given by the Zeeman eigenvalues.

Finally, a zero-trace spin observable acting on the spin
space of individual molecules, and which is time independent
in the rotating-frame, has the general form:

0=) 0"®17", (28)

1

with O =1®... @0 g .- ®1". By
Eq. (26), the expectation value of O can be written as

0)) =" > (55 Ogs))
LG8 tsi

X (Q’S,‘/|O(m|§555>eii({17€i)&"3tG{Enf/}([)’ 29

using

with
{k?g{,‘ sk ?és,‘

Gy = > Grag®/NY ™ (30)

where the sum in Eq. (30) runs over all the values of ¢, and s,
with k ## i, thus this sum only conserves the dependence with
the spin eigenvalues ¢; and ¢/ of the ith molecule. It is worth
to note that the decoherence function (30) characterizes the
decoherence process of the ith molecule but it preserves cor-
relations with the remaining molecules of the sample through
the functions G, /y(¢); such correlations are produced by the
environment operators in the Hamiltonians through the nested
commutators in the evolution operator (23), thus they have a
quantum character.

The irreversibility of the spin dynamics is introduced
through the environment induced quantum decoherence as-
sociated with an open quantum system characterized as an es-
sentially adiabatic system. According to the theory, the eigen-
selection process, prominently involved in the decoherence
dynamics, leaves invariant the block diagonal space of the
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density operator drawing it to a quasi-equilibrium represen-
tation. As will be shown below, the experimental measure-
ments confirm the eigen-selection effects during the coher-
ence evolution under a process of partial reversion of the spin
dynamics. Besides, two different time scales associated to dif-
ferent sources of decoherence will be distinguished, one of
them during free evolution and the other under refocusing of
the coherences. The experiments designed with the purpose
of observing such effects are shown in Sec. II B, which are
based on the free induction decay (FID) single quantum co-
herence signal. However, the procedure and the results can be
extended to any kind of coherence.

B. Definition of the experiments

In order to highlight the contribution to the coherence sig-
nal decay coming from sources other than the Liouvillian dy-
namics corresponding to an isolated spin system (i.e., quan-
tum interference), we will measure the single coherence sig-
nal evolution of the FID, when the spins are subjected to a
rf pulse sequence configured to compensate the Liouvillian
evolution. An experiment of reversion of the spin dynamics
under the high field secular dipolar Hamiltonian could be per-
formed, for instance, by means of the single sequence shown
in Figure 1(a) or the sequence known as MREV83**-33 which
is shown in Figure 1(b). An explanation of the effect on the
spin dynamics due to such kind of reversion sequences can
be found in the supplementary material (see Sec. II in the
supplementary material®® for details on the reversion spin dy-
namics). These kinds of sequences were selected because the
efficiency of the reversion process relies on the relationship
between the total time of the FID evolution and the setting
time between pulses. In these reversion pulse sequences, the

(@)
B /()(ﬂ) (ﬂ)(ﬂ) ,2 (z>;(ﬁ)y T2 (ﬂ)(ﬂ)’
i + —
@,
(c) ‘
X RS(1) :
\[liL
Y RS(1) . RS(2) ‘
T
1§5(1)r V RS(n) |
O
N :

FIG. 1. Experimental pulse sequences. (a) Single reversion. (b) MREVS. (c)
Compound reversion sequence, where each reversion block RS(7) constitutes
a single reversion sequence like the MREVS.
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smaller the setting times 7 and 7, are, the better the rever-
sion will be. Therefore, to access to long reversion periods
while keeping the time parameters as small as possible, we
apply a pulse sequence consisting of a chain of blocks of
the same reversion unit, as is shown in Figure 1(c). On the
other hand, in other techniques like the “magic-sandwich”
(MS)?*3+37 the effectiveness of the reversion depends on the
use of high intensity rf pulses with increasing duration, which
could become inadequate for cases of long time evolutions,
as is the case of the nematics PAA 45 (methyl deuterated para-
azoxyanisole) and PAA (para-azoxyanisole) studied in this
work.

Using the results obtained throughout Sec. III D 2 of QD-
I, we can calculate the evolution operator that represents the
spin dynamics due to the pulse sequence of Figure 1(c) in the
rotating-frame representation, that is

U(t, 1, 1) = U()Un(12)U(1)), 31)

where U is the free evolution operator (17) and ﬁrt is the re-
version dynamics evolution operator, which is defined as

ﬁn(t) — iHst/i ,i(Y, Hsii/=Hu)t (32)

with « as a positive constant whose value depends on the par-
ticular refocusing technique used. For the pulse sequences (a)
and (b) of Figure 1, ¥ = 2. In the case of a single-block rever-
sion sequence, we have t; = t; (or f; = 41) and 1, = 1,
(or 1, = 4t,), with t; and 7, defined in Figure 1(a) (or
Figure 1(b)). On the other hand, in the case of the chaining
block sequence shown in Figure 1(c), we have #; = nt; (or f
= 4nt) and t, = nt, (or 1, = 4nt,), being n the number of
blocks of the pulse sequence of Figure 1(a) (or Figure 1(b)).
Equation (32) represents the dynamics under an MREV8-like
sequence when the experimental setting has 7| and t, small
enough to neglect the non-secular terms of the dipolar Hamil-
tonian which arises from applying the 7/2 pulse pairs®® (see
also Sec. II in the supplementary material28 for details about
the emergence of the operator factor ¢/7%s'/<). This constraint
is imposed over each block in the sequence of Figure 1(c) but
the total times nt; (or 4nt;) and nt, (or 4nt,) do not need to
be so small.

By applying the evolution operator (31) to the state | s ),
it is obtained

U(t, 1, 11)[¢5) = e~  BiGSaltn=n/o| g5
QU 1,0, 1), 33)
where we defined
U@, 0, 0) = UP @ D0V 1, 0). (34)

Truncating the Zassenhaus expansion of Eq. (34) to the first
order gives
UL, 1, 1, 1y) 2= e Ot =Ml (=¢ ons
=T @1 =i e M (1 —12/6)
% e;iCf{QL(;)(zZ—znz/KHztl+zl2+z22/,(2—2t1zz/m/z

(f) 2 2_42 2
.C: +2tt, 42t + ) 2 3
X e;,C,v!(r 1753 tt -ty —t. [k—2t1ty/K)/ , ( 5)
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where the operators

cho=| T ] o
J#
) =M 1)) (37)

are anti-Hermitian and thus they have pure imaginary eigen-
values. The expression in Eq. (35) is valid for the intermediate
time scale, under the postulate of the existence of different
time scales described in Sec. II A. Similar to Eq. (22), the
symbol ¢ in the commutator (36) represents dependence with
the spin eigenvalues of all the molecules except for the ith
one.

Now, using Eq. (35) we can obtain, with the same spirit as
in QD-I, the decoherence function for the spin dynamics valid
for a first time scale longer than the Liouville characteristic
time scale, that is

G{{',{/}(tr b, tl)

= l‘}’f{U;(,f)(f, t,th, 1)

N
X U(f)(§7 t, Iy, tl)pL(gq)}
=tr/] o~ i G—E M+ n—12 /1)
« e—i({i—{/)iCEQL({)(rz—Zttg/K+2ttl+t]2+122//<2—21112//<)/2

—z(; =i Cf (4242t +17—13 [k =202 k) /2 ()
i 2 1+ 12 0 (eq)} (38)

where we introduced the operator U(f ')(g t, 1, 1) which can

differ from UP(¢, ¢, tz, 1) only by the replacement of ¢; by
¢!. The operators 1C s . and zC appearmg in Eq. (38), are
Hermitian due to the anti- Hermltlan character of the commu-
tators, as we have seen in (36) and (37), thus their eigenvalues
are pure real numbers. By making #, = «kt; (i.e., 1o = k1),
we eliminate the Liouville dynamics during the reversion and
in this case Eq. (38) becomes

f Ny (f)
G{;’fi,}(t’ tl) = ti"f {Eil({"ig"')H”"'[
o= i G= DG [+ G+ DN P (e 43k 4207 /2
- c 2 ()

e G —¢DiClg ()] 0 J(ceq)} (39)
with the definition G{;q;i/}(l, H) = G{{q{i/}(l, Kty, t;), which
represents that the above condition gives a decoherence func-
tion which depends just on the reversion time #;.

To extract a final expression for the decoherence func-
tion, we use that the environment states form a continuous
and dense space, so that we can replace in Eq. (39) the sum in

the trace by an integral over the lattice space. This procedure
is detailed in Appendix B, obtaining

Gion(t, 1) = /dASi e G iast

% f dCE TG ENCHUTT ~TI+e+ 1) 11722

/dCSL —i(G;=L)CH2 )2 (AS CL CSL)

(40)
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where T = (k 4+ 1) ¢ is the total time under reversion, AS;,
Ck,and Cis L are, respectively, the eigenvalues of the operators

H(ngi, szfL) ,and zC( “s.(¢), which are real numbers. The index
¢ in CiS{L stands for dependence with the spin eigenvalues in
the same sense as in Eq. (36). Accordingly, dAS;, dCF, and
d CiS{L are the differentials of those eigenvalues. In Eq. (40),
the function p;(AS;, CE, CliL) satisfies

/dAS /ch/ dCiF pi(AS;. CF.CHF) =1,

thus it can be interpreted as a probability distribution function
of the eigenvalues given by AS;, Cf, and C;}F.

We can see from Eq. (40) that the decoherence function
is the result of a superposition of complex exponential func-
tions weighted by a distribution of their frequencies. We are
concerned with studying the decoherence function produced
by the coupling of the spin system with an environment whose
states belong to a continuous and dense Hilbert space, where a
distribution of the eigenvalues of each complex exponential in
Eq. (40) can be defined. In that physic system, such distribu-
tion is supposed to have a general bell-shape form around the
mean value of the eigenvalues, converging to zero fast enough
so that integrations in Eq. (40) can be extended to £o0. Pre-
sumably, these conditions on the eigenvalue distribution func-
tions are similar to those imposed in the work of Ref. 20 to de-
rive the equilibration of “quasi-isolated quantum systems” in
the strict sense. Due to the general bell-shape form assumed
for the distribution functions p;(AS;, CF, CiS;L) characteriz-
ing the environment of our physical system, the superposition
of complex exponentials functions which constitutes (40) will
have a form of a decay function in the time ¢ and/or 7. It is
easy to see that the bigger the value of A¢; is, the faster the
decay of such function will be. In the case of A¢; = 0 (i.e.,
¢ = ¢/) wehave G (¢, T) = 1 and we do not have a decay.
All these characteristics are described as eigen-selectivity or
eigen-selection effect over the dynamics of the observed sys-
tem, as we have seen in QD-I and at the end of Sec. IT A (see
Eq. (27)).

This feature of the decoherence function, produced by the
eigen-selectivity, is still obtained from a non-truncated time
evolution operator, having a more complex form than (35). In
such case, the form of the decoherence function will be like
(40) but with a more extensive development of integrals due
to a bigger amount (maybe infinite) of eigenvalues coming
from nested commutators of increasing order, and with a more
complex distribution function p;. Therefore, a complete form
(i.e., without truncating) of the decoherence function (40) can
be expressed as

[ D.n
G{{{ (t 7,') — ///1_[ Dn —1A§;yn.;x(1.t)ci; }

x/dAS,- e RS pi(AS; {CMY).

(41)
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with

///l_[ dCDn /dASi pi(ASi, {CiD{.n}) _ 1

where [[[[]p (-} represents multiple integrals over the
eigenvalues of different class of nested commutators labeled
by D and with a nesting order n. Such eigenvalues are gener-
ically termed C ilZ’". The polynomials YVp (¢, v) are func-

tions of ¢ and/or t which multiply the corresponding Cilz’"
eigenvalue in the complex exponential functions. The symbol
{Cil;‘"} represents the set of such eigenvalues. It is worth to
note that the general expression (41) is valid for any kind of
experimental setting, the only difference between experiments
can be the forms of the polynomials YV , with a possibly dif-
ferent time dependence.

In the following, in order to extract a more handleable
version for the decoherence function, which in turn is useful
for taking account of some features of the experimental re-
sults, we will introduce the hypothesis of the existence of dif-
ferent time scales in the dynamics, as was assumed previously
in Sec. II A. Under such hypothesis, the dynamics produced
by the exponential operator with H(SJZ., which was called re-
versible adiabatic quantum decoherence in QD-I, is faster
than the dynamics produced by the remaining exponential op-
erators containing nested commutators, which was called irre-
versible adiabatic quantum decoherence in QD-I. Hence, the
decay time produced by the complex exponentials with AS; is
smaller than the ones associated to the remainder exponentials
with eigenvalues CI.IZ . The experimental evidences'"!* show
that these two time scales are very well separated. Therefore,
in Eq. (41), for a time ¢ over which the decay function pro-
duced by the complex exponential with AS; is close to vanish,
the values of the exponentials with eigenvalues CilZ‘" do not
significantly deviate from their values for ¢ = 0, thus the de-
coherence function can be very well approximated replacing
the multiple integrals over such eigenvalues by their values in
t = 0, namely, it can be approximated using [/ []p ,{-}:=o-

Finally, applying this approximation to the particular case
of Eq. (40) gives

Gieey(t, 1) = fdAS; e G EDAS

x/dCiL I GTDCIT D] (A, L),
(42)

where it is defined the function
Ly _ SL L ~SL
p;(AS;, Ci ) = /dCic p[(AS[, Ci s Ci{ )

From Eq. (42), we see that under such approximation the de-
pendence of the decoherence function on CiS{L is eliminated
in Eq. (40), thus the decoherence function only depends on
the difference of the values ¢; — ¢/ (i.e., the differences of
the eigenvalues of the interaction Hamiltonian spin part be-
longing to the ith molecule). Therefore, under the mentioned
approximation, we will have from Eq. (30) that

Gie.e)(t, 1) = G (1, 7),

J. Chem. Phys. 139, 154901 (2013)

where in the decoherence function Gy, ./} the dependence of
the spin eigenvalues of the molecules other than the ith (taken
into account with the symbol ¢) is removed. However, no-
tice that the environmental quantum correlations between the
molecules of the sample are preserved.

Two additional hypotheses of general character will be
assumed on the decoherence function, as follows:

HypoG-I: Statistical independence between the eigen-
values AS; and C, Vi. This hypothesis is reason-
able due to the different nature of the spectral proper-
ties of their operators.'! This is written as p;(AS;, CF)
= pEAS}(ASi)pECL}(CiL) and it brings us the possibility
of writing Eq. (42) as

G oyt  7) = G{gi,;,}(t)cigf{i,,(r),
with
G o)D) = f dAS; e GAST pIBSIA S (43)
and

“Ich.

(44)

(n) }(T)_/dCL it —e)CH R0,

HypoG-II: Homogeneous environment for each
molecule, i.e., absence of border effects. This is
written as p;(AS;, CF) = p;(AS;, lef), Vi, j, and it
brings us the relationship

Gioen(t, 1) = G oy, 1), Vi,

At this point, some comments about the MREVS pulse
sequence used in the experiments are pertinent. This sequence
is composed of two sequences WHH-4,3® which correspond
to each half in Figure 1(b). Due to the symmetric disposition
of the pulses in the MREVS sequence, the expression of the
evolution operator (31) in this case actually has the form:

U(t, 1, 1) = UOU(11 /2)Un(12)U(11/2),

which is symmetric in the reversion times (i.e., #; and #,).
Accordingly, it can be seen that the dynamics under rever-
sion does not depend on the first-order nested commutator
C;f XSL")(;) in Eq. (23), which means that the dynamics un-
der reversion produced by Cf.;fL) in the decoherence function
(39) is completely reverted when f, = kt,. Therefore, in such
reversion experiment, the decoherence function with the evo-
lution operator truncated up to the first-order commutator will
be equal to the decoherence function (39) putting #; = 0, and
it will be equal to the function (40) putting t = 0, so they
will be independent of the reversion time. On the other hand,
such independence of the dynamics with C(zf )(SLZ)({) does
not occur for the asymmetric single reversion sequence of
Figure 1(a). Obtaining the decoherence function under
MREVS using a truncated expression for Eq. (23) up to the
second-order commutator Cgf x“”(g) would involve a tough
calculation. However, the approximations and conclusions ex-
tracted from the general decoherence function form (41) will
still be valid and the result obtained in Eq. (42) will differ
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in the complex exponential function involving CF. This func-
tion will have a dependence with other additional eigenvalues
Cl.lZ’" and their corresponding polynomials Vp ,(z, 7). Since
that aim is out of the scope of our work, we will conserve the
decoherence function (42) for our succeeding analysis. Given
that hypotheses HypoG-I and HypoG-II will be valid in the
general case of Eq. (41) and the final form of decoherence de-
pends on a proposed distribution function of some eigenval-
ues (as we will see the in the following text), the conclusion
will be unchanged if we use the asymmetric single reversion
sequence of pulses shown in Figure 1(a) and the evolution op-
erator in Eq. (31).

In addition, it is worth to mention that the approximation
of small t; can be improved by adjusting the time between
pulses and the pulse widths as small as possible. As was men-
tioned, the factor « in Eq. (32) is equal two, thus ideally the
sequence MREVS of Figure 1(b) will revert the spin dynam-
ics when the condition 7, = 27t is satisfied. The reversion of
the FID with MREVS is carried out with the pulse sequence
in Figure 1(c). There, each block RS(i) is a sequence like that
presented in Figure 1(b). This configuration allows to set the
time between pulses as small as allowed by the experimental
apparatus, in order to minimize the effects of non-idealities
of the sequence. In this case, the time period of evolution un-
der reversion is T = nt., where n is the number of MREV 8-
blocks, and the FID is acquired during time .

The observed FID corresponds to the expectation value
of the observable Iy, ensuing the reversion sequence. From
the theory presented in QD-I, which was summarized in
Sec. II A, using Eq. (29) with 5 ¢)(0) = %—g’fly') and OV

= Iy‘) , and the decoherence function (42) under HypoG-I
and HypoG-II, in the “on-resonance” condition, we finally
obtain

=~ BrwoN

o) = =5 3 s v

1o
651,615

x e GG (G (1), (45)

where the values of t are multiples of 7.

The result of Eq. (45) is similar to the FID obtained in
Sec. IIT E in QD-I, with the addition that the signal is atten-
uated by a decoherent factor given by G(c,;t,)z,’(f)’ which de-
pends on eigenvalues ¢, and ¢ of the dipolar Hamiltonian.
Ultimately, the agreement of the experimental results with the
predictions formulated using Eq. (45) will confirm the valid-
ity of the introduced hypotheses.

In Eq. (45), the function G;l,q(t) represents the main
decoherence process under a free evolution of the system.
This decoherence was called adiabatic quantum decoherence
(AQD) in QD-I, with a time scale shorter than the rest of the
decoherence processes and a reversible character of its dy-
namics. As was analysed in QD-I, in nematic liquid crystals
the AQD is associated with the OMDEF. That distribution is
expressed as a distribution of the values of the order param-
eter S;. The distribution function associated here with such
decoherence is pfAS}(AS,-), being AS; = S; — S, and S,
= f das;S; pfS}(Si). Using the random variable transformation
(RVT) theorem, we have that p!*'(S;) = p!*¥(S; — S..)

J. Chem. Phys. 139, 154901 (2013)

(i.e., the distribution function pfS} is the same that the one
given by pi[AS} but with its statistical variable shifted in the
mean value S,;), thus the AQD function in (45) can be ex-
pressed as

Glen(t) = / dAS; e O pIFlAS))

o0

o0
— gl(Cr;“{)Szzf/ ds, eil(fril)slt PES}(SI)-

oo

(46)

From Eq. (46), we can see that G ;)(7) is the same as the
one obtained in Sec. III C in QD-I, which exposes the relation
between the AQD function and the OMDF given by piS} (S)).
In QD-I, we have seen that a gaussian distribution is a
suitable approximation for the OMDF in nematics, namely,

1 =217
i as) = e (47)
\ /2710_%]

with oy, the standard deviation of S; which is the same for
AS;.

Finally, we can see that the distribution (47) yields a
gaussian form for the AQD function (46) as

1 N2 2 42
G{§1~Cf}(t) — e*i(frtl) o5 1 (48)

By the other hand, in Eq. (45) the function Ggf)gl,(r) rep-
resents the decoherence function produced by the first-order
nested commutator belonging to a set of nested commutators
which conform the complete evolution operator. The dynam-
ics produced just by this decoherence function could be even-
tually reverted, by designing a particular pulse setting, but it
is impossible to revert simultaneously the dynamics of the
whole set of commutators, as was demonstrated in Sec. III
D 2 of QD-I. Therefore, such decoherence function produced
by the complete set of nested commutator is irreversible; it
was called essentially adiabatic quantum decoherence in QD-
I and it has a slower dynamics than the reversible AQD, intro-
ducing an intermediate time scale between the AQD or Liou-
villian process and the process of thermalization.

We can obtain different decay functions for szlf){],(t) de-

pending on the form of p{cL}(C £). For instance, for a gaussian
form similar to (47), replacing AS; and os, by CF and octks
respectively, the decoherence function adopts the following
gaussian behaviour:

7(([ 7;1’)2(7211‘ 74/[8(’(“"1)2]

(rt) _
G (1) = e (49)
By other hand, for a Lorentzian distribution
L 1 8CY
PN = (50)
(8CH)”+ (cT)
it is obtained an exponential decay behaviour
r _ ! L_2 K
GY) (v) = eTla-aibct e, (51)

Finally, with the aim of analyzing the spectral properties
of the FID function under reversion, using Eq. (C4) (see Ap-
pendix C) in (45), we obtain the Fourier transform on the time
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t of the signal produced by the reversion experiment:

o~

Fi{Iy(, )} w)
N
Z'BTNLSO Z |(§1S1|I(ysl)|§1/si)|2

ro!
§151:818)

21 (AS) (CU— ¢ - Cl)Szz> (rr)
= — 2 =G, (T). (52
g —a” &= ¢ o (7 G2

At this point, we analyze the meaning of Eq. (52). First,
we note that if in (45) we make G{flwff}(t) =1 and G(;lf);],(t)
= 1, V(¢, 1), the resulting reverted FID is that of a closed sys-
tem. Therefore, the Fourier transform of such signal will be a
superposition of Dirac deltas shifted at the spectrum charac-
teristic frequencies ({{ — ¢,)S;;, like (C1). By other hand, if
in (45) and (52) we just assumed G{"), () = 1, Yz, we would
obtain the resulting signal of a FID under the AQD dynamics,
which is the same result obtained in Sec. III E of QD-I.

The AQD produces the line-shape of the spectrum. Such
spectrum is obtained as a superposition of copies of the
OMDF shifted to the frequencies (¢{ — ¢,)S;, and scaled by
the factor [] — ¢,1, as can be seen in (52). This scaling effect
of [¢] — ¢, | produces the eigen-selection effect in the time do-
main, due to which the bigger the value of |{{ — ;] is, the
faster the decay of the decoherence function will be. Such ef-
fect is reflected in the spectrum making that for higher fre-
quencies ({{ — ¢,)S;; the corresponding copy of the OMDF
is less intense and wider.

Now we gained more insight to understand the resulting
signal under reversion in Egs. (45) and (52). We can see that
the spectrum (52) resembles the one obtained for the AQD in
QD-I, but in the present case there is a modulation produced
by decoherence during the reversion dynamics. Such decoher-
ence under reversion produces faster decays for higher vales
of |£{ — ¢,|, as can be seen from Egs. (49) and (51). There-
fore, if we have different spectra for different values of t we
should see that the higher the frequency (¢{ — ¢,)S;, of the
spectrum line is, the faster the decay in t will be, provoking
a kind of compression of the spectrum. This feature of the
dynamics under reversion will provide us a clear method to
detect the effects of the eigen-selectivity due to the coupling
of the system with the environment.

As a final comment, from Eq. (44) and Appendix D, we
can observe that the decoherence function under reversion is
the Fourier transform in the variable C/ of the distribution

. (cty .
function p;~ ', valuated in
—(& = §)T* /120 + D],
this is

G @ = [Fer {pl ()} @)],

¢ —¢)r?
T 20+

o0
L —iaCl (CH (L
= |:/ dCt e ' p; (Cl )} @ -t
B a=— it

o0 2(k+1)

(53)

The expressions (46) and (53) show the close relation existing
between the decoherence process and the distribution function
of the variables associated with the environment.
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The numerical calculations of Egs. (45) and (52) are
shown in Figures 2 and 4 for 5CB (4'-pentyl-4-biphenyl-
carbonitrile) and PAA 4, respectively, where a frequency se-
lective gaussian decay was proposed for decoherence along
t and 7 time scales. In the case of 5CB, we used the ten-
spin model (core protons plus the «-CH, proton pair) from
Ref. 40 because of the high effort that would involve the in-
clusion of more spins, which is beyond of the current com-
putational facilities. For PAA s, the eight-spin model pre-
sented in QD-I was used. In Figure 2(a) it can be seen the
calculated FID signals for different values of 7 in 5CB, while
Figure 2(b) shows the corresponding amplitude spectra. The
frontal view of the spectra in Figure 2(c) shows that the faster
decays correspond to the components of higher frequency.

20 0

0 f [kHz] 10 20

FIG. 2. Calculation of the FID signals under spin reversion dynamics, us-
ing MREVS pulse blocks, for the nematic SCB molecule in the resonance
condition. Decoherence is represented with gaussian profiles in ¢ and t. Pa-
rameters: S;; = 0.5403, o, = 0.07 (standard deviation in t), and o, = 0.04
(standard deviation in 7). (a) FID signals, depending on time ¢, as a function
of the reversion time 7. (b) Amplitude spectra for the results in (a). (c) Frontal
detail of the spectra shown in (b). (d) Spectra of (c) normalized to compare
the evolution of their frequency components (for clarity only the spectra for
the shorter 7 values are shown). It is observed in (d) the different decay rates
of a set of spectral lines close to 5.65 kHz and 8.50 kHz as well as the spectral
compression which are evidences of the eigen-selectivity in the decoherence
process.
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FIG. 3. Calculated evolution of the normalized amplitude as a function of
the reversion time 7 for the spectral lines at 5.65 kHz and 8.50 kHz of the
spectra shown in Figures 2(b) and 2(c) for the nematic 5CB.

This feature is more evident for the normalized spectra of
Figure 2(d), where it can be appreciated the compression of
the spectrum for increasing values of t, in correspondence
with the smoothing of the signals as seen in Figure 2(a).

The details of the calculated variation of the normalized
amplitude of the spectrum lines of frequencies 5.65 kHz and
8.50 kHz are shown in Figure 3, where it can be appreciated
the higher decay rate of the high frequency component. The
calculations presented in Figure 2 show the effects on the dy-
namics introduced by the eigen-selectivity of the decoherence
process. The choice of the SCB sample for demonstrating the
effects of the eigen-selectivity was motivated by the clear sep-
aration existing between the spectral peaks of the two groups
of spectral lines around 5.65 kHz and 8.50 kHz found in
the numerical calculation, corresponding to the strong dipolar
couplings of the molecular core and the «-pair, respectively.
On the contrary, the spectrum of PAA,¢ does not exhibit a
clear distinction among the frequency lines, since the strong
dipolar couplings have similar values. However, a compres-
sion of the spectra as a function of the reversal time 7 similar
to that found in 5CB is still visible in this compound, as can
be seen in Figures 4(a) and 4(b), because of which it is used
to show that this effect is part of the evidence of the eigen-
selectivity of the decoherence process. Notice that if deco-
herence did not present eigen-selectivity during the reversion
period, all the spectral lines would decay with the same rate
and therefore the spectral compression would not occur.

Finally, it is worth to remark that the occurrence of deco-
herent factors is a consequence of incorporating the “mechan-
ical” variables into the description of the dynamics within a
full-quantum view, and that the eigen-selectivity is a direct
consequence of this fact. As will be shown in Sec. II D, the
relevant experimental errors do not entail eigen-selectivity.
The experimental measurements corresponding to the experi-
ments proposed are presented in Sec. I C.

C. Measurements

In this section we present the experimental results
obtained by application of the refocusing experiment of
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FIG. 4. Calculation of the FID signals under spin reversion dynamics, using
MREV8 pulse blocks, for the nematic PAA 46 molecule in the resonance con-
dition. Decoherence is represented with gaussian profiles in 7 and 7. Parame-
ters: S;; = 0.53, 04 = 0.06 (standard deviation in t), and o = 0.015 (standard
deviation in 7). (a) Amplitude spectra for the calculated FID’s. (b) Spectra of
(a) normalized to compare the evolution of their frequency components (for
clarity only the spectra for the shorter T values are shown). It is observed in
(b) the spectral compression which is evidence of the eigen-selectivity in the
decoherence process.

Figure 1(c) in the FID dynamics, which was discussed in de-
tail in Sec. II B.

The experiments were carried out in a home-built spec-
trometer, based on a magnet of a Varian EM360, of 60 MHz
for protons, with the probe adapted for application of pulsed
radiofrequency. The electronic setup allows the complete con-
trol of the phase of the pulses, with a precision of 0.022°,
a time step of 40 ns, and a minimum configurable time of
240 ns. The rf power used permits 77/2 pulses of about 6.5 us.
The homogeneity of the magnetic field is controlled with
shimming coils, with a minimum half width of 470 Hz ap-
proximately, for the spectral lines (using a model of gaussian
line-form for each spectral line). The maximum dead time in
the signal acquisition is about 18 us. The temperature can be
set between 25 °C and 150 °C, with a medium accuracy of
+1 °C and a stability of 0.1 °C.

We made experiments in samples of the nematic liquid
crystals 5CB, PAAg, and PAA, and the solid adamantane.
The solid sample was included for comparison, since this sys-
tem contains an unlimited number of interacting spins, in con-
trast with the finite “clusters” comprising the protons of LC
molecules. Degradation of spin coherence could also occur in
a solid induced by non-spin degrees of freedom, for instance
due to lattice phonons. However, this point is out of scope of
the present work.

With the purpose of reference for subsequent discus-
sion, in Figure 5 we show the measured FID’s with the
corresponding spectra, for all the samples studied. These sig-
nals are the result of eight acquisitions, except in PAA 4,
where the signal was acquired 208 times. PAAj and PAA
molecules differ in that in the first the methyl groups are re-
placed by CDs groups. In adamantane, while the molecules
as a whole are fixed on the solid network, they undergo rapid
motions, due to which the crystalline spin system can be ef-
fectively represented by a lattice of spins 1/2.4!

It should be noted that the experimental spectrum of SCB
in Figure 5(a2) is different from the spectrum numerically
calculated with the ten-spin model used in Sec. II B. It can
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FIG. 5. Molecular sketch (inner detail in the figures), FID evolution (index
1 in the figures) and the FID spectrum (index 2 in the figures) measured for
nematic SCB (al) and (a2) at room temperature (namely, T = 27 °C), PAA4s
(bl) and (b2) at T = 115 °C, PAA (cl) and (c2) at T = 110°C, and solid
adamantane (d1) and (d2).

be seen that in the measured spectrum the higher amplitude
peaks are shifted to higher frequencies, while in the calculated
spectrum the situation is the opposite. This is so because the
ten-spin calculation does not include the remaining CH, pro-
ton pairs of the alkyl chain, which contribute to the high fre-
quency peak. However, these discrepancies do not invalid the
usefulness of the ten-spin model for appreciating the effects
on the spin dynamics of the many-body quantum character of
the spin interactions, like the eigen-selectivity, as was shown
in Sec. II B.

The measurements in PAA j and PAA were made at tem-
peratures T = 115 °C and T = 110 °C, respectively. In the re-
maining cases, the experiments were carried out at room tem-
perature, namely, T = 27 °C. The MREVS8 sequence shown
in Figure 1(b) was set up to mitigate the effects of the fi-
nite width of the pulses. The total time of each sequence
is 7. =2Q1 + 21, +41,),> then 1, = /12 -1, and T,
= 1./6 — t,. For a pulse of 7/2 with a width of 7, = 6.56 us
and a minimum setting time of 7, = 1.6 us, we have t,
= 12(t; + t,) = 97.92 us and 17, = 9.76 us. By comparing
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FIG. 6. Experimental results of the FID signals under spin reversion dynam-
ics, using MREVS pulse blocks, for the nematic SCB at room temperature
(namely, T = 27 °C) in the resonance condition. (a) Measured signals for
the FID experiments, depending on the time ¢, as a function of the reversion
time 7. (b) Amplitude spectra for the measurements shown in (a). (c) Frontal
detail of the spectra shown in (b). (d) Spectra of (c) normalized to compare
the evolution of their frequency components (for clarity only the spectra for
the shorter 7 values are shown). In the center-right box is detailed the time ©
for each spectrum.

the time scale of the FID’s shown in Figure 5, it can be antici-
pated that the evolution under the dipolar Hamiltonian during
the pulse duration will not have relevance in the experimental
results.

In Figure 6 we present experimental results, correspond-
ing to the refocusing experiments discussed in Sec. Il B ob-
tained in SCB under the sequence shown in Figure 1(c). From
the spectral evolution of the “spin-dynamics-reversed” FID’s
of Figure 6(a), given in Figure 6(b) or in more detail in
Figures 6(c) and 6(d), it can be seen how the spin dy-
namics is affected by the eigen-selection process during the
reversion (in the last figure the spectra as a function of 7
are normalized to facilitate the comparison). This becomes
more evident when comparing the amplitude variation of two
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FIG. 7. Experimental results of the FID signals under spin reversion dynam-
ics, using MREV8 pulse blocks, in the resonance condition. The figures with
index 1 show the amplitude spectra for the FID measurements and the ones
with index 2 show the measured FID spectra, which are normalized to com-
pare the evolution of their frequency components (for clarity only the spectra

for the shorter T values are shown). (al) and (a2) PAA4 at T=115°C; (bl)
and (b2) PAA at T=110 °C; and (c1) and (c2) solid adamantane.

groups of spectral lines, those around the frequencies 5.55
kHz and 10.60 kHz, as shown in Figure 8(a). There it can
be seen that the peak at 10.60 kHz presents a higher decay
rate for all 7. It can be appreciated in Figure 6(c) how the two
peaks match their amplitudes at T & 361.4 us, reverting sub-
sequently their initial amplitude relation. It is worth to note
that in the spectra the frequencies lines close to 0 kHz are af-
fected by instrumental artifacts like noise in the baseline of
the signals. Therefore, the variations of such lines should not
be given any physical meaning.

The results of the same experiment performed in nemat-
ics PAAj and PAA, and solid adamantane, are shown in
Figure 7. In PAAy, in agreement with the results of the
numerical calculation shown in Sec. II B, it is observed a
narrowing of the spectrum, in consistency with a more pro-

J. Chem. Phys. 139, 154901 (2013)

(@ 1
09

<@ 555kHz | |
—+— 10.60kHz |

FIG. 8. Measured evolution of the normalized amplitude as a function of the
reversion time 7 for different spectral lines of the FID spectra. (a) Spectral
lines at 5.55 kHz and 10.60 kHz for the spectra shown in Figures 6(b) and
6(c) for nematic SCB at room temperature (namely, T = 27 °C). (b) Spectral
lines at 1.60 kHz and 7.35 kHz for the spectra shown in Figure 7(b1) for the
PAAatT=110°C.

nounced decay of the higher frequencies lines. By other hand,
in the PAA spectrum low and high frequency groups of lines
are resolved. Figure 8(b) shows the detail of the normalized
decay of two lines at 1.60 kHz and 7.35 kHz. It should be no-
ticed that the decay rate depends on the line position in the fre-
quency spectrum, and the “bell” form associated with the ho-
mogeneous broadening of every line (the lineshape produced
by AQD) is equally affected by decoherence or non-ideal ef-
fects like static field inhomogeneity. Due to this, for general
cases the time evolution of the different parts of the spectrum
will be masked by the superposition of broadened lines, pre-
venting the experimental resolution of the decay rates of dif-
ferent parts of the spectrum. Therefore, it can be expected that
eigen-selectivity would be more easily observed in samples
with spectrum having groups of lines with certain degree of
resolution, like nematics 5SCB and PAA.

The experiment sketched in Figure 1(c) can be modified
by changing the MREVS8-train by a single block, where the
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FIG. 9. Experimental results of the FID signals under spin reversion dynam-
ics, using a single MREV8 pulse sequence with a continuous variation of its
setting times, for nematic 5CB at room temperature (namely, T = 27 °C) in
the resonance condition. (a) Measured signals for the FID experiments, de-
pending on the time 7, as a function of the reversion time 7. (b) Amplitude
spectra for the measurements shown in (a). (c) Frontal detail of the spectra
shown in (b). (d) Spectra of (c) normalized to compare the evolution of their
frequency components (for clarity only the spectra for the shorter v values
are shown).

time parameter 7 is varied independently, and the value of
7, is defined as to obtain the maximum signal, being 7, > 7.
For these values of 7, as a function of t; the slope of a straight
line is fitted, whose ideal value is two. By using this depen-
dence, the reversion experiment can be done by using a single
block, in such a way to minimize non-idealities present in the
pulse setting of the experiments. In this experiment, the rever-
sion time 7 is a linear function of 7;. The advantage of this
method is that it permits a continuous variation of 7, yield-
ing a smooth profile for the signal amplitude in the reversion
experiments. On the other hand, long-time settings in such
experiment can introduce contributions from the non-secular
dipolar Hamiltonian on the dynamics (see Sec. II in the sup-
plementary material?® for details about the influence of the
non-secular dipolar part on the MREVS reversion dynamics).

The results of the reversion experiment using the con-
tinuous MREV8 method in 5CB are shown in Figure 9. In
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FIG. 10. Measured evolution of the normalized amplitude as a function of
the reversion time t for the spectral lines at 5.60 kHz and 8.35 kHz for the
spectra shown in Figures 9(b) and 9(c) for the nematic SCB at room tem-
perature (namely, T = 27 °C). It can be seen the eigen-selectivity where the
higher the frequency of the line is, the faster its decay will be. The continu-
ous variation of the setting time allows to see clearly the bell-like form for
the decay of the spectral lines.

Figure 10 is shown the normalized variation with the rever-
sion time of the amplitude of two peaks at distinct frequen-
cies, corresponding to the measurement of Figure 9. There
it can be appreciated the frequency selective decay. Due to
the finite pulse widths, the initial measured amplitudes cor-
respond to a time t significantly shifted from zero. For these
reversion times the frequency selective decay is noticeable,
accordingly the first spectrum in Figure 9 already presents a
larger decay of the higher frequency. This explains the differ-
ence with the spectra shown in Figure 6. Except for this last
detail, the obtained results show the same features than the
reversion experiments using blocks of the MREVS sequence.
Similar results were obtained for the other compounds studied
in this work.

By means of the continuous MREVS8 experiment it is
possible to obtain a detail of the maximum amplitude of
the reversed FID’s, as a function of the reversion time t. In
Figure 11, the results obtained by averaging data near the
maximum of each reversed FID are shown, where the signal to
noise ratio is larger. Besides, the plots were normalized with
respect to the first FID obtained in each experiment. We added
three gaussian profiles with different values of standard devia-
tion (o = 350 us, 580 us, 800 wus), used as a guide to the eye.
Since the first FID signal already presents a significant atten-
uation, the gaussian curves have a value greater than one for
T = 0. It can be seen that the decay time is longer than the
characteristic decay time of the FID for every compound (see
Figure 5). This is consistent with the theoretical approach pro-
posed in QD-I, where it is considered that the spin dynamics
during the reversion period is governed by a different mech-
anism than the one which control the spin dynamics during
the FID evolution. This quantum process is characterized by
a longer time scale, since it is associated with higher order
terms of a perturbative treatment. Besides, we can see that
for times shorter than 780 us the PAAg (with 8 spins per
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FIG. 11. Experimental results of the normalized evolution of the maxi-
mum of the FID signals under spin reversion dynamics, using a single
MREVS pulse sequence with a continuous variation of its setting times, for
adamantane and 5CB at room temperature (namely, T = 27 °C), PAA4 at
T =115 °C, and PAA at T = 110 °C. Three gaussian decays with different
standard deviations, o, are plotted for comparison with the measurements.

molecule) presents a similar decay behaviour that the PAA
(with 14 spins per molecule) and the 5CB (with 19 spins per
molecule) presents a similar decay behaviour that the adaman-
tane (a solid array of spins) for all t time. These results reflect
that decoherence is not associated with the nature of the spins
as a closed system.

It is also observed in Figure 11 that the decay in PAA 4
is more similar to that of PAA than to the one of 5CB. The
fact of observing similar responses to decoherence for these
two samples is consistent with decoherence being controlled
by the coupling of the spin system to external degrees of free-
dom. For values of t greater than 780 s, decoherence in PAA
turns stronger, which could be indicating the occurrence of an
additional decoherent mechanism associated with the protons
of the methyl groups. However, because of the low signal to
noise ratio of PAAjs and other sources of error, which will
be discussed in Sec. II D, more experiments are necessary to
confirm this assertion.

It is worth to note that, using a single MREVS pulse se-
quence with a continuous variation of time settings, for long
T values the decay can be affected by the influence of the non-
secular dipolar Hamiltonian part in the dynamics under rever-
sion (see Sec. II in the supplementary material®®). However,
such experiment is able to show the intermediate time scale of
decoherence as it is the aim in this work. For a more exactly
measurement of the decoherence time other techniques can
be used, like the MS,'3233337 when they are adequate due
to constraints in the experimental setting like the duration of
the rf pulses. In particular, using a combined technique of MS
with z-rotational decoupling, namely, MSHOT-3,3” would im-
prove the performance of the reversion sequence, which could
be particularly useful for extending the study to solids where
the intensity of the dipolar coupling is higher than in LC. With
this technique, it would be possible to eliminate higher order
terms (up to fifth order) in the dipolar decoupling than that
using MREVS (up to the third).

J. Chem. Phys. 139, 154901 (2013)

Summarizing, from the results presented in this section,
we have the following conclusions:

1. the time scale of the attenuation of the reversed FID sig-
nal in MREVS experiments occurs in a longer time scale
than the one of the FID evolution,

2. the high-frequency spectral components decay faster,
showing an eigen-selection process,

in total agreement with the theory presented in QD-I. Be-
sides, such intermediate time scale for decoherence, be-
tween the FID evolution and the thermalization process time
scales, is consistent with the hypothesis about the existence of
dynamics with different time scales used in the theoretical ap-
proach of this work and QD-I.

D. Non-ideal behaviours and approximations
in the experiments

The MREV8 sequence shown in Figure 1(b) has been op-
timized by adjusting the time parameters 7, and 7, to miti-
gate the effects of the finite width #,, of the pulses, as was
commented in Sec. II C. The shortest interval 7; between
pulses was fixed in 1.6 us. It is worth to note that in a time
of 6.56 us, corresponding with a 77/2 pulse in our experiment,
the free evolution dynamics produced by the dipolar interac-
tion is not significant as can be seen from the FID’s shown in
Figure 5.

The non-ideality arising in the control of the reversion
parameter « would come from deviations from the exact
value k = 2 due to misadjustments of the 7/2 pulses (see
Sec. II B for details about this reversion parameter). In a sim-
ilar fashion, a correct setting of the 7/2 pulses with x = 2
could be affected by an incorrect adjustment of the time 7,
(i.e., with 7, # k1), causing an imperfect reversion of the
spin dynamics. These errors could introduce an additional
dynamics of the essentially isolated system,'! generated by
the molecular dipolar Hamiltonian, producing perturbations
of the signals and their spectra as a function of the reversion
parameter 7.

With the aim of estimating the effects of experimental
misadjustments, in the following we will obtain several ana-
lytical expressions for different kinds of errors in the rever-
sion sequence shown in Figure 1(c) using MREVS blocks of
pulses. We will consider the spin system as a closed system to
study the possibility of obtaining some eigen-selection effect
in such case, which could overlap with the effects of the cou-
pling with the environment. We relegate to Sec. II in the sup-
plementary material®® the complete analytical demonstration,
as well as the numerical calculation of the signal expressions
which will be used in this section.

We introduce the error € in the setting of the time un-
der the reversion dynamics by writing 7, = (k + €) 7;. It is
worth to note that such error takes account of misadjustments
in the time 7, as well as deviations from a perfect setting of
the 7/2 pulses (see Sec. I in the supplementary material®® for
details about the equivalence between 7, time misadjustments
and 7/2 pulses misadjustments). Therefore, we have , = (k
+ €) t; and the total reversion time T = (k + 1 + €) ;. Using
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such erroneous setting of the #, time, we obtain for the ex-
pectation value of Iy corresponding to the closed spin system,
under “on-resonance” condition, the following result:
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where we used the approximation €/k < 1 which implies #|
~ 17/(k + 1). The Fourier transform of (54) is
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The expression in Eq. (55), for the Fourier transform of the
FID signal for a closed spin system, does not present a de-
cay with some eigen-selection effect, but it shows an os-
cillatory behaviour of each spectral line proportional to the
product of the eigenvalue difference ¢, — ¢| with the error
factor €/k.

Another interesting case to consider, is when the FID sig-
nal is thought as produced by the different signals coming
from a distributed molecular orientation of the main molec-
ular axis of the LC system.*> In such a case, with the same
misadjustment as in Eq. (54), we have for the FID
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where p%S} (S1) is the OMDF (see Sec. II B). The expres-
sion (56) is the classical representation of the AQD seen in
Sec. II B. Since the dynamics produced by the error factor
€/k under the reversion time t is very slow in comparison
with the one produced under the free-evolution time ¢, we can
write
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The Fourier transform of (57) is
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We can see from Eq. (58) that there is a decay factor with
eigen-selection effect for each spectral line, but it is masked
by an oscillatory behaviour of each frequency line, instead of
the monotonous decay that is experimentally observed (see
for instance Figures 6 and 8). Besides, such predicted decay
is reversible and it would, in principle, be possible to increase
the decay time by correcting the misadjustment represented
by the factor €/, since the dynamics is very susceptible to
changes of €. The factor E-/le is acting like a scale factor in
the reversion time t for the decoherence function as well as
for the oscillation function. Therefore, changing this factor si-
multaneously modifies the time behaviours of both functions
in such way that if a decay of the signal is observed, the os-
cillations have to be observed as well. Indeed, this effect is
not observed in the experimental measurements, where the
correction of the misadjustments produces the extinction of
the oscillatory behaviour under the reversion dynamics pre-
senting an observable decay in the signals in the intermediate
time scale.

If we see the signal under the reversion time 7 obtained
for the time r = 0 in Eq. (57), we have
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The expression (59) has the form of a FID but with a slower
time dependence. Such behaviour under reversion depends on
the time 64’(1 7 instead of the time 7. The dynamics represented
by Eq. (59) is reversible and the oscillations in the signal are
unavoidable. Clearly, this is not a feature of the experiments,
as was mentioned.

If the setting of the m/2 pulses were very erroneous or
if the dynamics under reversion were strongly influenced by
the non-secular dipolar Hamiltonian (for instance, when the
time 7, is not small enough to neglect the dynamics produced
by the non-secular dipolar Hamiltonian), the signal under
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reversion could be written as

~ TwoN oY)
(L, oy = Prel try, Ve st
Si
x e*iﬁis'(lsl)rlg;vl)eiﬁgfl)reiﬁ;l])t}
TC()()N il et
o DR G L
M

/o
§181:8185

x Y (Gisilen) o [TVl (@) 14 57)

/
ay,o)

x ¢ et (60)

where ﬁ?f Y is the resulting Hamiltonian under reversion,
which is different of ﬁg{) (see Sec. II in the supplementary
material?® for details of the definition of H;"). In Eq. (60)
the eigenbase {| o)} of the Hamiltonian ﬁi(f') is defined,
where ﬁis(f ‘)|a1) = «1]ay). The Fourier transform of (60) is
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where we can see that the decay corresponding to the spec-
tral lines does not present any eigen-selection effect. These
effects of misadjustments in the reversion time, with the spin
system considered as a closed system, were numerically sim-
ulated and the results are shown in Sec. II in the supplemen-
tary material,”® where we obtain numerical conclusions which
coincide with the analytical analysis.

Finally, to contrast with the commented analytical results
about misadjustments in the experimental setting in the closed
spin system, we derived the analytical signal produced by the
same reversion experiment affected by an erroneous setting of
the reversion time, for the open quantum system conformed
by the protons coupled to the environment. Using the time
setting , = (k + €) t; in the evolution operator (35), we obtain
the decoherence function
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instead of the Eq. (40), where we have used the same consid-
erations involved in Eq. (40). In Eq. (62), we defined

€/k

T =t — —
Vas(t, 1) Crlte

T, (63a)
e 1 2 —17.2
Yo, 1) =§{(t+f) —+@E+1+e) 7

~1 —2:€ 2
—[k+1+e) +k+1+4¢€) ];T }

(63b)

Vatr =) (e
) ==t———1) . c
St 2 k+1+4+e€

Under the approximation in the dynamics of [ [, ,{-}i=0.
used to obtain the well approximated decoherence function
shown in Eq. (42), and with €/k < 1, we can write (62) as
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The decoherence function (64), which is influenced by mis-
adjustments of the reversion time t,, will affect the expecta-
tion value of Ty as can be seen in Eq. (29). We can see from
Eq. (64) that the decays produced by the integration of the
complex exponential function under the total reversion time
T can be compensated excepting for the dynamics under the
eigenvalue CF. Such decays present the eigen-selection effect
and the oscillations in the signals under the reversion time
7, due to the misadjustment of #,, can be cancelled. It can
also be seen that the decays associated to the eigenvalues AS;
and C, ,-SCL can be reverted but the decay due to C will never
be reverted. Such non-reverted decay constitutes an envelope
which constrains the signal as a function of the reversion time
T giving it a bell-like shape, as we will show below. By mak-
ing € = 0 in Eq. (64) we recover Eq. (42), as expected. In
Figure 12(a) we show the effect mentioned above for the re-
version experiment in 5SCB, where in Figure 12(b) it can be
seen the variations of the amplitudes of the pseudo-FID, ob-
tained extracting the mean values of the amplitudes of the FID
around ¢ = 0, introduced by the error in k. By comparing Fig-
ures 12 and 6, it can be noticed that in Figure 6(a) the am-
plitudes decay monotonously, indicating that the error in «
has been satisfactorily mitigated. This dynamics induced by
experimental mismatches cannot produce a definitive signal
decay, because of the small number of spin degrees of free-
dom. The latter is true for any error in the pulse configura-
tion. In practice, this effect can be attenuated by varying the
time between the two WHH-4 blocks comprising the MREVS
sequence (see Figure 1(b)) until the oscillations of the ampli-
tudes as a function of t disappear. The results shown in Fig-
ures 6 and 7 were obtained with this procedure.
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FIG. 12. Experimental results with a misadjustment in the reversion param-
eter « of the FID signals under spin reversion dynamics, using MREVS pulse
blocks, in the resonance condition for nematic SCB at room temperature
(namely, T = 27 °C). (a) Measured signals for the FID experiments, de-
pending on the time ¢, as a function of the reversion time 7. (b) Pseudo-FID
obtained for the evolutions in t of the FID-signal values in (a) at t = 18 us.
Such pseudo-FID presents a signal form similar to the FID signal, but with
lower characteristic frequencies.

The observed signal attenuation might be associ-
ated with several causes besides the essentially adiabatic
decoherence,!! like fluctuations of the spin-spin interactions
due to thermal molecular motions*} or even experimental non-
idealities like inhomogeneity of the static and the rf magnetic
fields. In the work of Ref. 13, the experimental sources of er-
ror in the MS reversion experiment were carefully checked by
studying the effect of the sequence on the spin system in the
isotropic phase of liquid crystal 5CB. Combination of the MS
sequence and a 7w pulse to reverse the static field inhomogene-
ity yielded the same response than the usual Hahn-echo two
pulse sequence (7, = 70 ms). This also showed that the time
scale of the decay produced by thermal fluctuations is much
greater than that of the MS experiment in the nematic phase.

In the present work, we studied analytically and exper-
imentally the influence of the field inhomogeneity in the
FID dynamics and the reversion dynamics performing ex-
periments on isotropic SCB (see Sec. I in the supplementary
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material®® for details about such experiment). The experimen-
tal results allowed us to conclude that the dynamics produced
by the field inhomogeneity has a time scale longer than that of
decoherence and it does not present a behaviour with eigen-
selectivity. Besides, it is worth to mention that MREVS ex-
periments combined with 7 pulses were carried out by the
authors in 5CB in the isotropic phase where an exponential
decay was also obtained with a 75 very similar to the obtained
in 5CB in Ref. 13. On the other hand, the homogeneity of the
tf field was optimized by using a low coil filling factor and
the signals obtained from samples with different sizes do not
present any different behaviour between them.

These observations give support to the statement that
while “bulk” effects like inhomogeneity of the rf pulse and
thermal fluctuations of dipole-dipole interaction could even-
tually perturb the free spin dynamics, their influence is
irrelevant in the intermediate time scale of the reversion
experiments. Therefore, the observed decay cannot be asso-
ciated with experimental non-idealities, but it should be as-
signed to the irreversible spin dynamics induced by quantum
decoherence, whose fingerprint is the eigen-selectivity.

Summarizing, even when the observed signals are af-
fected by magnetic field inhomogeneities and intermolecular
dipole interactions, the contribution of the quantum molecu-
lar mechanical dynamics is more important along the different
time scales.

lll. DISCUSSION AND CONCLUSIONS

In this work, we studied the spin dynamics which charac-
terizes the irreversible decoherence of a finite quantum inter-
acting spin system coupled with an infinite quantum environ-
ment. We experimentally detected in nematic liquid crystals
the salient characteristics of the spin dynamics predicted by
a full theory which considers the spins as an open quantum
system, namely, eigen-selectivity, spectral compression, and
irreversible decoherence under refocusing of the dipolar spin
interactions.

The experiments were interpreted in the context of the
theory presented in the work of Ref. 11, under the main as-
sumption that irreversible decoherence occurs well before that
thermal fluctuations play any significant role, and long after
the dephasing by quantum interference and reversible adia-
batic decoherence. This hypothesis is supported both by our
experiments and the work of Ref. 13, where it was shown that
irreversible decoherence, which cannot be associated with
thermalization (neither adiabatic nor nonadiabatic), occurs in
an intermediate time scale. Besides, the accurate description
achieved in Ref. 11 of the time domain FID signal by includ-
ing quantum interference and reversible adiabatic decoher-
ence, allowed us to show that the time scale characterizing the
Liouvillian dynamics and such reversible decoherence (which
can be interpreted semiclassically) is much shorter than the
time scale of the irreversible quantum decoherence.

The analytical-numerical treatment of Sec. II B allowed
us to compare the theoretical expressions derived from the
proposed theory, with the experiments. By introducing de-
coherence functions with gaussian decay profiles, in the
free-evolution and reversion dynamics, the effect of the
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environment was included. The calculations were performed
on a 10-spin model for 5CB*’ and on the 8-spin model of
PAAs presented in QD-L!' The results of the calculations
are shown in Sec. II B and the measurements are shown in
Sec. II C. By using reversion experiments we confirmed the
occurrence of the intermediate time scale and the characteris-
tic behaviour of the irreversible decoherence, and comparison
of the analytical FID signals and their spectra under reversion
dynamics with the experimental ones confirmed the validity
of the theoretical approaches presented in QD-I'! and in this
work, beyond the experimental non-idealities.

We presented a detailed analysis of the experimental
causes that could affect our measurements, in order to identify
their characteristic time scales. In Sec. I of the supplementary
material,”® we analysed the effect of the inhomogeneities of
the static magnetic field. We conclude that the dynamics pro-
duced by this effect has a longer time scale than decoherence,
and most importantly, it does not present eigen-selectivity.
With the aim of checking for a possible frequency dependent
behaviour induced by pulse misadjustment that might be con-
fused with genuine eigen-selectivity, in Sec. II D we presented
a theoretical analysis of the effects of these misadjustments
on the FID signals, considering the spins as a closed system.
The simulations on PAA presented in Sec. II of the sup-
plementary material show that misadjustment cannot be the
source of the observed eigen-selectivity of a closed spin sys-
tem. Besides, these kinds of non-idealities were theoretically
analysed for decoherence produced by the full-quantum dy-
namics in Sec. II D, as well. The behaviour of the signals ex-
tracted by such analysis agrees with the experimental results.
Therefore, this detailed analysis leads us to conclude that the
observed eigen-selectivity is an evidence of the open quantum
system dynamics.

Eigen-selectivity, which introduces a distinction in
the response of the diagonal and off-diagonal elements
of the density matrix, provides an efficient irreversible
mechanism for coherence decay, while preserves the “pop-
ulation” terms which can only change in a much longer
time scale. This behaviour explains the observed buildup of
the quasi-equilibrium in liquid crystals. The results of this
work, together with the conclusions obtained in Refs. 11
and 13, can contribute to elucidate the underlying quantum
mechanisms for decoherence of open quantum systems of
interacting spins, for instance the role played by quantum
correlations between the observed system and the environ-
ment in the damping of the spin coherences.>>?¢ Certainly,
these works showed that in liquid crystals it is essential
to assume the quantum character of the spin-environment
coupling to explain the observed irreversible decoherence.
These statements might also apply to interacting spins in
ordinary solids, where irreversible adiabatic decoherence
could provide an explanation for the quasi-equilibrium states
characterized by spin temperatures.**

Summarizing, the occurrence of eigen-selectivity in the
spin dynamics under reversion was verified in several nematic
liquid crystals, through the direct experimental observation of
inhomogeneous decay and spectral compression of the NMR
spectrum under refocusing of the dipolar spin interactions,
over an intermediate time scale. We conclude that the eigen-

J. Chem. Phys. 139, 154901 (2013)

selection effect is the fingerprint of decoherence associated
with a quantum open spin system in liquid crystals. Besides,
the dynamics of such interacting spin system with few degrees
of freedom, can be described in terms of quasi-equilibrium
states of each molecule after the irreversible decoherence
damps out the coherent part of the spin state. Therefore, the
observed system reaches these states through a genuine quan-
tum process involving spins and environment, being this a
process of different nature than the fluctuations which govern
thermalization and relaxation. These findings allow to under-
stand the development of the quasi-equilibrium states as be-
ing a consequence of the correlated dynamics of the observed
system and the quantum environment. Accordingly, the quasi-
equilibrium representation in liquid crystal needs not being
perceived heuristically, instead, it should be considered as a
definite stage of the spin system, during its evolution towards
equilibrium.
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APPENDIX A: DEFINITION OF
THE ORDER PARAMETER

In this appendix, we present an expression for the order
parameter of a nematic LC under the quantum description of
the orientational molecular variables. The order parameter S,
is defined as

— QU _ .. QW) (N
e =(8:8), = 1r7 {874 Prieny )

z7i zzi

=D SOl f) (AD)
-

where {|f)} is an eigenbasis of the molecular orientational
operator S;Q with S;’Z?| ) =S8i(HIf). If the environment
states form a continuous and dense space we can replace in

Eq. (A1) the sum in the trace by an integral, this is

S.. = f df ;S oo f) = / dsiSipP(S).  (A2)

In Eq. (A2), we changed the state integration variables df by
the eigenvalue integration variables dS; and we defined the
function

E;

s = | dEfPL(eq)(Ef)[ [art [ar |kf,ff|2] ,

Si
(A3)

where k; ;= = (f|f£) and
Preg(Ep) = e PP NG,

Besides, {|fF)} is defined as the eigenbasis of the environ-
ment or lattice Hamiltonian H; with the eigenvalues Ef(fE),

that is, ’H(Lf)le) = E/(fE)|f), and we used the closure re-
lation [df*|f%)(f*| = 1. In Eq. (A3), the symbol [-]g’
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indicates that the integrals over df~ and df are calculated in-
tegrating over the states with the eigenvalues ranging from Ef
to Ef + dE; and from S; to S; + dS;, respectively. We can see
that

/ asipS(s) = 1,

thus pfs](Si) can be interpreted as a probability distribution
function of the eigenvalues S;.

If we consider an homogeneous environment for each
molecule, i.e., absence of border effects, the order pa-
rameter (A2) has the same value for different molecules,
therefore

S = / dsi5:p5(s)). (Ad)

APPENDIX B: DECOHERENCE FUNCTION FOR A
CONTINUOUS AND DENSE LATTICE HILBERT SPACE

This appendix is dedicated to extract an expression for
the decoherence function (39) under the condition that the en-
vironment states form a continuous and dense space. Accord-
ingly, we can replace in Eq. (39) the sum in the trace by an
integral over the lattice space, this is

_ h, f
Gyt 1) = /df/dg/dh kgken PLieq)
e G EDAS (P yile—E)CEH I 2

x eI G=EDCH U =[I+6+D™1T1/2 (g

where T = (k + 1)#; is the total time under reversion,

kg = (f18). kew = (glh). and p}l,) = (hlpll, )| f). We
have used in (B1) the eigenbasis {|f)}, {|g)}, and {|h)}

of the Hermitian operators 'H(S"Z., infL), and in._’;)L({), re-
spectively, with HY| £) = ASi(H)I ), ASi(H) = Si() — S,
iCl)1g) = CH@)lg), and iC{, (£)h) = CSE()\h), where
ASi(f), CF(g), and CiS;L(h) are real numbers. Also, we used
the closure relations [dg|g)(g|=1" and [dh|h)(h|=19.
Now, defining the eigenbasis of the environment or lattice
Hamiltonian H; as {|f*)}, with the eigenvalues Exf%),

where H(Lf)le> = E/(f5)|f¥) and using the closure rela-
tion [dfE|fE)(fE| =19, we can write

Pl = /de kn, e kge g PLeq(f5), (B2)
where k;, ;e = (h| fE), ke, = (fE|f), and

_ E
Prieq)(FE) = (fEIpfl |1 5) = e PrED NG,

The final decoherence expression is obtained changing in
Eq. (B1) the state integration variables df, dg, and dh, by the

eigenvalue integration variables dAS;, d CI-L, and d CiS;L, thus
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we can finally write
G{fv{i,}(t’ T) = /dASl e_i({,_g,‘,)AS,t

deCiL e~ iG=thCH @+ [+ +D)7 ]} 2

—i(¢,—¢)CSE?
X/dcliL Pl ;’)C'{l/zpi(ASi»C,‘L»C,'SCL),

(B3)
where it is defined the function
pi(AS;, CF, CP)
= /dEpr(eq)(Ef)
E;,AS
X [/de [df/dg/dh kpg ken ki re kfgﬁf] ,
ch.cit
i “ir
(B4)
Ef AS . .. . E
and [-] ch oSt indicates that the integrals over df"”, df, dg, and
i Lir

dh are calculated integrating over the states with the eigenval-
ues ranging from Ey to Ef + dEy, from AS; to AS; + dAS;,
from C} to C} +dC}, and from C3* to Cj* +dCJF, re-
spectively. Under the condition [/ [, , {-};—o (see Eq. (41)
for a definition of this condition), the decoherence function
(B3) has the form

Gl g(t, 7) = /dASi e G tDAST

* / dCh G Ay, ),
(BS)

where it is defined the function

pi(AS:, Cf) = /dcff pi(AS;. CF.CF)

= /dEpr(eq)(Ef)

E; AS;

x[fde/df dg kg ke re kfg,f] :
ct

(B6)

and [-]gf’AS’ indicates that the integrals over df%, df, and dg

are calculated integrating over the states with the eigenvalues
ranging from Ef to Ef + dEp, from AS; to AS; + dAS; and
from CF to CF + dCF, respectively.

APPENDIX C: FOURIER TRANSFORM OF THE
SELF-SPIN COHERENCES AND THE AQD
CONTRIBUTIONS TO THE DYNAMICS

In the following, we will calculate the Fourier transform
of the self-spin coherences and the AQD contributions to the
FID signal under reversion used in Eq. (52). First, we use that
the Fourier transform of a complex exponential function is a
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Dirac delta function,

File G5 (@) = 2m8[w — (¢] — ¢S] (C)

Next, we will calculate the Fourier transform of the AQD
function, that is,

FlG g, ey (D))

o0
— / dt e*iwl
—0o0

oo
x/ dAS; e GtDAs ST (A g))

o0

—on f dAS) 8[w — (&) — £)AS] P AS)),

o0

(C2)

where we used that

(o]
dt e—lo—G{=5)ASIE

1
Sloo — (¢ — 1) AS)] = Ef

—00

Using in Eq. (C2) the delta function property

8o — (& —¢)AS] = =zl
1 1

we have the following result for the Fourier transform of the

AQD function
27'[ {AS} ( w >
——p - . (C3)
o=l \g—¢

The last step for obtaining the Fourier transform of the self-
spin coherences and the AQD contribution is to calculate the
Fourier transform of the product of a complex exponential
function with the AQD function, which can be calculated us-
ing the convolution*® of the Fourier transforms (C1) and (C3),
as follows:

S[AS) — /(5] — &),

FilG (D) w) =

ﬁ{efi(grg'/)sz"tcgl,q )} w)

1 o
= 5 Fle TN @) ¢ Fl G (OH@)
2 [ sto - — @ - 5.
=T w — - - zz
16— &l S b

9 ()
o\ -g

2z (AS) (w—(ff—§1)5z1>
&—& ’

C4
|§1/_§1|P1 (C4)

where A(w)*B(w) is the convolution between the functions A
and B, and we used in (C4) that

3[o — o' — (& = ¢)Sz] = 8{o — [0 — (] — §)Se 1}

APPENDIX D: RELATIONSHIP BETWEEN THE
DECOHERENCE FUNCTION AND THE DISTRIBUTION
PROBABILITY FUNCTION

In order to gain insight into the relationship between the
decoherence function and the distribution probability function
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pi, we use that, as shown in Eq. (41), the decoherence func-
tion is the result of a superposition of complex exponential
functions weighted by a distribution of their frequencies. Such
kind of superposition can be generically expressed as follows:

Pi(Aé‘i’ z, 7:) = /dAl e_iACiyAi(t,t)A[ pi(Aiv Aé‘is t, 7:)’

(D1
with Ag; = ¢; — ¢/ and Y4, (¢, T) is some polynomial in ¢ and
7, the distribution of frequencies of the complex exponential
is determined by p;(A;, A¢;, t, T). The expression (D1) is a
general form for the different integrals in Eq. (41). Therefore,
we can use (D1) to extract conclusions about (41).

We consider that the spin system is coupled with an en-
vironment whose states belong to a continuous and dense
Hilbert space, where a distribution of the eigenvalues of
each complex exponential in Eqs. (41) and (D1) can be de-
fined. Besides, we suppose that such distributions have a gen-
eral bell-shape form around the mean value of the eigenval-
ues, converging to zero fast enough so that integrations in
Egs. (41) and (D1) can be extended to £o0.

Accordingly, we can observe that Eq. (D1) is the Fourier
transform on the variable A; of the function p;(A;, A¢;, t, T)
valued in Ag; Va, (2, T), that is

Pi(A{h t’ T)
= [Fa, {pi(Ai, AL, 1, DN @) ]a=ag s, 0,0)

400 A
= [/ dA; e Y pi(A;, AL t, 1')]

o0 a=AgVa; (1,7)

(D2)

Therefore, Eq. (41) is the Fourier transform over all the vari-
ables of p;, which is valuated in some polynomial in ¢ and/or
T multiplied by A¢; for each variable.
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