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Abstract: We propose a procedure to determine the spectral response of digital dispersive
spectrometers without previous knowledge of any parameter of the system. The method con-
sists of applying the Fourier transform spectroscopy technique to each pixel of the detection
plane, a CCD camera, to obtain its individual spectral response. From this simple procedure,
the system-point spread function and the effect of the finite pixel width are taken into account
giving rise to a response matrix that fully characterizes the spectrometer. Using the response
matrix information we find the resolving power of a given spectrometer, predict in advance its
response to any virtual input spectrum and improve numerically the spectrometer’s resolution.
We consider that the presented approach could be useful in most spectroscopic branches such as
in computational spectroscopy, optical coherence tomography, hyperspectral imaging, spectral
interferometry and analytical chemistry, among others.
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1. Introduction

Spectroscopy is a extremely sensitive measurement technique that has been applied to virtually
all fields of science and technology. In most cases, the usual choice for near UV, visible and near
infrared analysis are dispersive spectrometers. Spectrometer characterization, i.e. wavelength
calibration and resolution, ensures the correct operation of the device and provides its optical
performance. Wavelength calibration is easily performed using input light with well known spec-
tra, such as the light from a calibrated discharge lamp [1], tunable lasers [2], and the channeled
spectrum from a Michelson Interferometer [3–5]. In contrast, characterization of the spectral
resolution of spectroscopic systems is a more difficult and complex task. As a consequence,
commercial digital dispersive spectrometers operating in a wide spectrum range have spectral
resolutions roughly estimated. This is not an inconvenience for low resolution measurements
but it is no longer acceptable for high resolution applications such as Laser Induced Breakdown
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Spectroscopy [6], Spectral Interferometry [7] and Optical Coherence Tomography [8].
The spectral resolution of spectroscopic systems can be determined by means of the Point

Spread Function (PSF). The spatial-PSF [9, 10] is the intensity spatial profile in the detector
plane corresponding to a single wavelength [11]. The dispersive element of a spectrometer (a
prism or grating), maps input signals of different wavelengths to specific spatial locations in the
detector plane. Therefore, each detection point receives a finite spectral contribution dependent
on the spectrometer’s dispersion and the extension of the spatial-PSF. The spectral intensity
arriving at each point is called the spectral-PSF [9, 10]. The challenge in the characterization
of digital dispersive spectrometers is to obtain the spectral-PSF with very high accuracy and to
take into account the effect of the pixel width. The combination of both effects gives rise to the
spectral response of the spectrometer.

Different methods have been proposed to determine the PSF in spectroscopic systems. Di-
rect methods involve the measurement of the spatial-PSF by grating scanning [12] or by using
the output light of a monochromator [13], while the spectral-PSF has been measured by spec-
trum analysis at every pixel in the detector array using a secondary spectrometer [9, 10, 14]
or a tunable laser [15, 16]. While the first three methods are not very accurate, the last one
involves the use of tunable lasers which are expensive, require calibration and are limited by
the tuning range. The most important indirect approach is based on low coherence (white light)
interferometry [17–21] for the determination of monochromator’s spectral-PSF. In this method,
the monochromator is illuminated with a sinusoidally modulated spectrum from the output of
a Michelson or a Fabry-Perot interferometer. The contrast of the spectrogram gives rise to the
Modulation Transfer Function (MTF) from which the spectral-PSF is obtained via the Fourier
Transform (FT). This last relation is valid only when the Optical Transfer Function (OTF) is
real and positive, but in most of the cases this assumption is taken for granted without proper
verification. The indirect approach has also been extended to digital dispersive spectrometers.
In [22], a Gaussian spectral-PSF model was introduced and has been employed to find disper-
sion properties of materials [23–27] and material thickness [28,29] involving the use of Spectral
Interferometry. By other side, a Gaussian model for the spatial-PSF that takes into account the
pixel width was proposed in [11]. This last model has been used to explain the visibility roll-
off in Optical Coherence Tomography [30]. Even if these approximations worked well in some
cases they can not be generalized to all spectrometers since its spatial and spectral-PSFs could
depart from a Gaussian function. This clearly shows that the spectral response should be found
experimentally in each individual element of the detection array to get a full insight of a partic-
ular digital dispersive spectrometer.

In this work, we apply the Fourier Transform Spectroscopy (FTS) technique to determine
the spectral response at each pixel of a digital dispersive spectrometer. The proposed method
is low cost, provides arbitrarily high spectral resolution, characterizes the spectrometer in its
working configuration, does not require previous knowledge of the device’s optical elements
and it provides a full description that incorporates the effects of misalignment, aberrations and
finite pixel width. These advantages make our proposal very attractive for a broad range of
spectroscopic applications.

2. Experimental method and setup

A digital dispersive spectrometer is schematically represented in Fig. 1. This is a 4f system
with an entrance slit on the Object Plane, a CCD or CMOS camera on the Image Plane and a
grating on the Fourier Plane. The FTS technique applied to each pixel of the detector array is
performed by means of a Michelson interferometer with a movable mirror located in front of the
spectrometer, as Fig. 1 shows. A time delay, τ, introduced by moving one of the mirrors with a
linear stage motor, provides a sinusoidally modulated spectrum at the input of the spectrometer.
One recorded image for a fixed τ, and the corresponding normalized intensity profile are shown
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in the Inset 1 of Fig. 1. Notice that in the arrangement a broad bandwidth source 350-700 nm
is used as the spectrometer’s source. The temporal signal registered by one individual pixel as
a function of τ is shown in the Inset 2 of Fig. 1. The Fourier Transformation of this temporal
signal yields the spectral response at each detection element, whose shape and form is dictated
by both the spectral-PSF and the pixel width. The collection of all the pixel responses gives us
the Response Matrix, whose rows are pixels, columns are frequencies (wavelengths) and the
values spectral intensities. The Response Matrix fully characterizes the spectrometer.
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Fig. 1. Experimental setup to characterize a digital dispersive spectrometer. The Michelson
Interferometer is used to illuminate the spectrometer with a time dependent interference
pattern. Inset 1: photograph recorded by the camera and its normalized intensity profile.
Inset 2: temporal signal recorded by an individual pixel as a function of the time delay. The
Fourier transformation of this signal is the spectral response at each pixel, that represents a
column vector in Fig. 2(b).

It is well known that FTS technique applied to the visible and UV spectral regions is very sen-
sitive to small perturbations such as vibrations and temperature gradients. These perturbations
slightly modify the carrier of the temporal signal registered by each pixel, producing catas-
trophic and unreal effects on the spectrum after Fourier transformation. Applying the FTS tech-
nique directly requires highly isolated conditions that reduces the applicability of the proposed
approach. In order to overcome this limitation, and be able to work in a non-isolated environ-
ment, the FTS technique should be adapted to our experiment. In virtue that each pixel receives
a symmetric and narrow spectral bandwidth (demonstrated below), the pixel’s temporal signal
consists on a symmetric envelope, the |OTF|, with a constant carrier frequency. The absence of
frequency chirp in the oscillatory part of the signal implies that the OTF is real. Then, this func-
tion is obtained from the |OTF| assigning a sign change every time the |OTF| intercepts the zero

                                                                                                     Vol. 25, No. 4 | 20 Feb 2017 | OPTICS EXPRESS 3225 



value. Taking into account that the OTF is insensitive to small perturbations while the carrier
frequency is extremely sensitive, it is convenient to analyze each part of the signal separately.
Once this has been done, the complete temporal signal at each pixel is obtained assigning the
corresponding carrier frequency to its OTF. The Fourier Transform of this signal gives the same
results than directly applying the FTS technique with the advantage of reducing the isolation
constrains significantly and hence the cost of the device.

In order to determine the Response Matrix, first we must find the carrier frequency, ν (x) ,
associated to each pixel position, x, which is known as the calibration curve. To this aim, we
analyze the interference in the spectral domain of two beams emerging from the Michelson
Interferometer for a time delay τ, following the method proposed in [3,4]. The intensity profile
at the camera, S (x , τ), is:

S (x , τ) = I[ν (x)] {1 + f [ν (x) , τ] cos (4πν (x) τ)} (1)

where I[ν (x)] is the broad bandwidth input source and f [ν (x) , τ] is the fringe visibility due
to the PSF and the effect of the finite pixel width. Function f [ν (x) , τ] evaluated at pixel x is
the OTF for that pixel as a function of time τ. The argument φ(x) in the oscillatory part in Eq.
(1) is found from the normalized intensity profile shown in the Inset 1 of Fig. 1 just taking the
acos (.) and then unwrapping. By this procedure the carrier frequency ν(x) = φ(x)/(4πτ) at
each pixel of the camera is obtained without interpolation or fitting techniques. We choose τ
for calibration instead of fitting φ(x) to discrete spectral values, as proposed by [3], because it
can be accurately measured in our experiment. Our approach needs only a known spectral line,
i. e. a He-Ne laser, to provide the offset adjustment by associating a known frequency to a fixed
pixel position.The two approaches give very similar results. The accuracy of the procedure to
find the calibration curve will be checked in the next section.

3. Response matrix of digital dispersive spectrometers

We measure the Response Matrix of three digital dispersive spectrometers possessing different
spectral response regimes. To describe these regimes, we employ diffraction theory to find the
PSF for a perfectly aligned aberration free system:
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∣
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where rect(.) and sinc(.) are the usual rectangular and sinc functions that represent the slit
image and the FT of the grating pupil. Parameters a, b, f1, f2 and Λ are the slit width, the
grating width, focal length of lens 1 and 2, and the grating period, respectively, and ⊗ is the
convolution operation. The spectral intensity of the light source has been considered constant in
Eq. (2) since it varies slowly in the spectral response range of each pixel. The spectral response
regimes can be derived attending to which convolving function dominates in Eq. (2). In this
way, the PSFs approximately behave as
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when the slit image dominates, as
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when the FT of the grating pupil dominates and as the general case Eq. (2) for similar con-
tributions. In this work we adjust a and b experimentally to obtain the OTFs for each of the
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three behaviors mentioned above. Since the OTF is linked to the spectral-PSF via the Fourier
Transform, spectrometers S1-S3 are designed to follow a temporal signal that match the FT’s
shape of Eqs. (3), (4) and (2), i. e. sinc(.), tri(.) and FT

[

Eq. (2)
]

, respectively. The tri(.) is the
usual triangular function. The slit and grating width that experimentally satisfy these temporal
behaviors are shown in Table 1. The common parameter values for the three spectrometers are:
grating of 300 lines/mm; f1 = 15 cm and f2 = 7.5 cm. The three spectrometers are made
from the same optical setup in Fig. 1 varying the slit and grating width values. The slit width
is changed with an adjustable slit, while the grating width is changed using an adjustable iris
located at the Fourier Plane, placed in physical contact with the grating.
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Fig. 2. OTF registered by each pixel of the camera, (a)-(c), for spectrometers S1-S3, respec-
tively. Response Matrix and a zoom around pixel number 600, (d)-(f), for spectrometers
S1-S3, respectively. The Response Matrix is calculated by Fourier transforming the OTF at
each pixel and centering the spectrum to its carrier frequency. The vertical and horizontal
arrows indicate the cross-section directions in Fig. 3 (OTFs and the spectral response) and
in Fig. 5 (spatial response), respectively.

The experimental results for the three spectrometers are shown in Fig. 2. Figures 2(a)-2(c)
represent the OTF registered by each pixel of the camera as a function of τ for S1-S3, respec-
tively. Figures 2(d)-2(f) show the Fourier Transformation of the OTF evaluated at each pixel
and centered at its carrier frequency, i.e. the Response Matrix. In Figs. 2(e)-2(f) the matrix re-
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Table 1. Slit and grating width for the three spectrometers, S1-S3.

Spectrometer a (mm) b (mm)
S1 0.24 25
S2 0.02 2
S3 0.02 25

sponse comprises a thin central lobe clearly visible in the online version. The inset in the upper
corner on these figures helps to visualize the spectral response of the spectrometers for a few
CCD pixels. By this simple procedure the spectral response at each detection element is found
with a precision of ∼ 0.04 nm. This value is the spectral increase between consecutive points
in Figs. 3(b), 3(d) and 3(f). Since this value is inversely proportional to the temporal signal
length (not shown at full length in the figure), the precision to determine the spectral response
of the spectrometer can be increased by just measuring a longer time delay. It is important to
note that the spectrometer, as a whole, acts a “Black Box” for the proposed procedure. In this
sense, the Response Matrices are completely general, found without a previous knowledge of
any parameter of the system.
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Fig. 3. Figures (a), (c) and (e) are the OTFs corresponding to the vertical cross-sections of
Figs. 2(a)-2(c), respectively. Figures (b), (d) and (f) are the spectral response corresponding
to the vertical cross-sections of Figs. 2(d)-2(f), respectively. The cross-sections are evalu-
ated at the positions pointed by the vertical arrows in Fig. 2. The color lines in the figure are
correlated with the color arrows in Fig. 2. The spectrum is analyzed around wavelengths
λ =486.1 nm, 532.0 nm and 632.8 nm.

The vertical cross-sections pointed by the vertical arrows in Fig. 2 are shown in Fig. 3 for
the three spectrometers. Figures 3(a), 3(c) and 3(e) are the OTFs for S1-S3, while Figs. 3(b),
3(d) and 3(f) are the spectral responses for S1-S3, respectively. The cross-sections are centered
around wavelengths λ =486.1 nm, 532.0 nm and 632.8 nm. It can be seen that the experimen-
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tal OTFs for S1 and S2 clearly resemble the sinc(.) and tri(.) functions and its corresponding
spectral responses follow the |rect(.) |2 and |sinc(.) |2 functions, in accordance with the spectrom-
eter’s design. The experimental results in Figs. 3(b) and 3(d) indicate that the method recovers
the fine details of the spectral response, i.e., the local maximum and minimum on top of the
rectangular shape for S1, and the secondary maximum and minimum of the |sinc(.) |2 function
for S2.

In order to validate the theoretical PSF model, we compare the spatial extension of the con-
volving functions in Eq. (2) using the values given in Table 1. To this aim, we define the spatial
width relation α = Wrect/Wsinc = a b/ (0.88 λ f1), where Wrect and Wsinc are the FWHM of
Eqs. (3) and (4), respectively. The α-values evaluated at λ = 500 nm are α1 = 90, α2 = 0.6
and α3 = 7.5 for S1-S3, showing that the dominant term in Eq. (2) is clearly the slit image for
S1 and S3, while for S2 the slit image and the FT of the grating pupil have similar contribu-
tions. These results contradict the experimental behavior found in Figs. 2-3, in which the slit
image dominates in S1, the FT of the grating pupil dominates in S2 and both have the same
contribution in S3. We conclude that the simplified model Eq. (2) is incomplete since it does
not consider the effect of the pixel width and the assumption of a perfectly aligned free aberra-
tion spectrometer is not satisfied. Moreover, in none of the cases analyzed in this work does the
spectral-PSF, nor the spatial-PSF, have a Gaussian response as it is usually assumed. Taking this
into account and realizing that the system imperfections are very tricky to account theoretically,
it is mandatory to find experimentally the Spectral Response of digital dispersive spectrometers
for a proper description of the device.
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Fig. 4. Resolving power for the three spectrometers evaluated at each pixel of the camera.
The curve for S1 has been magnified for easy viewing.

According to the generalization of the Rayleigh criterion, the resolving power, R, of a digi-
tal dispersive spectrometer evaluated at each pixel xi is R(xi ) = λc (xi )/λFWHM (xi ), where
λc (xi ) is the central wavelength at xi determined by the calibration curve and λFWHM (xi ) is
the FWHM of the spectral response at xi . The resolving power as a function of the pixel number
for the three spectrometers is shown in Fig. 4. It can be seen that S1, with an approximated con-
stant value λFWHM (xi ) has a resolving power proportional to the wavelength (and to the pixel
number), while S2, whose λFWHM (xi ) value is proportional to λc (xi ) has an approximately
constant R dependence. The behavior for S3 is not easily deduced due to a more complex spec-
tral response. Nevertheless, the detailed information given by R is crucial for high resolution
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spectroscopy in which the spectrometer can have local variations in the resolving power. Even
in the case of S2, whose behavior approximates to an ideal spectrometer, the spectral response
is not constant for all pixels as it is presupposed for most commercial spectrometers. Moreover,
according to the classical text books, the R value is found as the product of the grating frequency
in lines/mm, times the grating extension in mm, giving a wrong result R = 600 for S2. These
results support the necessity of finding R experimentally.
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Fig. 5. Comparison of the horizontal cross-sections of Fig. 2, blue lines, with the image
recorded directly by the camera, red lines, under quasy-monochromatic illumination. The
cross-sections are indicated by the horizontal arrows in Fig. 2, corresponding to λ =486.1
nm, 532.0 nm and 632.0 nm. The quasy-monochromatic sources are the spectral line of a
hydrogen discharge lamp centered at 486.1 nm, a solid state laser emitting at 532.0 nm and
He-Ne laser emitting at 632.8 nm. Figures (a)-(c) are the results for S1, Figs. (d)-(f) for S2
and Figs. (g)-(i) for S3.

In Fig. 5 we check the validity of the approach comparing the spatial responses found by the
Response Matrix and by an alternative method. Blue lines in Fig. 5 are the horizontal cross-
sections of the Response Matrix (the spatial response) evaluated at λ =486.1 nm, 532.0 nm and
632.8 nm. These positions are indicated by the horizontal arrows in Fig. 2. Figures 5(a)-5(c)
show the cross-sections for S1, while Figs. 5(d)-5(f) and Figs. 5(g)-5(i) show the cross-sections
for S2 and S3, respectively. We compare these results with the intensity profiles registered
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by each spectrometer under quasy-monochromatic illumination. Each quasy-monochromatic
signal is also the spatial response for that wavelength. Red lines in Fig. 5 correspond to the
spectral line of a hydrogen discharge lamp (486.1 nm), a solid state laser (532.0 nm) and a
He-Ne laser (632.8 nm). These three light sources can be considered monochromatic since the
FWHM of their spectral lines is much smaller than the resolution of any of the spectrometers
analyzed. The shape, width and position measured by the two methods are in good agreement,
demonstrating that our procedure works properly. The results in Fig. 5 also show that the three
spectrometers have a symmetric spatial response. Taking into account that a narrow symmetric
spectral response leads to a symmetric spatial response for linear dispersion spectrometers we
conclude that the assumption of spectrum symmetry is fully satisfied. Even in the case in which
this condition is not met the proposed method still applies, but in this hypothetical case the OTF
is complex giving rise to a temporal signal with non-constant carrier frequency. The oscillatory
part of the signal should be carefully measured to obtain the imaginary part of the OTF. To this
aim, a proper setup isolation or a reference laser line would be necessary to take into account
the slight variations in the mirror displacement. This last solution is commonly used in infrared
Fourier Transform Spectroscopy [31]. Fortunately, the condition of symmetry is satisfied in
most spectrometers.

In addition, the experimental results in Fig. 5 confirm the validity of the method employed to
find the calibration curves. The maximum discrepancy in the spatial position is one pixel, which
is the best precision that can be reached for the wavelength calibration method. This limitation
comes from the accurateness in finding the He-Ne peak’s intensity used for the calibration pro-
cess, which is one pixel. According to the spectrometer dispersion, one pixel error corresponds
to a maximum wavelength error of ∼0.2 nm for the whole spectral range. This is a very good
result compared to standard methods.

4. Resolution enhancement

The Response Matrix can be employed to calculate the signal on the CCD camera for a partic-
ular input spectrum. To do so, we perform the matrix operation S = I · RM, where the output
signal S is a N-dimension row vector, the input spectral intensity I is a M-dimension row vector
and RM is the NxM dimension Response Matrix of the spectrometer. In the notation, N is the
number of camera pixels and M is the number of discretization points of the spectral response.
For simplicity the quantum efficiency of the sensor array is considered constant for all pixels.
The mathematical calculation of S is straightforward, allowing us to estimate the spectrometer
performance for any input spectrum before to carry out any experiment. We will show this when
discussing Fig. 6. The Response Matrix can also be employed to increase numerically the resolu-
tion of the spectrometer, as demonstrated in [32] and in Computational Spectroscopy [9,10,15].
Accordingly, we should obtain RM−1 for M = N or the generalize inverse matrix of RM
for M � N . Here, we propose an alternative method appropiate for spectrum analysis of light
sources with a few spectral lines that allows us to determine the lines width and central positions.
This procedure is specially suitable for laser emmision and spectral displacement measurement
of known spectral lines due to doppler effect. Let us define the Root Mean Square Difference,
Δ:

Δ (a1 , a2 , ..., an ) =
1
N

√
√
√
√ N∑

i=1

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝
S(xi ) −

M∑

j=1

I (λ j , a1 , a2 , ..., an )RM (λ j , xi )

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

2

(5)

that quantifies the difference between the experimental signal measured by the spectrometer,
S(xi ), and the signal composed using RM and the input spectrum I (λ j , a1 , a2 , ..., an ). The ai

values, that minimize Δ determine the best input spectrum that approximates more closely to
the real input spectrum. Variable xi is the spatial position of pixel number i. It is convenient
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to use input spectrum functions with physical meaning, such as Lorentzian or Gaussian if, for
example, the light emitted comes from a discharged lamp or a laser. In this case the parame-
ters ai determine the relative intensity, width and central wavelength of each spectral line. We
employ the medium resolving power spectrometer, S2, to demonstrate a substantial improve-
ment in its spectral resolution. Two examples are investigated: the spectrum of a solid state
laser with FWHM close to the spectral resolution of S2, and the Sodium D-lines with a doublet
spectral separation also close to the spectral resolution of S2. The input spectrum functions, the
parameter values that minimize Δ, and the value Δ are summarized on Table 2.

Table 2. Test spectrum parameters.

Laser Sodium D-lines

I = A0exp
[

− (λ − λ0)2 /δλ2
]

I =
2∑

i=1
Aiexp

[

− (λ − λ i )2 /δλ2
]

A0 = 1 A1 = 1; A2 = 0.72
λ0 = 642.10 nm λ1 = 589.03 nm; λ2 = 589.63 nm
δλ = 0.35 nm δλ = 0.033 nm
Δ = 0.006 Δ = 0.004
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Fig. 6. Resolution enhancement results for spectrometer S2. Image recorded by the camera,
blue lines, and the composed signal using the RM and the best input spectrum, red lines,
for the laser (a) and the Sodium D-lines (b). Best input spectrum, black lines, and the
experimental results expressed in wavelengths by means of the calibration curve, blue lines,
for the laser (c) and the sodium D-lines (d).

Blue lines in Fig. 6(a)-6(b) are the signals recorded directly by the camera, while red lines
are the composed signals using the I · RM operation. There is an optimal fitting between the
two sets of lines. Blue and black lines in Fig. 6(c)-6(d) are the experimental results and the best
input spectrum, I, respectively. For proper comparison the blue lines in Fig. 6(c)-6(d) have been
expressed in wavelengths instead of pixels by means of the calibration curve. The results for
the laser show that the FWHM = 2

√
ln 2δλ = 0.58 nm for the best input spectrum is smaller

than the one measured directly, FWHM = 0.9 nm. This fact should be taken into account
in order to determine spectral line widths. Otherwise, the coherence length of lasers or other
light sources may be sub-estimated. When analyzing the sodium doublet, the S2 spectrometer’s
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Resolving Power evaluated at λ = 589 nm is R = 890, giving a spectral resolution of 0.7 nm,
similar to the tabulated spectral separation of the sodium doublet. Therefore, the spectrometer
itself is in the limit to distinguish the doublet without any numerical treatment. The spectral
separation lies within 0.4 nm and 0.8 nm by simple inspection of Fig. 6(d) and 0.60 ± 0.04 nm
using our procedure. The precision value 0.04 nm is the increment between two consecutive
spectral points in RM, which can be enhanced just by measuring longer temporal signals or
using interpolation. We estimate the FWHM ∼ 0.055 nm for each spectral line. It is in fact
the upper limit for the FWHM, since smaller values give identical results for Δ. The values
obtained for the Sodium are in accordance with the results in [33]. We would like to highlight
that the exact position of each line differs slightly from the real one due to the one pixel error
in the calibration curve, which is of the order of 0.2 nm, as discussed earlier. In summary, a
low resolution spectrometer (R=890) can be improved by a factor 16x (R = 589nm/0.04nm =
15000) using our procedure. The spectral separation of close spectral lines as doublets and
triplets, the FWHM of spectral lines, small spectral displacements due to Doppler Effect, and in
general, fine spectral details, can be elucidated easily by employing the Response Matrix of the
spectrometer.

5. Conclusions

We have proposed and demonstrated a useful procedure to determine the spectral response of
digital dispersive spectrometers, the Response Matrix, that does not require a previous knowl-
edge of the system parameters. The method takes into account the behavior of all the optical
elements that compose the spectrometer including the effects of small misalignment, lens aper-
tures, aberrations, optical imperfections and pixel width -all of them phenomena very tricky to
determine properly. It can be said that the spectrometer, as a whole, acts as a “Black Box” for
the proposed procedure. We showed that the spectrometer’s spectral response in the range 350-
700 nm can be determined with a precision of ∼ 0.04 nm. This value can be easily improved by
just measuring longer temporal signals, opening the door to the characterization of very high
resolving power dispersive spectrometers. It is also demonstrated that the Response Matrix can
be employed to boost low resolving spectrometers to meet higher performance capabilities. For
instance, we have shown how a spectrometer with R ∼ 890 can resolve fine spectral details
corresponding to R ∼ 15000, such as the sodium doublet separation and the upper limit of the
spectral FWHM of each spectral line, which is 0.055 nm. The procedure described in this work
makes our proposal attractive for a broad range of spectroscopic applications.
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