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Abstract

We consider different ergodic averages and estimate the measure of the set of
points in which the averages apart from a given value. The cases considered are
empirical measures of cylinders in symbolic spaces and averages of maps given a kind
Lyapunov exponents, in a such spaces. Besides we obtain bounds for the fluctuations
of ergodic averages from amenable action groups. The bounds obtained are valid
for any ¨time¨, not only, like in case of large deviations, for asymptotic values.

Keywords: ergodic averages, bound estimators, empirical measures

1 Introduction

In [3] was estimated the entropy of a ¨sample¨ x0, x1, ..., corresponding to a discrete-time

ergodic process {Xn : n ∈ N} , i.e. Xn = X ◦fn, where f is an ergodic measure-preseving

transformation and X is a measuble function. The problem is analyzed in the setting of

symbolic dynamical systems and so any sample may be seen as an element of symbolic

space (Σ, σ) of infinite sequences in a finite alphabet Ω and with σ : Σ → Σ the usual shift.

The so called “plug-in estimator” is related to the frequency of a sequence y0y1...yk−1 in a

block sample x0 x1...xn−1 ∈ Ωn, extending the block sample to a periodic sequence x = x0

x1...xn−1x0 x1...xn−1... ∈ Σ, the plug-in can be considered as a σ−invariant measure

in Σ. In [3] are estimated the fluctuations of the entropy of the plug-in for a class a

Gibbs measures associated to real-valuated maps on Σ. The main tool for the estimates

is a theorem for separately Lipschitz n−variable functions Φ : Σn → R proved in [5].

Separately Lipschitz means that
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Lipj (Φ) := sup
x(o),...,x(n−1)∈Σ

sup
x(j) �=y(j)

∣∣Φ (
x(0), , , x(j), ...x(n−1)

)− Φ
(
x(0)., , , y(j), ...x(n−1)

)∣∣
d (x(j), y(j))

<∞,

(1)

for any j = 0, 1, ..., n− 1.

Theorem A [5]: If ϕ : Σ → R is a potential which has a Gibbs measure μϕ and Φ is

a separately Lipschitz function of n−variables then holds:

∫
exp

[
Φ
(
x, σx, ..., σn−1x

)]
dμϕ (x) ≤

exp

[∫
Φ
(
y, σy, ..., σn−1y

)
dμϕ (y)

]
exp

[
D

n−1∑
j=0

Lip2
j (Φ)

]
,

where D is a constant depending only on ϕ. In [3] were proved the following estimations,

as corollaries of the above formula:

μψ

({
x : Φ

(
x, σx, ..., σn−1x

)− ∫
Φ
(
y, σy, ..., σn−1y

)
dμϕ (y) > α

})
≤

≤ 2 exp

⎡⎢⎢⎢⎣ α2

4D
n−1∑
j=0

Lip2
j (Φ)

⎤⎥⎥⎥⎦
(2)

and

μψ

({
x :

1

n

n−1∑
i=0

ϕ
(
σi(x)

)− ∫
ϕdμψ > α

})
≤ exp(Bαn2), (3)

where μψ is the Gibbs state for the potential ψ and B is a constant depending on D and

ϕ.

The variance of Φ can be bounded by

V ar (Φ) :=

∫ (
Φ
(
x, σx, ..., σn−1x

)− ∫
Φ
(
y, σy, ..., σn−1y

)
dμϕ (y)

)2

dμϕ (x)

≤ 2D
n−1∑
j=0

Lip2
j (Φ) (4)
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In some cases instead of function defined on Σn can be considered maps of n−variables

Φ defined on Ωn, in this case instead of Lip is taken the oscillation in each coordinate

δj (Φ) := sup
x0,...,xn−1∈Σ

sup
xj �=yj

|Φ (x0, ..., xj , ..., xn−1) − Φ ( x0, , , yj, ..., xn−1)| .

The earlier results are valid with δj instead of Lipj [3].

In this article we shall consider ergodic averages which can be estimated by the above

result, i.e. by mean of adequate functions Φ defined accordingly to the problem. We also

work in situations more general than symbolics, specifically we consider amenable action

groups and analyze fluctuations of Lindenstrauss ergodic averages[6].

2 Previous definitions and notations

Let (Σ, σ) be the symbolic space of infinite sequences in a finite alphabet Ω and with

σ : Σ → Σ the Bernoulli shift (σx)n = xn+1. This space can be endowed with the metric

dt (x, y) = tN , where t ∈ (0, 1) andN = max
{
j : xj = yj, 0 ≤ j < N

}
.More generally

can be introduced metrics in Σ in this way:

let x ∧ y be the common prefix of x and y and N the unique integer such that

xj = yj, 0 ≤ j < N and xN �= yN . Let ψ :
⋃
n≥0

Ωn → R be a non-increasing map such

that lim
n→∞

ψ (x0, ..., xn−1) = 0. Thus

d (x, y) = ψ (x ∧ y) ,

is a metric in Σ[4]. When ψ = tN , is obtained the metric dt.

A map f : X → X with a compact metric space is conformal if the function a : X →
[0,∞) defined by

a(x) = lim
y→x

d(f(x), f(y)

d(x, y)
(5)

is continuous. When 0 < a(x) < ∞, for any x, it says that f is without critical points

nor singularities.

If X is a Riemannian manifold then f is said to be conformal if

‖Df(x)‖ = a(x)I(x) where I is an isometry of X.

If x = x0 x1...xn−1... ∈ Σ, then by [x]n will be denoted the truncation to its first

n−symbols, the cylinder of length n containing x is
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Cn (x) = {y : [x]n = [y]n} . The entropy of a measure ν is

h (ν) = lim
n→∞

⎡⎣− ∑
[x]n∈Ωn

ν (Cn (x)) log ν (Cn (x))

⎤⎦
and holds h (ν) ≤ log Ω.

For conformal maps in metric spaces Climenahaga[4] gave a special a definition of

Lyapunov exponents

λ (x) = lim sup
n→∞

1

n

n−1∑
i=0

log
(
a
(
f i(x)

))
λ (x) = lim inf

n→∞
1

n

n−1∑
i=0

log
(
a
(
f i(x)

))
,

where the limit exists when is verified the condition of temperated contraction[4]. The

Lyapunov exponent of the measure ν is

λ (ν) =

∫
λ (x) dν.

In the case of symbolic spaces the map a can be defined as

a(x) = lim
y→x

d(σ(x), σ(y)

d(x, y)
= lim

y→x

ψ(σ(x) ∧ σ(y)

ψ (x ∧ y) =
ψ (x1, ..., xn−1)

ψ (x0, ..., xn−1)
, (6)

where the case ψ = tN gives a(x) = t for any x and λ (x) = t.

Let x0 x1...xn−1 be a sequence in Ωn and y0 y1...yk−1 be a sequence in Ωk. From x0

x1...xn−1 can be formed a periodic sequence xn = x0 x1...xn−1x0 x1...xn−1... ∈ Σ, now let

us consider the plug-in estimator

Ek (x0 x1...xn−1 : y0 y1...yk−1) =
1

n
card

{
j = 0, ..., n− 1 :

[
σjxn

]
k

= y0 y1...yk−1

}
. (7)

This estimator is related to the empirical frequency of the sequence y0 y1...yk−1 in the

sample x0 x1...xn−1. By M (X) is denoted the space of measures on the space X.Due to

the extension of the sample to an infinite sequence the plug-in can be seen as empirical

measure
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En (x) =
1

n

n−1∑
i=0

δσix ∈ M (Σ) ,

where δ is the point-mass measure. If y0 y1...yk−1 is the k−truncation of a sequence

y ∈ Σ, then the plug-in (7) is seen as En (x) (Ck (y)) . For any ergodic measure ν holds

lim
k→∞

Ek (xn) (Ck (y)) = ν (Ck (y))

for any xn in a set of ν−measure one. By Ornstein and Weiss (see e.g.[8]) can be taken k

depending on n and setting Ek(n) (xn) and the limit with n→ ∞. In [7] were obtained large-

deviation results for empirical measures, in that article was described a large deviation

process for

ν ({x : Ek (x) ∈ K}) , with K ⊂ M (Σ) . Herein we analyze the measure of the fluctu-

ations
{
x : Ek(n) (xn)

(Ck(n) (y)
)− ν

(Ck(n) (y)
)
> α

}
, for any n.

For Lyapunov exponents in symbolic spaces we shall study the measure of the fluctu-

ations
1

n

n−1∑
i=0

log (a (σi(x)))−λ (x) , for any n, with a(x) defined in (6), this can be worked

out from (2). However, the bound depends on the variation of a(x), this value is contained

in the constant B in (3), and in case of using the metric dt recall that a is constant, so, for

our porposes, it must be considered another metrics from the map ψ as described above.

Of course in a more general situation than symbolics the techniques based on the

oscillation of separetely Lipschitz functions cannot be used. We consider here as a more

general situation amenable action groups and analyze the fluctuations of ergodic averages

from the action. Let us recall basic definitions in this setting:

Let (X, ν) be a measured space and Γ a locally compact groups acting on it, by mΓ is

denoted the Haar measure on Γ.A group Γ is amenable if for any compact K ⊂ Γ and

δ > 0 there is a set F ⊂ Γ such that

mΓ (FΔKF )

mΓ (F )
≤ δ.

A such set F is called (K, δ)−invariant. A sequence (Fn) , Fn ⊂ Γ, is a Følner sequence

if each Fn is (K, δ)−invariant, for any compact K ⊂ Γ and δ > 0 and

lim
n→∞

mΓ (FnΔKFn)

mΓ (Fn)
= 0.
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Any amenable group has a Følner sequence[6]. From the action (x, γ) → γx and for a

Følner sequence (Fn) can be defined an ergodic average, let ϕ : X → R and set

SFn,ϕ (x) =
1

mΓ (Fn)

∫
Fn

ϕ (γx) dmΓ(γ). (8)

When Γ = Z , Fn = {1, 2, .., n} and f : X → X obtains the usual ergodic average
1

n

n−1∑
i=0

ϕ (ix) , where ix = f i(x).

A sequence (Fn) of subsets of Γ is tempered if there is a constant C > 0 such that

mΓ

(
n−1⋃
k=1

F−1
k Fn

)
≤ CmΓ (Fn) .Any Følner sequence has a temperated subsequence[6].

An important result of Lindenstrauss[6] is that if ϕ ∈ L1 (X, ν) then SFn,ϕ (x) converges

to a Γ−invariant map ϕ, for any ν − a.e.x and when the action is ergodic the map is

constant ν − a.e., this generalizes the Birkhoff ergodic theorem.

In this article we shall estimate the measure of sets {x : SFn,ϕ (x) − ϕ(x) > α} .

3 Results

Theorem 1: Let (Σ, σ) be the symbolic space of infinite sequences in a finite alphabet

Ω, let ϕ : Σ → R be a map having an unique Gibbs state μϕ( for instance a H
..
older

continuous function) and θ ∈ (0, 1) , then for any n, y holds:

μϕ
({Ek(n) (xn)

(Ck(n) (y)
)− ν

(Ck(n) (y)
)
> α

}) ≤ exp

[
− α2n1−θ

4D logn

]
,

where D is the constant of the eq. (3) and with k(n) ≤ θ logn

2 log(cardΩ)
. Besides the variance

of Ek(n) is estimated by

V ar
(Ek(n)

(Ck(n) (y)
)) ≤ 2Dn1−θ log n.

Proof: Let Φ = Φy (x0 x1...xn−1) = Ek(n) (xn)
(Ck(n) (y)

)
. Now to obtain the bounds

we must estimate δj (Φ) . We have

Ek(n)

(Ck(n) (y)
) ≤ k(n)

n
and so

n−1∑
j=0

δ2
j (Φ) ≤ α2 log n2

4n (log(cardΩ))2
≤ α2

(
log nθ

)2

4n (log(cardΩ))2 ≤ nθ log nθ

n
. Hence



Bounds for estimators of ergodic averages 705

exp

⎡⎢⎢⎢⎣− α2

4D
n−1∑
j=0

δ2
j (Φ)

⎤⎥⎥⎥⎦ ≤ exp

[
− α2

4D logn
n1−θ

]
, and by the theorem A and its con-

sequence (eq. 3) we obtain the desired result. For the variance, in the same way, we

have

V ar
(Ek(n)

(Ck(n) (y)
)) ≤ 2D

n−1∑
j=0

δ2
j (Φ) ≤ 2Dn1−θ log n.

�
The next analysis is for Lyapunov exponents, we analyze the concentration of the

ergodic average of log(a(x)) around its μϕ−average, i.e. the Lyapunov exponent of μϕ,

recall that the Gibbs states are ergodic. The function a(x) is a map defined from a map

ψ :
⋃
n≥0

Ωn → R. Let ϕ : Σ → R be a continuous map, set

Vn,ψ(ϕ) = sup

{ |ϕ (x) − ϕ (y) |
ψ (x1, .., xn)

: xi = yi, i = 0, 1, ..., n− 1

}
. For the next result we

shall consider a map ψ such that

− ψ ≤ 1

− ψ (x ∧ y)= 1 when x0 �= y0.

− ψ (x ∧ y) ≥ ψ (σx ∧ σy) ≥ ... ≥ ψ (σn−1x ∧ σn−1y) , for any n.

Proposition 1: Let (Σ, σ) be the symbolic space of infinite sequences in a finite

alphabet Ω, let ϕ : Σ → R be a map having an unique Gibbs state μϕ. Let a(x) =

lim
y→x

ψ(σ(x) ∧ σ(y)

ψ (x ∧ y) and

Sn(log a(x)) =
n−1∑
i=0

log(a(σix)), then for any n

μϕ

({
x

1

n
Sn(log a(x)) − λ (μϕ)

})
≤ exp

[
− α2n

2D (Vn,ψ(log a(x)))2

]
.

Proof: Define

Φ
(
x, σx, ..., σn−1x

)
=

1

n
Sn(log a(x)) = log a(x) + log a(σx) + ...+ log a(σn−1x),

thus

Lipj (Φ) := sup
x,σx,...,σn−1x

sup
σjx �= �=σy

{ |log a(σjx) − log a(σjy)|
ψ(σ(x) ∧ σ(y)

}
,
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and so, by the conditions of ψ, we get
n−1∑
j=0

Lip2
j (Φ) ≤ n (Vn,ψ(log a(x)))2 . Now, again by

the consequence of theorem A, the conclusion of the proposition is obtained.

�
Finally we try to get concentration bounds for ergodic averages from amenable action

groups. Let Γ be an amenable group and let {F1, F2, ..., FN} be a temperated sequence

in Γ with constant C (definitions given in the earlier section). Recall that temperated

sequences can be obtained as subsequences of Følner sequences. Let F be a compact

subset of Γ, a collection F of subsets of Γ can be specified by sets Aj, such that FjAj ⊂ F,

j = 1, 2, ..., N, and

F = {Fja : a ∈ Aj, j = 1, 2, ..., N} .

Random subsets of Γcan be given by a measurable map

F : Λ → P (F) ,
where Λ is a probability space, which is called the sample space. In[6] are introduced the

norm

‖F (ω)‖ :=
∑

B∈F(ω)

mΓ (B ) ,

and the counting function �ω : Γ → N

�ω (γ) =
∑

B∈F(ω)

IB (γ) ,

where IB is the characteristic function of B.

Let Zn,α = ZFn,α = {x : SFn,ϕ (x) > α} where

SFn,ϕ (x) =
1

mΓ (Fn)

∫
Fn
ϕ (γx) dmΓ(γ).

The following proposition is like to the maximal ergodic inequality in [6], but without

taking supremum in SFn,ϕ (x).

Proposition 2: Let ν be a measure on X, and (Fn) ⊂ Γ, be a temperated sequence

of compact sets in Γ, (amenable with finite Haar measure). Then holds
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ν (Zn,α) ≤ M

α
‖ϕ‖1 ,

where M is a constant depending only on Fn.

Proof: Since Γ is amenable and each Fn is compact, can be found, for each n, a

compact set F̃n ⊂ Γ, such that if ε > 0 and

Gn = Fn F̃n then mΓ (Gn) ≤ (1 + ε)mΓ

(
F̃n

)
, we shall show that holds

∫
�Fn

IZn,α (γx) dmΓ(γ) ≤ M

α

∫
Fn

|ϕ (γx)| dmΓ(γ), for some M > 0. (9)

Let An,α =
{
γ ∈ F̃ : SFn,ϕ (γx) > α

}
, FnAn,α ⊂ F, and let F (ω) be a random col-

lection of subsets of F with counting function �ω. For a ∈ An,α we have

SFn,ϕ (ax) =
1

mΓ (Fn)

∫
Fn
ϕ (γax) dmΓ(γ) > α, and

αmΓ(FnAn,α) ≤ mΓ (Fna)

mΓ (Fn)

∫
Fn
ϕ (γax) dmΓ(γ). Thus if Δ is the modular function on

Γ defined by∫
ϕ (γ1γ2) dmΓ(γ1) =

1

Δ (γ2)

∫
ϕ (γ1) dmΓ(γ1), then

αmΓ(FnAn,α) ≤ Δ (a)
∫
Fn
ϕ (γx) dmΓ(γ) =

∫
Fna

ϕ (γx) dmΓ(γ). Then

α
∑
An,α

mΓ (FnAn,α) = α ‖F (ω)‖ ≤ ∑
B∈F(ω)

∫
B
ϕ (γx) dmΓ(γ).

By the Lindenstrauss covering lemma[6], we have

α
1

1 + C
mΓ (An,α) ≤ αE (‖F (ω)‖) , where E is the expectation value and C is the

constant for the temperated sequence

α
1

1 + C

∫
�Fn
IZn,α (γx) dmΓ(γ) = α

1

1 + C
mΓ (An,α) ≤ αE (‖F (ω)‖). Therefore

E

( ∑
B∈F(ω)

∫
B
ϕ (γx) dmΓ(γ)

)
= E

(∫
Fn

�ω (γ)ϕ (γx) dmΓ(γ)
)

=∫
Fn

E�ω (γ))ϕ (γx) dmΓ(γ) ≤ 2
∫
Fn

|ϕ (γx)| dmΓ(γ). So

∫
�Fn
IZn,α (γx) dmΓ(γ) ≤ 2

1

(1 + C)α

∫
Fn

|ϕ (γx)| dmΓ(γ), and the inequality (9) holds

with M =
2

1 + C
.

Then integrating on the whole X, with respect to the measure ν

ν (Zn,α) =
1

mΓ

(
F̃n

) ∫
X

(∫
�Fn
IZn,α (γx) dmΓ(γ)

)
dν (x) ≤
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M

α

∫
X

(∫
Fn

|ϕ (γx)| dmΓ(γ)
)
dν (x) =

M

α

mΓ (Gn)

mΓ

(
F̃n

) ∫
X
|ϕ (x)| dν (x) ≤ M

α
(1 + ε) ‖ϕ‖1 .

Since ε is arbitrary the result follows.

�

Definition: Let ν be a probability measure on X, the space L2 (X, ν) is formed by

the maps ϕ : X → R, such that

∫
X

|ϕ (x) − t|2 dν (x) <∞, for some t ∈ R.

As a metric in L2 (X, ν) can be taken

d2 (ϕ, ψ) =

√∫
X

|ϕ (x) − ψ (x)|2 dν (x)

.

Definition: Ameasure m on R has second finite moment if∫
R

(t− u)2 dm (u) <∞, for any t ∈ R.

Let us denote by M2 (R) to the set of measures in M (R) with second finite moment.

Let us consider, for any Følner sequence (Fn) , the empirical measures EFn,ϕ(x) ∈
M (R), given by

EFn,ϕ(x) (E) =
1

mΓ (Fn)
mΓ ({γ : ϕ (γx) ∈ E}) . (10)

In the classic case Γ = Z, Fn = {1, 2, .., n} and f : X → X obtains

En,ϕ(x) =
1

n

n−1∑
i=0

δϕ(f i(x)).

Definition: Let m ∈ M2 (R), the barycenter of m is the real numbert which mini-

mizes the map F (t) =
∫
R

(t− u)2 dm (u) .

For m ∈ M2 (R) such a minimum does exist[?]

Thus we have a map bar : M2 (R) → R, and holds

bar (EFn,ϕ(x)) = SFn,ϕ(x).
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By the Lindenstrauss ergodic convergence theorem for groups the sequence {bar (EFn,,ϕ(x))}
= {SFn,ϕ(x)} converges a.e. to a Γ−invariant map ϕ (x) .

A coupling of two measures m1, m2 ∈ M2 (R) is a measure λ ∈ M2 ( R2) which on

the first and second factor projects on m1, m2 respectively. The 2−Wasserstein metric

is defined as

W2 (m1, m2) = inf
λ coupling of

μ1,μ2∈M(R2)

√∫
R2

(t− u)2 dλ (t, u) ,

Lemma 1: Is valid

|SFn,ϕ(x) − SFn,ψ(x)| ≤W2 (EFn,ϕ(x), EFn,ψ(x)) .

Proof: We have

( t− SFn,ψ(x))2 ≤ ∫
R

(t− u)2 dEFn,ψ(x) (u) , integrating with respect to dEFn,ϕ(x) ob-

tains∫
R

(t− SFn,ψ(x))2 dEFn,ϕ(x) (t) ≤ ∫
R2 (t− u)2 dEFn,ϕ(x) (t) dEFn,ψ(x) (u) . Besides

( SFn,ϕ(x) − u)2 ≤ ∫
R

(t− u)2 dEFn,ϕ(x) (t) . Putting u = SFn,ψ(x) we get

( SFn,ϕ(x) − SFn,ψ(x))2 ≤ ∫
R

(t− SFn,ψ(x))2 dEFn,ϕ(x) (t) ≤∫
R2 (t− u)2 dEFn,ϕ(x) (t) dEFn,ψ(x) (u) .

Let λn(x) = EFn,ϕ(x) × EFn,ψ(x), thus

( SFn,ϕ(x) − SFn,ψ(x))2 ≤ inf
∫
R2 (t− u)2 dEFn,ϕ(x) (t) dEFn,ψ(x) (u) = W2 (EFn,ϕ(x), EFn,ψ(x)) .

�
In a similar way can be proved the more general result

|SFn,ϕ(x) − bar(m)| ≤ W2 (EFn,ϕ(x),m) , for any m ∈ M2 (R) .

The objective is to study the fluctuations set {x : |SFn,ϕ(x) − ϕ (x)| > α} . We firstly

consider the case of when the map ϕ takes only finite values {t1, t2, ..., tk} . In this situation

the sequence {bar (EFn,,ϕ(x))} = {SFn,ϕ(x)} converges to a map ϕ (x) = bar (m(x)) , with

m(x) =
k∑
i=1

νx
(
ϕ−1 (ti)

)
δti ,
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with {νx} the ergodic decomposition of ν with respect to the action. In a more general case

any map can be approximated by functions taking finite values, so that the fluctuations

for general maps may be estimated by the bounds obtained for the case of finite values.

Theorem 2: Let ϕ : X → R taking values {t1, t2, ..., tk} , if ν ∈ M (X) then

ν ({x : |SFn,ϕ(x) − bar(m (x))| > α}) ≤ M

α2
‖Ψ‖1 ,

where Ψ (x) =
k∑
i=1

νx (ϕ−1 (ti)) (ϕ (x) − ti)
2 , and M = M(Fn) is the constant of the propo-

sition 2.

Proof: It is valid, by lemma 1 and proposition 2, that

{x : |SFn,ϕ(x) − bar(m (x))| > α} ⊂ {x : W2 (EFn,ϕ(x), m(x)) > α} ,

and

ν ({x : SFn,φ(x) > α}) M
α2

‖φ‖1 , for any function φ.

Thus

W 2
2 (EFn,ϕ(x), m(x)) ≤

∫
R2

(t− u)2 dEFn,ϕ(x) (t) dm(x) (u) =

∫
R

[
1

mΓ (Fn)

∫
Fn

(ϕ (γx) − u)2 dmΓ(γ)

]
dm(x) (u) . (11)

Let φu (x) = (ϕ (x) − u)2 , we have that if T : R → R then
∫
Tdm(x) =

∫
Td

(
k∑
i=1

νx (ϕ−1 (ti)) δti

)
,

therefore

∫
R

[
1

mΓ (Fn)

∫
Fn

(ϕ (γx) − u)2 dmΓ(γ)

]
dm(x) (u) =

=
1

mΓ (Fn)

∫
Fn

k∑
i=1

νx
(
ϕ−1 (ti)

)
φti (γx)2 dmΓ(γ).

Hence
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ν ({x : |SFn,ϕ(x) − bar(m (x))| > α2}) ≤ ν ({x : SFn,Ψ(x) > α2}) ≤ M

α2
‖Ψ‖1 , with

Ψ (x) =
k∑
i=1

νx (ϕ−1 (ti)) (ϕ (x) − ti)
2 .

�
For general maps ϕ : X → R, holds that for a given δ > 0, there is function ψ taking

finite values such that d2 (ϕ, ψ) < δ2, in fact this is valid for functions valued in general

separable spaces. Thus

{x : |SFn,ϕ(x) − SFn,ψ(x) | > δ} ⊂ {x : W2 (EFn,ϕ(x), EFn,ψ(x))) > δ} . We have

W 2
2 (EFn,ϕ(x), EFn,ψ(x))) ≤ ∫

R2 (t− u)2 dEFn,ϕ(x) (t) dEFn,ψ(x)) (u) =
1

mΓ (Fn)

∫
Fn

(ϕ (γx) − ψ (γx))2 dmΓ(γ). So

ν ({x : |SFn,ϕ(x) − SFn,ψ(x) | > δ}) ≤ M

δ2
‖φ‖1 , with φ (x) = (ϕ (x) − ψ (x))2 . Since

‖φ‖1 = d2
2 (ϕ, ψ) , is obtained that

ν ({x : |SFn,ϕ(x) − SFn,ψ(x) | > δ}) ≤Mα2, for arbitrary δ. Therefore the sequences of

the ergodic averages for ϕ and ψ asymptotically oscillate by at most δ, and where SFn,ψ(x)

converges a.e. . This means that SFn,ϕ(x) converges outside a set of negible measure to

an invariant function ϕ (x)

Now the fluctuations for SFn,ϕ(x) may be estimated by the bounds obtained for a

mesure which takes finite values and which approximates ϕ.
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