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Second-order magnetic critical points at finite magnetic fields: Revisiting Arrott plots
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The so-called Arrott plot, which consists in plotting H/M against M2, with H the applied magnetic field and
M the magnetization, is used to extract valuable information in second-order magnetic phase transitions. Besides,
it is widely accepted that a negative slope in the Arrott plot is indicative of a first-order magnetic transition.
This is known as the Banerjee criterion. In consequence, the zero-field transition temperature T ∗ is reported as
the characteristic first-order transition temperature. By carefully analyzing the mean-field Landau model used
for studying first-order magnetic transitions, we show in this work that T ∗ corresponds in fact to a triple point
where three first-order lines meet. More importantly, this analysis reveals the existence of two symmetrical
second-order critical points at finite magnetic field (Tc,±Hc). We then show that a modified Arrott plot can be
used to obtain information about these second-order critical points. To support this idea we analyze experimental
data on La2/3Ca1/3MnO3 and discuss an estimate for the location of the triple point and the second-order critical
points.
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I. INTRODUCTION

A full understanding of ferromagnetic materials nec-
essarily comprises basic knowledge about the underlying
paramagnetic-ferromagnetic phase transition. This refers to
questions about the order of the magnetic transition, the value
of the critical exponents, the behavior of the susceptibility
and entropy changes, etc. Among the possible questions the
most fundamental one could be what is the order of the phase
transition.

Classical textbooks [1–3] teach that the paramagnetic-
ferromagnetic phase transition induced by temperature at zero
external magnetic field is of second order. The magnetization
continuously changes with temperature, with M = 0 for T >

Tc and M > 0 for T < Tc, where Tc is the material’s specific
Curie temperature. The vanishing of the magnetization with
increasing temperature is characterized by the magnetization
critical exponent β governing the power-law behavior, M ∼
(Tc − T )β . Near Tc, the divergence of the susceptibility χ

is characterized by a susceptibility critical exponent γ as
χ−1 ∼ (T − Tc)γ . Furthermore, exactly at Tc the field-induced
magnetization follows M ∼ H 1/δ , with δ the field critical
exponent. On the other hand, for fixed temperatures below Tc, a
variation of the external magnetic field H leads to a first-order
transition when passing through H = 0; this is a transition
between two symmetric “up” and “down” magnetic states
characterized by a magnetization jump �M which vanishes at
Tc. Therefore, the magnetic phase transition is characterized
by a temperature-dependent first-order line at H = 0 which
ends in a second-order critical point at (T = Tc,H = 0).

A very useful tool to study the second-order magnetic
transition is the Arrott plot, developed more than 50 years ago
[4]. It originates from an expansion of the system’s free energy
in terms of the magnetization and consists of plotting the
isothermal magnetization data M(H ) as H/M against M2. In
the Arrott plot, finite magnetic-field data correspond to straight
lines which intercept the H/M = 0 axis at positive values of
M2

0 (T ) for T < Tc, with M2
0 (T ) → 0 when T → Tc, whereas

they intercept the M2 = 0 axis at χ−1
0 (T ) = (H/M)0 > 0 for

T > Tc, which vanishes at Tc. Therefore, this simple method
was first used to obtain values for the Curie temperature from
isothermal magnetization curves through the extrapolation of
M2(T ) and χ−1(T ) to zero. This approach can be shown to be
based on mean-field theory versions of the magnetic transition
(β = 1/2, γ = 1, and δ = 3) and was later generalized to the
Arrott-Noakes plot [5], which considers different values for
the critical exponents, i.e., different universality classes. The
Arrott and Arrott-Noakes plots have then been widely used
to investigate the second-order paramagnetic-ferromagnetic
phase transition [6–14].

Another commonly used tool, also related to the Arrott plot,
is the Banerjee criterion [15], which aims at experimentally
distinguishing between first- and second-order temperature-
driven magnetic transitions through the sign of the slope
of the H/M against M2 plot: a positive (negative) sign
indicates a second-order (first-order) phase transition. The
Banerjee criterion was originally inspired in the Bean-Rodbell
theory for first-order magnetic transitions [16]. Within this
theory a volume-magnetization coupling term is added to the
molecular field model which then results in the possibility of a
sign change for the fourth-order term of the magnetization
expansion of the free energy. As stated by Banerjee, this
method could provide a tool to distinguish first-order mag-
netic transitions from second-order ones by purely magnetic
methods [15]. Since then, the Banerjee criterion has been
widely used whenever indications of temperature-induced
first-order transitions were observed, in particular for metam-
agnetic isothermal magnetic-field measurements [17–21]. As
a drawback of the Banerjee criterion, it can be noticed that
while the (negative) slope is expected to increase continuously
with increasing temperature, as originally pointed out in
Banerjee’s work [15], this is not observed in most of the
experimental examples which use the criterion to propose
first-order transitions [21–24].

In the present work we use the Bean-Rodbell molecular-
field model to critically discuss the use of the Arrott plot and
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Banerjee criterion to study magnetic phase transitions. We
show that at zero magnetic field the H -T phase diagram has a
triple point joining three first-order critical lines, two of which
end in second-order critical points at finite magnetic fields.
We show then that a modified Arrott plot can be developed
to be used around the second-order critical point, which is
particularly useful to locate critical field and temperature
values. In order to illustrate the presented picture we analyze
experimental data for La2/3Ca1/3MnO3, an extensively studied
material showing a first-order magnetic transition at low
magnetic fields.

The paper is organized as follows. In Sec. II we introduce
the model free-energy density and how the Arrott plot and
the Banerjee criterion are usually derived and used to identify
first-order magnetic transitions. In Sec. III we present the full
phase diagram of the model, including the two symmetrical
second-order critical points. In Sec. IV we show how to
derive a modified Arrott plot close to the new second-order
critical points and discuss its relation with the traditional Arrott
plot. We next show in Sec. V magnetization measurements
of La2/3Ca1/3MnO3 supporting the presence of second-order
critical points at finite magnetic fields. Finally, Sec. VI
summarizes our work.

II. FREE-ENERGY MODEL

The simplest free-energy model capturing second-order
transition features is a Landau free-energy model obtained
from an expansion in terms of the order parameter, where the
coefficient accompanying the squared order parameter term
can change its sign with varying temperature. In order to induce
first-order characteristics, a strong variation of the coefficients
of higher order terms in the free-energy expansion should
be included. This has been originally achieved by introducing
magnetization-volume coupling in magnetic models [16,25] or
within metamagnetic transition models for itinerant-electron
systems [26].

In its simplest formulation, the molecular-field approxima-
tion captures the main features of mean-field paramagnetic-
ferromagnetic phase transitions, including the typical second-
order critical point and its critical exponents. Our starting
point to study first-order magnetic transitions is a modified
molecular-field approximation with a linear coupling between
the magnetization M and the specific volume V . This would
correspond to systems where there is an interplay between the
magnetic degrees of freedom and the crystal lattice leading
to magnetostrictive transitions. This model was originally
proposed and studied by Rodbell and co-workers [16,25].
Details of the model are included in Appendix A but we
describe here the main features to derive a Landau-type
free-energy density model.

Expanding the free-energy density around M = 0, and
truncating it to sixth order (see Appendix A), the resulting
magnetic free-energy density reads

FM = NkB

2
(T − Tc)

(
M

MS

)2

+ NkBT

12

(
M

MS

)4

+ NkBT

30

(
M

MS

)6

− HM, (1)

where we have also added the Zeeman term for the interaction
with an external magnetic field H . In Eq. (1) N is the number
of magnetic ions per formula unit, kB is the Boltzmann
constant, M is the magnetization per formula unit, and MS is
its saturation value. The temperature scale Tc is proportional
to the exchange interaction and corresponds, in principle, to
the Curie temperature of the magnetic system.

On the other hand, there is a volume contribution to the
free energy FV . For simplicity, we consider a system with null
specific heat at constant volume, CV = 0, constant isothermal
compressibility K , and constant thermal expansion coefficient
α. Taking into account the coupling with an external pressure
P we obtain for the volume contribution to the free energy

FV = 1

2K

(V − V0)2

V0
− T αV

K
+ PV, (2)

where V is the volume of the system per formula unit and V0

corresponds to its zero-temperature reference value.
A natural way to couple magnetization and volume is to

consider that magnetic exchange interactions can change with
volume. This implies that the characteristic Curie temperature
of the magnetic material can change, so one can write, up to
first order in the volume,

Tc = T0

[
1 + η

(V − V0)

V0

]
, (3)

where now T0 is the Curie temperature of the pure magnetic
system, i.e., without the volume-magnetization coupling. The
factor η measures the strength of this M-V coupling and can
be formally defined as

η = V0

T0

∂Tc

∂V
. (4)

The linear variation of Tc with V , Eq. (3), replaced in the free-
energy model Eq. (1) can be transformed into a free-energy
coupling term of the form

FMV = −η
NkBT0

2

V − V0

V0

(
M

MS

)2

. (5)

Finally, using dimensionless quantities m = M/MS ,
v = (V − V0)/V0, τ = T/T0, h = 2HMS/(NkBT0), p =
2PV0/(NkBT0), K ′ = KNkBT0/(2V0), and α′ = αT0, a di-
mensionless free-energy density f = 2F/(NkBT0) can then
be written as

f = f0 + fm + fv + fmv, (6)

where f0 is independent both of m and v, the pure magnetic
contribution is

fm = (τ − 1)m2 + τ

6
m4 + τ

15
m6 − hm, (7)

and the volume contribution is

fv = 1

2K ′ v
2 − α′

K ′ τv + pv. (8)

The coupling between magnetization and volume becomes

fmv = −ηvm2. (9)

We now seek for a model free-energy density described only
in terms of the magnetization. Minimizing fv with respect to
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v the equilibrium volume is given by

v = v0 = α′τ − pK ′. (10)

However, when the coupling term is included in f , the
equilibrium volume now comes out from minimizing fv + fmv

with respect to v and then becomes

v = α′τ − pK ′ + ηK ′m2 = v0 + ηK ′m2. (11)

This last result is next used to write the free-energy density f

as a function of the reduced magnetization m only to obtain

f = f0 − v2
0

2K ′ + [(τ − 1) − ηv0]m2

+
(

τ

6
− 1

2
η2K ′

)
m4 + τ

15
m6 − hm. (12)

Note here that v0 also depends on the reduced temperature τ .
The free-energy density can finally be written in the form

f = f ′
0 + a(τ − τ1)m2 + 1

6
(τ − τ2)m4 + τ

15
m6 − hm,

(13)

with

f ′
0(τ ) = f0 − v2

0(τ )

2K ′ . (14)

The prefactor in the m2 term is given by

a = 1 − ηα′, (15)

and the two characteristic reduced temperatures are defined as

τ1 = 1 − ηpK ′

1 − ηα′ , (16)

τ2 = 3η2K ′. (17)

In terms of the original thermodynamic variables, the charac-
teristic temperatures are

T1 = T0
1 − ηPK

1 − ηαT0
, (18)

T2 = 3η2KNkBT 2
0

2V0
. (19)

When η = 0 there is no coupling between M and V , and
these temperatures take the values T1 = T0 = Tc and T2 = 0,
as expected.

When analyzing the free-energy density Eq. (13) in terms
of the reduced magnetization, one realizes that the magnetic
phase transition can be either first or second order, depending
on the relative values of τ1 and τ2. For h = 0 and at high
temperatures, the system is in a paramagnetic state with m = 0.
If τ1 � τ2, when the reduced temperature τ decreases, the m2

term becomes negative when τ < τ1 and there exists a tem-
perature range with a positive m4 term, i.e., τ2 < τ < τ1, thus
corresponding to a second-order phase transition at τ = τ1,
similar to the standard zero-field temperature-driven magnetic
transition. The expected behavior of the free-energy density
for this case is presented in Fig. 1(a). When the temperature
decreases from the paramagnetic region, if τ2 > τ1 the m4

term becomes negative before the m2 term does. Therefore, the
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FIG. 1. (a) Second-order phase transition for τ1 � τ2. Free-
energy density Eq. (13) with a = 0.8, τ1 = 3, and τ2 = 1. Each curve
corresponds, from top to bottom, to τ = 4,3.4,3.15,3,2.9,2.8,2.7
and the bold red line corresponds to τ = τc = 3. (b) First-order
phase transition for τ2 > τ1. Free energy density, Eq. (13), with
a = 0.8, τ1 = 1, and τ2 = 3. Each curve corresponds, from top to
bottom, to τ = 2,1.5,1.35,1.293,1.27,1.25,1.23 and the bold red line
corresponds to τ = τ ∗ ≈ 1.293.

free-energy density develops a second minimum at a value m∗
different from m = 0 and when f (m = 0) = f (m = m∗) the
system jumps from the high temperature equilibrium solution
(m = 0) to the new equilibrium solution with m = m∗, imply-
ing a discontinuous change on the magnetization. Figure 1(b)
shows how the free-energy density changes with temperature
in this case, which corresponds to a first-order phase transition
at a reduced temperature τ ∗ such that τ1 < τ ∗ < τ2. This is the
main result in Ref. [16] and it has been widely used to describe
magnetic first-order transitions [7,27–31].

III. PHASE DIAGRAM

Though for h = 0 the relative value of the characteristic
temperatures τ1 and τ2 controls whether the magnetization
increases discontinuously or not, with the transition acquiring a
first- or second-order character, a complete and clearer picture
emerges when considering finite values for the magnetic field
h. For example, for h �= 0 the isothermal free-energy density
curves shown in Fig. 1(b) would tilt and a transition with
a magnetization jump would appear for temperature values
larger than τ ∗. This suggests the presence of a first-order
transition line with h �= 0. Therefore, in this section we present
the full h-τ phase diagram for the free-energy density model
Eq. (13). By minimizing the free-energy density we will
compute the location of a triple point where three first-order
lines meet, as well as the corresponding second-order critical
points signaling the end of the first-order lines. We shall also
characterize the behavior of the magnetization and the order
parameters associated to the phase transitions.

For h = 0 the high temperature phase is a paramagnetic
state with m = 0, while the low temperature phase is charac-
terized by a finite magnetization m(τ ) [32]. The values of the
reduced temperature τ ∗ and the magnetization m∗ = m(τ ∗)
at the h = 0 temperature-driven transition correspond to the
triple point and can be computed from

∂mf (m,τ,h = 0)|m=m∗ = 0, (20)

f (m∗,τ ∗,h = 0) = f (0,τ ∗,h = 0). (21)

224429-3



S. BUSTINGORRY, F. POMIRO, G. AURELIO, AND J. CURIALE PHYSICAL REVIEW B 93, 224429 (2016)

From these conditions, the reduced transition temperature for
h = 0 is

τ ∗ = 24aτ1 − 5τ2 + 4d

48a − 5
, (22)

and the magnetization at the triple point is given by

m∗2 = 5

3

12a(2τ2 − τ1) + 2d − e

24aτ1 − 15τ2 + 4d
, (23)

where we have defined the auxiliary quantities d and e through

d2(τ1,τ2) = 3a
[
12aτ 2

1 + 5τ2(τ2 − τ1)
]
, (24)

e2(τ1,τ2) = a[(τ2 − τ1)[(24a + 5)τ2 − τ1] + 4(τ1 − 2τ2)d].

(25)

When h > 0 a negative linear term is added to the
symmetric free-energy density of Fig. 1 and then the large
temperature magnetization minimum is shifted to positive
values; the system is therefore in a low-magnetic state m1

at large temperatures. At small fields (below a field value
hc to be defined below), when the temperature is decreased
there is a first-order transition to a high-magnetic state m2 at
a field-dependent temperature τ FO(h). The temperature and
field dependence of the high- and low-magnetic states can be
obtained from the equation of state (defined by ∂f/∂m = 0)

2a(τ − τ1)m + 2
3 (τ − τ2)m3 + 6

15τm5 − h = 0, (26)

supplemented by the fact that the equilibrium magnetization
is the solution of the equation of state with minimum free
energy. The magnetization jump at the transition from low-
to high-magnetic states is �mFO = m2 − m1 and decreases
with increasing field. Figure 2 shows the evolution of the
magnetization m showing the characteristic jump between
low- and high-magnetic states, m1 and m2, respectively, for
finite τ and h values. This first-order phase transition occurs at
a field-dependent temperature τ FO(h) given by the condition

f (m1(τ FO,h),τ FO,h) = f (m2(τ FO,h),τ FO,h). (27)
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FIG. 2. Evolution of the magnetization m corresponding to
the free-energy density Eq. (13) for a = 0.8. (a) Magnetization-
temperature curves, m(τ ), for different field values h =
0,0.05,0.1, . . . ,0.5. The thick red and blue lines correspond to h = 0
and hc = 0.295, respectively. (b) Magnetization-field curves, m(h),
for different temperature values τ = 1.25,1.275,1.3, . . . ,1.7. The
thick red and blue lines correspond to τ ∗ ≈ 1.293 and τc ≈ 1.484,
respectively.
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FIG. 3. Dependence of the dimensionless characteristic temper-
atures τ1, τ2, τc, and τ ∗ on the coupling parameter η.

The jump �mFO vanishes at a given critical field value.
Above this value, the two magnetic states can no longer be
distinguished. This defines the second-order critical point of
the magnetic transition characterized by hc, τc, and mc. In
terms of the free energy this corresponds to the absence of an
inflexion point. From this criterium one obtains

τc = 2aτ1 − τ2 + 2d ′

4a − 1
, (28)

hc = 16a

[
a(−τ1 + 2τ2) − d ′

2aτ1 − τ2 + 2d ′

]3/2

×τ1τ2 − 2a
(
τ 2

1 −2τ1τ2 + 2τ 2
2

) − 2τ1d
′ − τ2(τ2 − 4d ′)

15(4a − 1)(a(τ1 − 2τ2) + d ′)
,

(29)

mc =
√

a(−τ1 + 2τ2) − d ′

2aτ1 − τ2 + 2d ′ , (30)

where we have now defined

d ′2(τ1,τ2) = a
(
aτ 2

1 + τ2(τ2 − τ1)
)
. (31)

The relative values of the characteristic temperature scales
are controlled by the coupling parameter η, defined in Eq. (4).
The dependence of the characteristic temperatures τ1, τ2,
τ ∗, and τc on the coupling parameter η are presented in
Fig. 3. These values were computed using dimensionless
values at ambient pressure K ′ = 2.39 × 10−3, p = 0.31, and
α′ = 6 × 10−3, estimated from La2/3Ca1/3MnO3 parameters:
T0 = T

exp
c /b, with T

exp
c = 260 K (Refs. [33,34]) and b =

1.3 (Ref. [25]), α = 3 × 10−5 K−1 (Ref. [35]), K = 7.4 ×
10−11 Pa−1 (Ref. [36]), and V0 = 57.75 Å3 (Ref. [33]). When
τ1 � τ2 the transition is of second order and τc = τ ∗ = τ1.
Instead, when τ2 > τ1 the transition is of first order, occurring
at a field-dependent temperature τ FO(h) between τ ∗ and τc,
and with both τ ∗ and τc having values bounded by τ1 and
τ2, i.e., τ2 > τc > τ ∗ > τ1. It should be noticed that the fact
that τ2 > τc > τ ∗ was obtained in Ref. [26] in the context
of metamagnetic transitions in itinerant-electron systems, but
without exploiting the second-order character of the transition
at τc.
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FIG. 4. h-τ phase diagram for the free-energy density model
Eq. (13). Red lines are first-order critical lines. The black triangle
corresponds to the triple point at (τ ∗,h = 0) while the orange circles
at (τc,±hc) are second-order critical points.

Figure 4 shows the h-τ phase diagram corresponding to
the free-energy density Eq. (13) with a = 0.8. The triangle
indicates the triple point at (τ ∗,h = 0) where three first-order
lines converge (red lines). The first-order line with τ < τ ∗ and
h = 0 separates symmetric states with high magnetization,
±m2. The first-order lines τ FO(h) were obtained numerically
from Eq. (27) and separate low- and high-magnetic states m1,2.
The orange circles indicate the end of the first-order lines in
two symmetric second-order critical points (τc,±hc).

IV. ARROTT PLOT

We will show in the following how the Arrott plot is
constructed and how it can be modified to study second-order
critical points at finite magnetic fields.

The traditional Arrott plot is constructed by plotting h/m

against m2. For a generic second-order phase transition
described by the free-energy density

f = f0 + A

2
(τ − τc)m2 + B

4
m4 − hm, (32)

where A and B are positive constants and τc is the critical
reduced temperature. The equation of state, given by ∂f/∂m =
0, is

A(τ − τc)m + Bm3 − h = 0. (33)

Equivalently

h

m
= A(τ − τc) + Bm2 = g(m2), (34)

with g(x) = A(τ − τc) + Bx. Therefore, when plotting h/m

as a function of m2 one obtains a simple linear behavior where
the slope is associated to the fourth-order term in the free-
energy density. The extrapolation of these lines to m2 = 0 is
temperature dependent, and such that its value is positive for
τ > τc and negative otherwise, thus allowing a simple way
to locate the value of the critical temperature. This simple
picture can be slightly modified if the positive parameters A

and B depend on temperature, as expected under experimental
conditions. Moreover, this picture can be strongly affected
when other terms in the free-energy density are considered,
such as those coupling the two degrees of freedom M and V

as discussed in the previous section.
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FIG. 5. Arrott plots corresponding to Eq. (35) for the free-energy
densities of Fig. 1. (a) Second-order phase transition for τ1 � τ2.
The curves correspond to a = 0.8, τ1 = 3, and τ2 = 1. From top
to bottom, they were computed using τ = 4,3.4,3.15,3,2.9,2.8,2.7
and the blue bold line corresponds to τc = 3. (b) First-order
phase transition for τ2 > τ1. The curves are for a = 0.8, τ1 = 1,
and τ2 = 3. Each curve corresponds, from top to bottom, to τ =
2,1.8,1.6,1.484,1.45,1.4,1.35,1.293 and the blue and red bold lines
correspond to τc ≈ 1.484 and τ ∗ ≈ 1.293, respectively.

In such a case, going back to Eq. (13) for the free-energy
density and its corresponding equation of state, Eq. (26), one
gets

h

m
= 2a(τ − τ1) + 2

3
(τ − τ2)m2 + 6

15
τm4. (35)

Using this expression, Arrott plots h/m against m2 are con-
structed, and shown in Fig. 5. The Arrott plot corresponding
to the second-order phase transition for τ1 � τ2, Fig. 5(a),
always shows a positive slope. In addition, the positive
curvature observed is due to the term proportional to m6 in
the free-energy density. If this term was absent, only straight
lines would be observed. On the other hand, the Arrott plot for
the case τ2 > τ1, Fig. 5(b), shows curves with rather different
behavior depending on the temperature. For temperatures
larger than τ2 the right-hand side of Eq. (35) is positive and all
curves have a positive slope [not shown in Fig. 5(b)]. Instead,
for temperatures below τ2 a negative slope is expected. In
the range τc < τ < τ2 isothermal continuous curves present
a minimum value but when τ < τc a discontinuous jump
in the Arrott plot is observed. This discontinuity reflects
the equilibrium magnetization jump through the first-order
transition, as shown in Fig. 6 where the relation between the
magnetization-field curves and the Arrott plot is highlighted
for τc and τ = 1.4 = 0.943τc. Since only equilibrium solutions
of the equation of state must be used, the isothermal curve for
τ = 0.943τc in the Arrott plot is necessarily discontinuous.
Finally, for temperatures below τ ∗ only the large m2 part
of the Arrott plot would appear in Fig. 5(b) (not shown)
for m2 > (m∗)2, since in this case the field-induced jump is
between ±m2 magnetization states. Therefore, in the case
τ2 > τ1 there is a temperature range where a negative slope
can be expected in the Arrott plot, as noticed by Banerjee
[15].
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FIG. 6. (a) Magnetization-field curve and (b) Arrott plot for τc =
1.484 and a temperature τ = 0.943τc. The magnetization jump for
τ = 0.943τc in (a) leads to the discontinuity in the Arrott plot in (b)
(dashed lines). Dotted lines represent the nonequilibrium solutions to
the equation of state.

A. Banerjee criterion

The relationship between the molecular-field model of Bean
and Rodbell and the mean-field Landau model for second-
order magnetic transitions led Banerjee to point out that the
negative slope in Arrott plots can be a good criterion to identify
first-order magnetic transitions [15]. This simple and powerful
idea has been used ever since as a proof of the first-order
character of a magnetic transition.

Although the negative sign of the slope in an Arrott plot can
be considered as a clear signature of an underlying first-order
transition, Banerjee also made a second important observation:
the theory predicts the value of the (negative) slope to increase
with increasing temperature [15]. In fact, it follows from
Eq. (35) that the slope of the Arrott, when m2 → 0, is

s = ∂(h/m)

∂(m2)
= 2

3
(τ − τ2), (36)

and so it changes sign at τ = τ2 > τc > τ ∗. This observation
contrasted with the experimental data for MnAs presented in
Ref. [15], as noticed by the author. More importantly, most of
the subsequent works using the Banerjee criterion to identify
first-order transitions show that the (negative) slope of the
Arrott plot, S = ∂(H/M)/∂(M2), decreases when increasing
the temperature, as shown in Fig. 7 for some selected examples
in the literature [24,31,34]. These results clearly depart from
the mean-field approximation, Eq. (36), shown in Fig. 7(d).

B. Arrott plot close to a second-order critical point

It is instructive to analyze the physics around the second-
order critical points (τc,±hc). The first-order line ending on
the second-order critical point separates two states with finite
magnetization, m1 and m2, and then the free-energy density
is no longer symmetric with respect to the magnetization. We
then seek for a symmetric expansion of the free energy close
to the critical point, thus only containing even powers of the
order parameter. Details are given in Appendix B and we
describe here only the main physical picture. We can write
the magnetization around the critical point as

m = mc + φ0 + �φ, (37)
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FIG. 7. Temperature dependence of the slopes of Ar-
rott plots corresponding to (a) CaBaCo4O7 (Ref. [24]), (b)
(Sm0.7Nd0.3)0.52Sr0.48MnO3 (Ref. [31]), and (c) La2/3Ca1/3MnO3

(Ref. [34]). (d) Expected temperature dependence of the Arrott plot
slope from the free-energy model, Eq. (36). The zero-field transition
temperatures T ∗ are indicated in (a)–(c), while the three characteristic
temperatures of the mean-field model are indicated in (d).

where �φ is the new order parameter and φ0 guarantees a
symmetric solution. Up to first order in �τ = τ − τc (see
Appendix B) we have

φ0 = 1 + 2m2
c

6τcmc

�τ = φ̃0�τ. (38)

The free-energy density can now be expanded around the
critical point to obtain

f̃ = f ′′
0 + 1

2 r̃(τ − τc)�φ2 + u�φ4, (39)

where f ′′
0 = f (φ0) and

r̃ = 2
(
a + m2

c + m4
c

)
, (40)

u = τcm
2
c . (41)

This free-energy density has, as expected, the standard form
for a second-order phase transition with an order parameter
�φ such that the stable solutions are

�φ =
{

0 for τ > τc,

�φ1,2 for τ < τc,
(42)

with

�φ1,2 = ±
√

− r̃(τ − τc)

4u
. (43)

The two low-temperature symmetric solutions �φ1,2 corre-
spond to the nonsymmetric low- and high-magnetic states
m1,2 = mc + φ0 ± �φ0 close to the critical point.

The conjugated field μ associated to the order parameter
�φ can be shown to be field and temperature dependent
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(Appendix B) and, up to first order in �h = h − hc and �τ ,
it is given by

μ = �h − μ̃�τ, (44)

with

μ̃ = 2mc

(
a + 1

3m2
c + 1

5m4
c

)
. (45)

Therefore, adding a term −μ�φ to the free-energy Eq. (39)
favors the +�φ solution as usual. This represents a standard
second-order phase transition, and then the Arrott plot in terms
of the variables (μ,�φ) is well behaved when plotting μ/�φ

against �φ2 since
μ

�φ
= r̃(τ − τc) + 4u�φ2. (46)

The next step is to use this well behaved Arrott plot to
construct the modified Arrott plot close to the second-order
critical point using the original variables (h,m). Recalling that
μ = �h − μ̃�τ and �φ = m − mc − φ0 the Arrott relation
Eq. (46) becomes

h − hc − μ̃(τ − τc)

m − mc − φ̃0(τ − τc)

= r̃(τ − τc) + 4u(m − mc − φ̃(τ − τc))2, (47)

where μ̃, φ̃0, r̃ , and u are defined above in terms of a, mc, and
τc. This modified Arrott relation contains field and temperature
corrections to the external field and the magnetization, taking
into account the asymmetry of the free-energy density with
respect to the magnetization close to the second-order critical
point at (τc,±hc).

Finally, it can be noticed that close to the second-
order critical point one can write h − hc − μ̃(τ − τc) =
h − hFO(τ ), with hFO(τ ) = hc + μ̃(τ − τc) the temperature
dependent critical field where the first-order transition takes
place, i.e., hFO(τ ) is the inverse function of τ FO(h). Anal-
ogously, mFO(τ ) = mc + φ̃0(τ − τc) = (m1 + m2)/2 is the
average magnetization which close to τc tends to the critical
magnetization linearly with τ . In terms of hFO(τ ) and mFO(τ )
the modified Arrott relation can then be recast as

h − hFO(τ )

m − mFO(τ )
= r̃(τ − τc) + 4u(m − mFO(τ ))2. (48)

This modified form of the Arrott plot serves to analyze second-
order magnetic transitions at finite magnetic field, as we shall
show in the next section.

V. EXPERIMENTAL RESULTS

As an example, we present here experimental results
analyzed on the basis of the theory discussed in the present
manuscript. The studied sample was La2/3Ca1/3MnO3, for
which Arrott plots close to the zero-field magnetic transition
have been already reported [34,37,38]. The sample was
synthesized by solid state reaction at T = 1300 ◦C as described
elsewhere [39]. Magnetization data were collected using a
commercial vibrating sample magnetometer with a magnetic
field H up to 10 kOe, in the temperature range from 200 to
300 K.

Figure 8(a) shows the M(T ) curves for different field
values H as indicated, while the M(H ) curves for temperature

0

10

20

30

40

50

60

70

80

M
 (

em
u/

g)

200 220 240 260 280 300
T (K)

0

2

4

6

-d
M

/d
T

 (
em

u/
gK

)

H = 0.5kOe

1kOe

2kOe

3kOe

5kOe
(a)

(b)

FIG. 8. Magnetization data for La2/3Ca1/3MnO3. (a) M(T ) curves
at different magnetic-field values H as indicated. (b) Numerical
derivative dM/dT of the data presented in (a).

values in the range 262 K < T < 267 K are presented in
Fig. 9(a). As can be observed in Fig. 2(a) the maximum
derivatives of m(τ ) for different values of h give the transition
temperature τ FO(h). Analogously, the maximum derivatives
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FIG. 9. Magnetization data for La2/3Ca1/3MnO3. (a) M(H )
curves at different temperatures T as indicated. (b) Numerical
derivative dM/dH of the data presented in (a).
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FIG. 10. Characteristic temperature T FO(H ) obtained from the
maxima of dM/dT in Fig. 8 (black circles) and characteristic field
H FO(T ) obtained from the maxima of dM/dH in Fig. 9 (blue
squares). Dashed lines correspond to linear fits. For T FO the first
point was not included in the fit.

of m(h) give hFO(τ ) as observed in Fig. 2(b), with both
τ FO(h) and hFO(τ ) corresponding to the same first-order
transition line. Figures 8(b) and 9(b) show the numerical
derivatives of M(T ) and M(H ) for the experimental data in
Figs. 8(a) and 9(a), respectively. The obtained characteristic
values for T FO(H ) and H FO(T ) are shown in Fig. 10. These
data indicate a possible first-order transition line in the H -T
phase space, as discussed previously. Dashed lines in Fig. 10
correspond to a linear fit of the two data sets. Notice that a
linear extrapolation to H = 0 from these data gives estimates
for the zero-field transition temperatures T ∗ = 261 K and
T ∗ = 262 K from T FO(H ) and from H FO(T ), respectively,
consistent with previous results [33,34].

The bare Arrott plot, H/M against M2, is constructed from
the data in Fig. 9 and shown in Fig. 11. It can clearly be
observed that the Arrott plot close to T ∗ does not behave as
a straight line as expected for standard second-order phase
transitions. Furthermore, a tendency to develop a negative
slope can be appreciated with a negative slope for T = 267 K.
This kind of behavior has been typically ascribed to first-order
ferromagnetic transitions. Note however that the negative
slope is experimentally observed to decrease with increasing
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FIG. 11. Bare Arrott plot, H/M against M2, from the M(H ) data
presented in Fig. 9 for La2/3Ca1/3MnO3.
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FIG. 12. Modified Arrott plot for La2/3Ca1/3MnO3 obtained from
the M(H ) data in Fig. 9 and the temperature-dependent values for
H FO and MFO shown in Table I. The linear fits for large M − MFO

are shown.

temperature (see also Refs. [34,38]), contrary to Eq. (36) as
discussed in Sec. IV A.

We seek now for evidence of the presence of a second-order
critical point at a finite H value, i.e., (Tc,Hc). Following
the ideas presented in Sec. IV B, in Fig. 12 an alternative
Arrott plot close to the second-order critical point is presented.
Following Eq. (48), the modified Arrott plot shown in Fig. 12
is constructed by plotting (H − H FO)/(M − MFO) against
(M − MFO)2. In order to produce this modified Arrott plot, the
values of MFO(T ) = Mc − φ0�T and H FO(T ) = Hc − μ�T ,
with φ0 = φ̃0MS/T0 and μ = μ̃NkB/T0, need to be known.
In principle, H FO(T ) represents the linear approximation to
the first-order transition line close to the second-order critical
point, while MFO(T ) corresponds to the average magnetization
state close to Tc. One could argue that the values for T FO or
H FO, obtained from Fig. 10, and their corresponding MFO,
could be good approximations to these quantities. However, we
have found that the Arrott plot using these quantities presents
large deviations from the expected simple second-order critical
point behavior. In order to obtain the Arrott plot of Fig. 12 we
used, instead, the values of H FO(T ) and MFO(T ) presented in
Table I.

Next, we perform linear fits of the large (M − MFO)2 data in
the modified Arrott plot, as shown with dashed lines in Fig. 12.
We then obtain (H − H FO)/(M − MFO)0 and (M − MFO)2

0 as
the extrapolations of the linear fits to the (M − MFO)2 = 0
and (H − H FO)/(M − MFO) = 0 axes, respectively, which
are shown in Fig. 13 as a function of temperature. As can

TABLE I. Temperature-dependent characteristic field H FO and
magnetization MFO used to construct the modified Arrott plot shown
in Fig. 12.

Temperature (K) H FO (kOe) MFO (emu/g)

262 3.5 25.5
263 4 26
264 5 27.3
265 6 28.5
266 7 29.5
267 7.5 30
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FIG. 13. Temperature dependence of (a) effective inverse suscep-
tibility (H − H FO)/(M − MFO)0 and (b) effective squared magneti-
zation (M − MFO)2

0. The change in sign of both quantities is compat-
ible with a second-order critical temperature Tc = 264.7 K, obtained
from linear interpolation between the points with T = 264 K and
265 K.

be observed, both quantities change sign, thus indicating
the location of the critical temperature at Tc = 264.7 K, as
expected for second-order phase transitions. Therefore, this
is compatible with the phase diagram presented in Fig. 4
and the existence of a second-order critical point, and hence
support the use of the values for H FO and MFO given in
Table I. What we show in this example is that there exists
a set of {H FO,MFO} values for which a modified Arrott plot
can be constructed where a second-order critical behavior is
recovered and may be analyzed within the mean-field theory
for standard second-order phase transitions.

VI. SUMMARY

In summary, we have presented here a deeper discussion
on the phase diagram of magnetic phase transitions and the
relevance of Arrott plots to their study. Based on simple
mean-field theory we have shown that the already observed
zero-field first-order magnetic transition corresponds actually
to a triple point where three first-order lines meet and that
two of these first-order lines end in second-order critical
points at finite fields. The resulting H -T phase diagram
corresponding to La2/3Ca1/3MnO3 is summarized in Fig. 14.
At low temperatures we show in Fig. 14 the expected
zero-field first-order line corresponding to the transition
between symmetrical magnetization states ±M(T ). Then the
coupling between magnetization and volume induces a triple
point at a temperature T ∗ = 260 K. For larger temperatures,
T > T ∗, two field-dependent first-order lines T FO(H ) separate
low- and high-magnetization states, M1 and M2. When the
magnetization jump �MFO = M2 − M1 vanishes, the first-
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FIG. 14. H -T phase diagram for La2/3Ca1/3MnO3. The typical
first-order line at H = 0 ends at T ∗ = 260 K, which corresponds to
a triple point where three first-order transition lines meet. Then, the
two symmetrical first-order lines T FO(H ) end at the second-order
critical points (Tc, ± Hc) = (264.7 K, ± 5.7 Oe), indicated by the
big orange dots. Black circles and blue squares correspond to the
same data shown in Fig. 10, while red diamonds correspond to H FO

in Table I (below Tc). Note that for symmetry reasons the first-order
line obtained for negative H is a reflection of the one with positive H .
The inset shows a zoom of the temperature region where the phase
transitions take place, with T ∗ indicated as a black triangle.

order lines end on second-order critical points located at
(Tc, ± Hc) = (264.7 K, ± 5.7 Oe). Due to the symmetry of
the M(H ) curves, since M(H ) = −M(−H ), the first-order
line and critical point shown in Fig. 14 for negative H values
are the reflection of those we obtained for positive fields.

Although the formalism of Arrott plots was developed to
extract information about second-order phase transitions, it
is commonly used to indicate the presence of a first-order
transition, taking as mere evidence the negative slope of the
Arrott plot. However, we have stressed in this paper that if this
were the case, the negative slope should increase (diminishing
its absolute value) with increasing temperature, a fact that
has not been experimentally observed. In fact, the negative
slope is rather an artifact originated in drawing an Arrott plot
close to the vicinity of a second-order critical point but with
the incorrect order parameter M . Moreover, we have shown
that when the modified Arrott plot is constructed using the
symmetric order parameter �φ the second-order character
is recovered and the location of the critical point can be
obtained.

It is also important to mention that once the volume-
magnetization coupling is turned on, as in the mean-field model
studied here, then a first-order jump in the volume of the system
should accompany the first-order jump in the magnetization.
This means that when the first-order line τ FO(h) is crossed,
there exists a volume change �vFO = ηK ′[(mFO

2 )2 − (mFO
1 )2].

Equivalently, a jump should be present in the linear thermal
expansion, as already observed [39–41].

We would also like to stress that, although more elaborate
models beyond the mean-field approach can provide informa-
tion about magnetic correlations and susceptibility corrections,
as shown in Ref. [26], the mean-field approximation presented
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here is enough to obtain second-order critical points at finite
magnetic field and allows one to discuss the proper use of
Arrott plots. A mean-field approach is arguably not the best to
describe certain phase transition parameters, such as the actual
values of the critical exponents determined experimentally. In
this case a more accurate description can be obtained using
Arrott-Noakes plots and more involved approaches.

Finally, we emphasize that our results are based on an
expansion of the free energy close to m = 0 and therefore
the values obtained for mc, τc, and hc correspond to this
free-energy expansion close to m = 0. In addition, we have
performed further expansions of the (already expanded)
free-energy around m = mc to show how the Arrott plot
emerges in the second-order critical point. However, though
the expansion of the free energy around m = 0 and the
subsequent expansion around mc allow one to exploit all
the simplicity of Landau-type arguments, the same physical
properties are all contained in the full free-energy model within
the molecular-field approximation, Eq. (A5). Therefore, the
second-order critical point and the phase diagram presented
here are also expected to be contained in more elaborate
models considering a linear coupling between magnetization
and specific volume or lattice distortions in general.
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APPENDIX A: MOLECULAR-FIELD
FREE-ENERGY MODEL

In order to justify the Landau free-energy model used in
Sec. II, our starting point is the free-energy model originally
developed 50 years ago by Rodbell and collaborators [16,25].
We shall consider as the free-energy density the free-energy
per formula unit, which can be written as

F [M,V ] = U − T S − HM + PV, (A1)

where U and S are the internal energy and entropy per formula
unit, T is the temperature, H is the external magnetic field, and
P is the pressure. M and V are the magnetization and volume
per formula unit. Within the molecular-field approximation
for arbitrary spin j and considering a constant isothermal
compressibility K the internal energy density becomes

U [M,V ] = −NkBTc

3

2

j

j + 1

(
M

MS

)2

+ 1

2K

(V − V0)2

V0
,

(A2)

with N the number of magnetic ions per formula unit,
and MS and V0 the corresponding saturation magnetization
and zero temperature volume. The temperature scale Tc is
proportional to the exchange interaction and corresponds to
the Curie temperature of the pure magnetic system. The

entropy density can be decomposed into a magnetic and
lattice contribution, S[M,V ] = Sj [M] + Sl[V ]. According to
Ref. [16] the magnetic contribution within the molecular-field
approximation is

Sj [M] = NkB

{
ln 2 − 1

2
ln

[
1 −

(
M

MS

)2]
− M

MS

arctan

(
M

MS

)}
. (A3)

Assuming a constant thermal expansion coefficient α and
constant specific heat at constant volume CV , the lattice
entropy can be written as

Sl[V ] = CV ln T + α
V − V0

K
. (A4)

Therefore, for a system with j = 1/2 [42] the free energy
becomes

F = −NkBTc

2

(
M

MS

)2

+ 1

2K

(V − V0)2

V0

−NkBT

{
ln 2 − 1

2
ln

[
1 −

(
M

MS

)2]
−

(
M

MS

)
arctan

(
M

MS

)}
− T

[
CV ln T + α

K
(V − V0)

]
− HM + PV. (A5)

Up to this point the functional free energy can be split into
two independent contributions, the magnetic and the lattice
parts, i.e., F = F0 + FM + FV (F0 stands for the free-energy
part which is both independent of M and V ). Expanding the
magnetic entropy contribution around M = 0 one obtains

FM = NkB

2
(T − Tc)

(
M

MS

)2

+ NkBT

12

(
M

MS

)4

+ NkBT

30

(
M

MS

)6

+ · · · − HM, (A6)

which gives the usual second-order magnetic transition at Tc

in a mean-field approximation. On the other hand, the volume-
dependent part becomes (using from now on CV = 0)

FV = 1

2K

(V − V0)2

V0
− T αV

K
+ PV. (A7)

The next step is to turn on the effective coupling between
magnetic and volume contributions. This is achieved by
considering the variation of the exchange interaction with
volume through a variation of Tc:

η = V0

T0

∂Tc

∂V
, (A8)

with T0 the Curie temperature when the coupling term is
absent. The nondimensional parameter η controls the coupling
term. Within a linear approximation,

Tc = T0

[
1 + η

(V − V0)

V0

]
. (A9)
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Replacing this last expression in the free energy, the coupling
term can be written as

FMV = −η
NkBT0

2

V − V0

V0

(
M

MS

)2

. (A10)

Finally, the different contributions to free-energy density
f = 2F/(NkBT0) = f0 + fm + fv + fmv can be written in
terms of the reduced magnetization and volume variables
m = M/MS and v = (V − V0)/V0 as

fm = (τ − 1)m2 + τ

6
m4 + τ

15
m6 − hm, (A11)

fv = 1

2K ′ v
2 − τα′

K ′ v + pv, (A12)

fmv = −ηvm2, (A13)

with h = 2HMS/(NkBT0), K ′ = KNkBT0/(2V0), α′ = αT0,
and p = 2PV0/(NkBT0).

APPENDIX B: SYMMETRIZED SECOND-ORDER
TRANSITION

It is instructive to analyze the physics around the second-
order critical points (τc,±hc). In this case, as a first step, one
can perform an expansion of the free energy in terms of the
difference between the magnetization and its critical value mc.
We thus define φ = m − mc as a small parameter and expand
the free energy accordingly to obtain

f̃ = f (mc,τc,hc) + 1
2 rφ2 − wφ3 + uφ4 − μφ, (B1)

where r , w, u, and μ are in general temperature-dependent
coefficients and which can be considered to depend linearly
on �τ = τ − τc close to the critical point. Then

r(τ ) = ∂2f

∂m2

∣∣∣∣
mc

≈ ∂

∂τ

(
∂2f

∂m2

∣∣∣∣
mc

)∣∣∣∣
τc

�τ, (B2)

w(τ ) = − 1

3!

∂3f

∂m3

∣∣∣∣
mc

≈ − 1

3!

∂

∂τ

(
∂3f

∂m3

∣∣∣∣
mc

)∣∣∣∣
τc

�τ, (B3)

u(τ ) = − 1

4!

∂4f

∂m4

∣∣∣∣
mc

≈ − 1

4!

∂

∂τ

(
∂4f

∂m4

∣∣∣∣
mc

)∣∣∣∣
τc

�τ, (B4)

μ(τ ) = − ∂f

∂m

∣∣∣∣
mc

≈ �h − ∂

∂τ

(
∂f

∂m

∣∣∣∣
mc

)∣∣∣∣
τc

�τ, (B5)

where in the last expression an expansion in �h = h − hc

has also been considered. In particular, the effective field can
be expressed as μ = �h − μ̃�τ , with μ̃ = ∂2

τmf |mc,τc
. At the

critical point, by definition [first term in Eq. (B5)] one has
μ = 0 and then

h = hc − μ̃(τ − τc). (B6)

This defines the critical isochore in the vicinity of the critical
point.

Using the definitions above, one has

μ ≈ �h − μ̃�τ ; μ̃ = 2mc

(
a + 1/3m2

c + 1/5m4
c

)
, (B7)

r ≈ r̃�τ ; r̃ = 2
(
a + m2

c + m4
c

)
, (B8)

w ≈ w̃�τ ; w̃ = 2mc

(
1/3 + 2/3m2

c

)
, (B9)

u ≈ ũ�τ ; ũ = 1/6 + m2
c . (B10)

Now, we can consider that the low- and high-magnetization
states can be written as

m1,2 = mc + φ0 ± �φ, (B11)

with �φ a small symmetric quantity and φ0 defined below.
Expanding now the free-energy density, Eq. (B1), close to the
second-order critical point in terms of �φ one can write

f̃ = f (mc,τc,hc) − μ(φ0)�φ + 1
2 r(φ0)�φ2

−w(φ0)�φ3 + u�φ4, (B12)

where

μ(φ0) = − ∂f̃

∂φ

∣∣∣∣
φ0

= μ − rφ0 + 3wφ2
0 − 4uφ3

0 , (B13)

r(φ0) = ∂2f̃

∂φ2

∣∣∣∣
φ0

= r − 6wφ0 + 12uφ2
0 , (B14)

w(φ0) = − 1

3!

∂3f̃

∂φ3

∣∣∣∣
φ0

= w − 4uφ0, (B15)

u(φ0) = 1

4!

∂4f̃

∂φ4

∣∣∣∣
φ0

= u. (B16)

With the goal of having a symmetric free energy with respect
to the order parameter, the value of φ0 is defined such that
w(φ0) = 0, thus eliminating the third-order term in the free-
energy expansion. Then,

φ0 = w

4u
≈ w̃�τ

4u
= φ̃0�τ, (B17)

where the linear approximation in �τ has been used for w,
together with a constant value for u [to the order of our
analysis, the temperature dependence of u can be ignored
and u = (1/4!)(∂4f/∂m4)mc,τc

]. The first-order term can also
be eliminated using μ(φ0) = 0, which implies a temperature
dependence for μ,

μ = rw

4u
− w3

8u2
≈ r̃w̃

4u
�τ 2 + O(�τ 3). (B18)

The free energy Eq. (B12) can now be written as

f̃ = f0(φ0) + 1
2 r(φ0)�φ2 + u�φ4, (B19)

where, using the definition of φ0,

r(φ0) = r − 3w2

4u
≈ r̃�τ − 3w̃

4u
�τ 2 ≈ r̃�τ. (B20)

Therefore, finally, the free energy becomes

f̃ = f0(φ0) + 1
2 r̃(τ − τc)�φ2 + u�φ4, (B21)

which is, as expected, the standard free-energy form for a
second-order phase transition with an order parameter �φ

such that

�φ =
{

0 for τ > τc,

±
√

− r̃(τ−τc)
4u

for τ < τc.
(B22)
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Since this is a second-order transition, the Arrott plot in
terms of the variables (μ,�φ) is well behaved when plotting
μ/�φ against �φ2 since

μ

�φ
= r̃�τ + 4u�φ2. (B23)

The next step is to use this well behaved Arrott plot to
construct the correct Arrott plot close to the second-order

critical point using the original variables (h,m). Recalling that
μ = �h − μ̃�τ and �φ = m − mc − φ0 the Arrott relation
becomes

�h − μ̃�τ

m − mc − w̃�τ/(4u)
= r̃�τ + 4u(m − mc − w̃�τ/(4u))2.

(B24)
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