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ABSTRACT

KEYWORDS: Digital system testing, At-speed testing, Cappower, Test Vec-
tor Ordering, X-filling

At-speed testing of deep-submicron digital very large esaategrated (VLSI) circuits
has become mandatory to catch small delay defects. Nowodtmntinuous shrinking
of complementary metal oxide semiconductor (CMOS) traosifgature size, power
density grows geometrically with technology scaling. Actially, power dissipation
inside a digital circuit during the testing phase (for testters under all fault mod-
els (Potluri, 2015)) is several times higher than its powssidation during the normal
functional phase of operation. Due to this, the currentsftba in the power grid dur-
ing the testing phase, are much higher than what the poweriggdesigned for (the
functional phase of operation). As a result, during at-dptesting, the supply grid
experiences unacceptable supply IR-drop, ultimately repth delay failures during
at-speed testing. Since these failures are specific tom¢eatid do not occur during
functional phase of operation of the chip, these failureswaually referred to false

failures, and they reduce the yield of the chip, which is wirdble.

In nanometer regime, process parameter variations hasrngeaamajor problem.
Due to the variation in signalling delays caused by thesmtians, it is important to
perform at-speed testing even for stuck faults, to redueddhbt escapes (McCluskey
and Tseng, 2000; Vorisedt al., 2004). In this context, the problem of excessive peak
power dissipation causing false failures, that was addcegeeviously in the context of
at-speed transition fault testing (Saxeatal., 2003; Devanathaet al., 2007,b,c), also
becomes prominent in the context of at-speed testing okdaudts (Maxwellet al.,
1996; McCluskey and Tseng, 2000; Vorisekal., 2004; Prabhu and Abraham, 2012;
Potluri, 2015; Potluret al, 2015). It is well known that excessive supply IR-drop dur-
ing at-speed testing can be kept under control by minimigingching activity during
testing (Saxenat al, 2003). There is arich collection of techniques proposelermpast

for reduction of peak switching activity during at-speestitgg of transition/delay faults



in both combinational and sequential circuits. As far asped testing of stuck faults
are concerned, while there were some techniques proposie ipast for combina-
tional circuits (Girarcet al, 1998; Dabholkaet al,, 1998), there are no techniques con-
cerning the same for sequential circuii®his thesis addresses this open prohléive
propose algorithms for minimization of peak switching @tyi during at-speed testing
of stuck faults in sequential digital circuits under the dnational state preservation
scan (CSP-scan) architecture (Potluri, 2015; Po#ual, 2015). First, we show that,
under this CSP-scan architecture, when the test set is ctatyphpecified, the peak
switching activity during testing can be minimized by salyithe Bottleneck Traveling
Salesman Problem (BTSP). This mappingretk test switching activity minimization

problemto BTSPis novel, and proposed for the first time in the literature.

Usually, as circuit size increases, the percentage of damis in the test set in-
creases. As a result, test vector ordering for any arbitfiliiyg of don’t care bits
is insufficient for producing effective reduction in switef activity during testing of
large circuits. Since don’t cares dominate the test set$afger circuits, don’t care
filling plays a crucial role in reducing switching activityudng testing. Taking this
into consideration, we propose an algorittstat which is capable of performing test
vector ordering while preserving don’t care bits in the testtors, following which, the
don’t cares are filled in an intelligent fashion for mininmgiinput switching activity,
which effectively minimizes switching activity inside tlogrcuit (Girardet al., 1998).
Through empirical validation on benchmark circuits, wewghbat XStatminimizes

peak switching activity significantly, during testing.

Although XStatis a very powerful heuristic for minimizing peak input-seghtng-
activity, it will not guarantee optimality. To address tigsue, we propose an algorithm
that usesDynamic Programmingo calculate the lower bound for a given sequence
of test vectors, and subsequently usegeedy strategyor filling don’t cares in this
sequence to achieve this lower bound, thereby guarantepingality. This algorithm,
which we refer to a®P-fill in this thesis, provides thglobally optimalsolution for
minimizing peak input-switching-activity and also is thesb known in the literature
for minimizing peak input-switching-activity during tésgy. The proof of optimality of

DP-fill in minimizing peak input-switching-activity is also prokad in this thesis.
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CHAPTER 1

Introduction

According to Dennard’s scaling (Dennaed al., 1974), power density should remain
constant, even with increasing device densities. But expaleincrease in sub-
threshold leakage with threshold voltage scaling causakialge power to dominate
total power consumption (Borkar, 1999). Due to this, thrégholtage scaling and
Dennard’s scaling came to an end below 400 causing power density to rise expo-
nentially with successive technology generations. Todggravated power densities
and hot spots have become one of the most important conaethg inanoscale cir-
cuit design. Additionally power dissipation for test vast@s several times higher than
that of functional vectors (Gerstendorfer and Wunderlidd99). Next, we shall see the

issues with these elevated levels of power dissipatiomdugsting.

1.1 Power issues during at-speed testing

The problems concerning test power are two fold. Tih& problemis one of high
average test power, which increases thermal stress (H280d; Yaoet al, 2011) on
the chip during testing, thereby decreasing its religb{ifaxenaet al, 2001; Girard,
2002). In worst cases, the chip can burn on the tester, théealling to destructive
testing.The second probleis that of high peak power during testing. Since power grid
is designed for functional vectors, the excessive powesiphsion during test vector
application can cause excessive IR-drop (Weal, 2007; Devanathaat al., 200h),
causing timing failures. Since such elevated power levelsiat observed during regu-
lar operation, such timing failures are categorized agfidsures. Since these failures
don’t occur during the chip’s normal functional mode of ag@m, this problem is also
popularly known as thever testingoroblem. This kind of over testing can drastically
reduce the fabrication yield, ultimately causing a hugerfoma loss for the semicon-
ductor manufacturer. Now, at-speed scan based testingicsatto catch small de-

lay defects that occur during the fabrication of high perfance digital chips (Ahmed



et al, 2006y, Yilmaz et al,, 2008,a; Penget al,, 2010; Goekt al,, 2010; Yilmazet al.,,
2010, 2011; Tehranipoaat al., 2011; Penget al, 2013; Baoet al, 2013,b). These
small delay defects can manifest themselves as delay faaltsition faults or stuck-at
faults (Chakraborty and Agrawal, 1986). Since launch to capture clock cycle is very
small during at-speed testing, capture is performed whearmyc IR-drop is very high.
This causes excessive gate delays on the critical path t&akal., 2003), thus making
the over testing problem even more pronounced during aesfessting. Hence, peak
power reduction during at-speed testing is an importanblpro in the broad area of
VLSI testing.

Launch-Off-Capture (LOC), Launch-Off-Shift (LOS) and Enbad Scan (ES) are
the available design-for-testability (DFT) schemes inlifeeature for the purpose of at-
speed testing. Taking physical design overheads and tioniginto account, LOC and
LOS are the two prevalently used schemes for this purpos& adhieves higher fault
coverage while consuming lesser test time over LOC schemeéjssipates higher peak
power during the capture phase of the at-speed testdidl, 2011). This excessive
peak power in LOS scheme, leads to hl§xdrop on the power grid, more than what
the power grid is designed to handle. This exces+dropon the power grid, during
capture phase of LOS scheme leads to false delay failuesglip leading to significant

yield reduction that is unwarranted.

This thesis proposes efficient solutions for minimizinglpsaitching activity dur-
ing testing, to keepR-drop under control during the same. In static mode,|Relrop
increases as the nodes on the power grid get farther fromufhpysvoltage source as
shown in Figure 1.1. This figure shows the static supply gataap for a 100x100 grid
with voltage sources at all the nodes on the periphery. Tinepgrid is a rectangular
mesh network with each node in the network having currert sinlp/A, simulated
using SPICE. Although in practice, all the periphery noddsneit have supply voltage
sources, this map is shown to illustrate the idea that thertp-ohcreases as the nodes
go farther from the supply pins. As already explained duatigpeed testintR-drop
is strongly correlated to the toggle rates inside the digitauit during the testing pro-
cess (Saxenat al., 2003). We thus focus on minimizing peak switching actiag/a

means to keefR-dropunder control during the testing process.



Figure 1.1: Static IR-drop profile on a 100x100 power grid

There has been work in the past for minimizing peak switchictgyity during testing of
combinational circuits (Dabholkat al., 1998; Girardet al., 1998). However, most of
the current high-performance designs are highly pipelargtihence are inherently se-
guential in nature. These sequential circuits use scamlmasthodology for the purpose
of testing. Due to the disturbance caused in the combinaltiogic in the scan-shift
phase, the peak switching activity reduction techniquep@sed in the past for com-
binational circuits, are not directly applicable to seduamircuits. However, it should
be noted that under the CSP-scan architecture (Potluri,, Batthiriet al,, 2015), many
of the algorithms for peak switching activity reduction ihgy testing of combinational
circuits, can be applied in a straight-forward manner tausatjal circuits. To moti-
vate, we next discuss the techniques proposed in the papeék switching activity

reduction during testing of combinational circuits.

1.2 Reduction of peak power during testing of combi-

national circuits

Power dissipation in digital Complementary Metal Oxide Ssnductor (CMOS) cir-
cuits has two components, nameahtatic poweranddynamic power Among the two,
dynamic power is the major source of power dissipation wiigecircuit is in opera-
tion. Typically, a major portion of a circuit is kept activerhg testing. This is done to
ensure that the total test time spent in testing a chip isoediue., higher fault sampling
per test vector. Therefore, dynamic power is the major dauritsr to power dissipation
during testing of a digital chip. The dynamic power disspabccurs at a node when it

switches fron) — 1 or1 — 0, and is directly proportional to the toggle count inside the



combinational circuit. Additionally, since interconnatimensions does not scale the
same way as transistor dimensions, interconnect congslbagjorly to dynamic power
dissipation in today’s nanometer CMOS circuits (Mageml., 2004; Qiuet al.,, 2008;
Potluriet al,, 2012). The problems with interconnect scaling furtheragate the tim-
ing/power issues during testing, so much, so that there exg¥e techniques proposed
on how to perform test vector selection based on intercdrexed layout considera-
tions (Yilmazet al, 2008, 2010). The interconnect scaling asserts itself in another
way, on the supply routing interconnects of the power-gdFige inductive effects on the
power-grid that were negligible in previous technologiegib to manifest and dom-
inate thelR-drop on the power-grid in the sub-100: technologies (Pant, 2008; Pant
et al, 2010). Thus, the increased levels of dynamic power dissipaside the circuit,
produces heavy currents to traverse along the power-geatinog dynamic inductive
drops, which further aggravate tlsepply IR-dropduring testing, that was discussed

previously.

In (Girard et al, 1998; Dabholkaet al., 1998; Dabholkar and Chakravarty, 1994;
Kavousianoset al,, 2004; Kurianet al,, 2009; Kumaret al,, 2010), it was shown that
average switching activity during testing of combinatibciacuits can be reduced by
ordering the test vectors as an instance of the Hamiltonah problem, which is
NP-hard. However, this mapping is restricted for minimizatof average switching
activity, and currently there is no mapping available fonmization of peak switch-
ing activity during testing through test vector orderingor Ehe first time in literature,
this thesis proposes a theoretical mapping for peak testlswg activity minimiza-
tion through test vector ordering. The provided mappindgs axtended to sequential

circuits, which is described in detail in the next section.

1.3 Reduction of peak power during testing of sequen-
tial circuits
Today, the scan architecture (Williams and Angell, 197&hElberger, 1974; Eichel-

berger and Williams, 1977) is used as the de-facto standare$ting sequential cir-

cuits. This scheme converts a sequential circuit to a coatioinal circuit, for the pur-

4



pose of generating test vectors under the single-studk{f88F) model. As a result,
the rich literature available for test generation (Funatsal., 1975; Liawet al., 1980;
Abramovici et al, 1994; Malaiya and Narayanaswamy, 1983; Savir and McAnney,
1988; Schulzt al, 1988; Glover and Mercer, 1988; Reddyal., 1992; McCluskey
and Tseng, 2000; Liet al,, 2001; Liu, 2004; Venkataramaat al,, 2004; Ahmeckt al.,,
2006b; Miyase and Kajihara, 2006; Baat al., 2013) and fault simulation (Abramovici
etal, 1983; Waicukauslet al., 1986; Takahastat al., 2006; Chakraborty and Agrawal,
199%; Singhet al,, 2006; Bosicet al., 2010) for combinational circuits, can be reused
for sequential circuits. In the deep sub-micron CMOS teabgiels, at-speed testing
is necessary to detect small delay defects. Enhanced S&nL(&unch on Capture
(LOC) and Launch on Shift (LOS) are the currently existinghtgques for at-speed
testing (Liu, 2004).

In the presence of path delays that are comparable to th& oiterval, delayed
signal transitions or timing hazards influence the deteatifodefects. Due to the these
variations in signalling delays, it is important to perfoataspeed testing even for stuck
faults, to reduce the test escapes (McCluskey and Tseng; 2008eket al, 2004). It
was shown in the past that under the ES architecture, stuaketors can be reused for
testing for transition faults (Liu, 2004), witlmprovementn transition fault coverage.
But, the implementation of enhanced scan architecture tb/cdse to the requirement
of multiple clocks (Glover and Mercer, 1988; Dervisoglu &tdng, 1991), which is
not feasible in today’s designs where routing a single ¢leckself a formidable chal-
lenge. In addition to that, test vector ordering is ineffexfor reducing peak test power
in sequential circuits in standard LOS, LOC and enhanced azhitectures (Potluri,
2015). To address this issue, recently, CSP-scan archige@otluriet al., 2015) was
proposed, which uses principles of asynchronous circisigee(Sparso and Furber,
2001), to preserve the state of the combinational logic boting scan-shift and cap-
ture cycles, thus making test vector ordering effectivesnhucing peak test power dur-
ing at-speed testing of stuck faults as well as transitioft$an sequential circuits. We
assume that this architecture is in place, and proposeegitialgorithms for test vector
ordering and don't care filling. The following are the cobtriions of this thesis:

1. We show that given a fully specified test set, optimal testar ordering prob-
lem under the CSP-scan architecture, maps to the Bottlenegkling Salesman



Problem (BTSP) problem, which is NP-hard. We solve the ogtiesst vector
ordering problem for all of the ITC circuits by using an efict BTSP heuristic.
Interestingly, the solution obtained in each of the benatknoacuits is globally
optimal. The mapping, algorithm, experimentation resaitts the verification for
global optimality of the solutions obtained is given in ctea8.

2. The test sets are dominated by don’t care bits for largauits, making don’t
care filling very important for minimizing test power. Thiscreases the hard-
ness of the peak power minimization engine. Keeping thisimdmwve propose
an efficient heuristicX Stat) for test vector ordering and don’t care filling in an
integrated fashion, that produces solutions which redestepower significantly,
while taking very little time in arriving at the solutions.h& details of the pro-
posed heuristic and experimentation results are explameldapter 4.

3. While X Stat is an efficient heuristic for reducing input switching atiy
thereby reducing circuit switching activity, it does notagantee optimality. To
address this issue, we show that given a test vector ordet,ckves can be filled
in an optimal way usingynamic programmingo as to minimize input switching
activity. The details of this algorithm, its proof of optifitg and its improve-
ments overX Stat are explained in detail in chapter 5.

Under CSP-scan architecture, it is sufficient to validateptiogposed algorithms for
stuck fault vectors as the transition fault vectors as weltlelay fault vectors can be
derived from the stuck fault vectors using the techniqueepsed in (Liu, 2004). Thus,
the algorithms proposed in this thesis are generic, in theesthat they are applicable
to at-speed testing of faults under all of the aforementidiaellt models. The rest of
the thesis is organized into 5 chapters. The next chaptesgvbackground of the
low power testing research area and the different techeigueposed in the past to
address the low power testing problem. This chapter explhi@ techniques proposed
in the past, at different levels of the VLSI flow, and sets ttages for explaining our
contributions. Chapters 3, 4 and 5 explain our contributidsapter 6 concludes this

thesis.



CHAPTER 2

Background

With technology scaling, the process complexity has irsgdaxponentially. This huge
increase in the process complexity, also led to a propatemcrease in manufactur-
ing defect rates. Additionally, the thrust for high-speexvides has made designers
focus on high-speed designs. In these high speed designsthber of gates between
two pipelines stages has reduced drastically. As a resigset defects often manifest
themselves as small delay defects (Ahne¢@l., 2006; Yilmaz et al., 200&,a; Goel

et al, 2010; Yilmazet al,, 2010, 2011; Baet al, 2013d) in these high-speed designs.
In the presence of path delays that are comparable to th& citerval, delayed sig-
nal transitions or timing hazards influence the detectiodedécts. Due to the these
variations in signalling delays, it is important to perfoataspeed testing even for stuck
faults, to reduce the test escapes (McCluskey and Tseng; 2008ek et al., 2004).
However, with increase in test speed, peak power dissipaliming at-speed stuck-at
testing also increases proportionately. This thesis addsethis problem of peak power

minimization during at-speed stuck-at testing.

This chapter is divided into three sections, and this setd#tkground necessary
to understand the proposed algorithms for low power atsspeck-at testing. The first
section explains the related work in the broad area of lowgraesting. The second
section motivates why at-speed stuck-at testing is impgrteith an example. The third
section explains the design-for-testability (DFT) arebitre, in the presence of which,
the proposed algorithms are effective in reducing the peakep dissipation during at-
speed stuck-at testing. Next, we begin with the first seaioprior work related to low

power testing.



2.1 Related work in low power testing

There have been several techniques proposed in the pagtianizing peak test power.
These techniques can be broadly categorized into cirat (&erstendorfer and Wun-
derlich, 1999; Parimi and Sun, 2004; Bhumiaal., 200%; Devanatharet al., 2007%),
gate level (Girarcet al,, 1999; Leeet al,, 2000; Almukhaizim and Sinanoglu, 2008; Lin
and Rajski, 2008) and system level (Giratcl, 1998; Dabholkaet al., 1998; Sankar-
alingamet al,, 2000; Sankaralingam and Touba, 2002; Devanattal., 2007; Yao
et al, 2011) techniques.

Circuit level techniques include supply gating (Bhuataal., 2005), scan flip-flop
redesign (Gerstendorfer and Wunderlich, 1999; Parimi ang 3004; Xu and Singh,
2007; Ganesan and Khatri, 2008; Mistetal, 2010), supply voltage scaling (De-
vanatharet al., 200€) and circuit partitioning (Giraret al,, 1999; Almukhaizim and
Sinanoglu, 2008). Gate level techniques include clockngatieeet al., 2000), scan
cell output gating (Lin and Rajski, 2008), and low power schaig synthesis (Lee
et al, 2000; Bonhommeet al, 2002; Bhattacharya, 2003; Bonhommeal, 2004).
System level techniques include low power test vector gdiwer (Devanathaet al.,
200), test compaction (Sankaralingatal., 2000; Sankaralingam and Touba, 2002),
power aware test scheduling (Yabal, 2011), test vector ordering (Giraed al.,, 1998;
Dabholkaret al., 1998) and X-filling (Devanathaet al,, 2007).

Among these various possibilities, one should choose stes$t atrategy that mini-
mizes peak power dissipation during testing and at the sengeimtroduces very min-
imal area, timing and power overheads on the design in itemabfunctional mode
of operation. Thus, system level techniques are most &tteaas such techniques do
not modify the design at all. This thesis focuses on suchesys$evel techniques for
minimizing the peak power during at-speed testing of setigletircuits. Low power
test vector generation is attractive as it reduces test patleout modifying the design.
However, due to the hard nature of the test generation ahsesompaction problems,
adding further constraints would increase the effort oféb®matic test vector gener-
ation (ATPG) engine, thereby increasing the design cyctb®product. As this is not

attractive, we focus on system level techniques that rethst@ower significantly, with



little increase in design time. In particular we focus ontT@goe ordering and don’t
care filling. For combinational circuits, capture power épdndent on application of
a pair of test vectors- the previous test vector followed iy ¢urrent test vector. In
(Girardet al, 1998) it was shown how test vector ordering for averageuregtower

minimization problem maps to the well known Least Cost Hamilin Path Problem
which is NP-Hard. In the same paper, a 2-approximation dlgarfor TSP was used to
achieve reasonably good solutions. In this thesis for bothlinational and sequential
circuits, it was shown how test vector ordering for peak eeppower minimization

maps to Bottleneck Hamiltonian Path Problem, which is alseHdiRd. Further details

of our contributions will be explained in furture chaptefdhos thesis.

2.2 Motivation for at-speed stuck-at testing

The real defect is a short or an open between two nodes insiggea However, a
defect can manifest itself as a stuck-at O or stuck-at 1 abtiput of a gate. Apart
from a defect manifesting itself as stuck-at O or stuck-at tha output of a gate, it
also changes the delay of the gate. Sometimes, a defectehdng truth table of
a gate, which may not be exactly stuck-at 0 or stuck-at 1 hehaHowever, they
will be usually be caught by the stuck-at tests (McCluskey &sehg, 2000). In fact,
it was shown practically using manufacturing data, thadpged stuck-at testing can
greatly reduce the test escapes (McCluskey and Tseng, 2608¢kkt al,, 2004).This
motivates the need for at-speed application of stuck-#t tesreduce the number of test
escapes.Thisis especially true in today’s chips which are fabeckin deep-submicron
technologies, that contain many small delay defects (Ahetedl, 2006; Yilmaz et al,,
200%,a; Goelet al,, 2010; Yilmazet al, 2010, 2011; Baet al, 2013). Now, during
at-speed stuck-at testing, if peak power is high, then gelt@rops on the power grid
is also high, thereby causing excessive delays on gatedinteto the following two
scenarios:

1. good chip: the response maybe delayed, and since we are capturingedssp

we observe faulty response, and discard the chip, althaugbrks well in the
functional mode of operation (when the excessive delay tesgaon’t occur); or



2. defective chip:the effect of stuck fault maybe masked by an excessive délay o
gate caused by high peak power, which is another type of¢eape (Chakraborty
and Agrawal, 1998b). This fault can be caught using slow-speed stuck-at test-
ing. However, this additional phase of slow-speed studksiing, as the name in-
dicates, is slow, and hence adds significantly to the testitnmodern system-on-
chips (SoCs), which are very complex. Now, if we reduce thd peaver during
the at-speed stuck-at testing, such delay effects on stutdsting (Chakraborty
and Agrawal, 1998,b) can be avoided, thereby reducing the test escapes during
at-speed stuck-at testing, and hence an additional phaslewefspeed stuck-at
testing can be avoided.

Thus, the advantages of minimizing peak power dissipatioing at-speed testing
are two-fold:
1. we can avoid a good chip being categorized as defectivevidithe problem of

false negativeghat impacts the yield of a product and a loss to the manufaGt
and more importantly

2. we can avoid a defective chip being categorized as gooidhvidthe problem of
false positivesthat impacts the trust of the customers on the manufa¢iuhech
leads to customer/business loss to manufacturer, finatlingnn a financial loss
to the manufacturer.

This motivates the need to minimize peak power dissipatiging at-speed stuck-
at testing. Having motivated this, next we shall see thegtefarr testability techniques
existing in the literature, for at-speed testing and thergympate technique amongst

them for the problem under consideration.

2.3 Design for Testability

We focus on ordering the test vectors and selectively filling don’'t care (X) bits
in the test cubes to minimize peak test power, under the C&P-stheme. Before
understanding the CSP-scan scheme, it will be useful to stadet enhanced scan,
the physical design and other limitations posed by this mehand how the CSP-scan
addresses these challenges, yet preserves the propéeigsamced scan. So, next we

shall briefly discuss about enhanced scan.
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Figure 2.1: Enhance Scan Flip-Flop proposed in (Dervisagli Stong, 1991)
2.3.1 Enhanced Scan (ES) scheme

Originally, enhanced scan architecture was proposed inv{fmglu and Stong, 1991)
for arbitrary two-vector application for at-speed testmigsequential circuits. The
circuit schematic of this enhanced scan flip-flop is shownigufe 2.1. From this
schematic, it is clear that to implement this scheme, mieligpher clocks §/ CLK,

SO_CLK) are required apart from the system clo€ki(K). In today’s highly com-
plex chips, routing a single clock itself poses several Kegllenges like clock-skew,
common-path pessimism removal etc. Keeping this in ming, lteyond question to
accept such an implementation, which needs system levéhgoaf more than one

clock signal.

Several new implementations of enhanced scan scheme wepposad re-
cently (Dattaet al, 2004; Bhuniaet al., 200%), to avoid the multiple-clock routing
problem and minimize the physical design overhead. Howeleof these techniques
are meant for arbitrary two-vector application, in which) @&t first, the first vector
is scanned in, (2) following which, the first vector is lauadhnto the combinational
logic; (3) then, second vector is scanned in, (4) followingiek, the second vector is

launched into the combinational logic; and finally (5) thepense is captured.

11
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Hence, it should be clear that the ES scheme is not suitabtegbvector ordering,
where, after launching each test vector into the combinatilmgic, the response is also
captured. The response thereby captured also disturbsateead the combinational
logic. Thus, the ES scheme preserves the state of combiahtagic only during scan-
shift and is unable to preserve the state of the combindtlogec during the capture
cycle. Recently, to address this issue, the combinatioatd greservation (CSP) scan
scheme is proposed, that preserves the state of combiabkogic during both scan-

shift and capture cycles. The next section explains the €8R-scheme in detail.

2.3.2 CSP-scan scheme

The CSP-scan architecture is proposed in (Potluri, 2015h®purpose of preserving
combinational logic states during scan-shift as well aswaphases of LOS based at-
speed scan testing. Figure 2.2 shows how the combinatiogialdtates are so preserved
that the sequential circuit can practically be treated agtdoational circuit, and we can

perform test vector ordering for minimizing peak switchaugivity.

The scan flip-flop that implements the CSP-scan scheme is shdvigure 2.3. The
timing diagram corresponding to the CSP-scan scheme is shofsigure 2.4. It can
be seen that thé ., IS low only during launch, and is high both during scan-shift
and capture cycles, thus ensuring combinational stategason between successive
test vectors. It should be noted that, satisfaction of CSPes#dst vector ordering
effective in reducing peak power during LOS based at-spestihty of sequential cir-

cuits (Potluri, 2015).

12
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Figure 2.3: Scan flip-flop that implements the CSP-scan sclioturi, 2015)

In this thesis, we focus on peak switching activity minintiaga during at-speed
stuck-at testing. We assume that CSP-scan architectureeedsl in place and pro-
pose algorithms for the same. Additionally, the ATPG todl give us the option to
identify the don’t care bits that can be replaced with O or thewt loss in fault cov-
erage (Miyase and Kajihara, 2006). Interestingly, the gtage of don’t care bits is
67.8% on an average in the ITC circuits shown in Table 2.1cé&the majority of the
bits in these sequential circuits are don’t cares, don ¢éling plays a major role in
minimizing peak power during at-speed testing of sequkatiauits. This thesis ad-
dresses the test vector ordering problem, the simultaneettsr ordering and don’t
care filling heuristic, and an optimal algorithm for don’tedilling for a given test vec-

tor ordering. Chapters 3, 4 and 5 discuss these contribuitioakborate detail. The

next chapter describes our first contribution.
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Table 2.1: ITC'99 Benchmarks (X % : Average % of X-bits in teshes)

Benchmark| # Pls | # Gates| # Test Cubes X %
b04 77 615 67 64.4
b05 35 608 69 36.8
b06 5 60 16 12.5
b07 50 431 46 58.6
b08 30 196 38 60.4
b10 28 217 43 58.7
b1l 38 574 83 64.1
b12 126 1.6K 100 76.9
b13 53 596 36 65.4
b14 275 5.4K 511 77.9
b15 485 8.7K 405 87.8
b17 1452 | 27.99K 618 89.9
b18 3357 | 75.8K 666 86.9
b19 6666 | 146.5K 953 89.8
b20 522 9.4K 476 75.3
b21 522 9.4K 479 73.2
b22 767 13.4K 435 74.1

14



CHAPTER 3

An Efficient Test Vector Ordering Algorithm for
Minimizing Peak Switching Activity

As already explained in the previous chapter, under the €&R-architecture, the state
of the combinational logic is preserved between applicatibsuccessive test vectors.
As a result, test vector ordering influences the peak switchrtivity during testing.
In this chapter, we show that given a fully specified test set,problem of optimal
test vector ordering under the CSP-scan architecture (iPetlal., 2015), maps to the
Bottleneck Traveling Salesman Problem (BTSP), which is Niekh#@/e solve the test
vector ordering problem by using an efficient BTSP heuridtigrsicet al,, 2012).

Interestingly, the solution obtained for all the benchmarkuits, is globally optimal.

Next, we define the Peak Input Toggle Minimization ProbleiT {ffP) and Bottle-
neck Traveling Salesman Problem (BTSP) respectively, anddme@ maps to the other.
Section 3.3 explains the BTSP heuristic and section 3.4 gesvihe results obtained by

implementing the proposed heuristic and experimenting benchmark circuits.

3.1 PITMP and BTSP

In this section, we shall see the definitions of the Peak Ifpggle Minimization Prob-
lem (PITMP) and Bottleneck Traveling Salesman Problem (BTigBpectively, and

how both of them map to each other.

PITMP Definition: Given a combinational circuif’, and a set of test vectors
T = {T)...Ty}, the problem is to find an ordering of these test vectors such that
the max{Hd (T,,, Ty,), Hd (Tr,, Tr,),...Hd (T,

Th—1)

T.)} is minimized where

Hd (T,, Tr,.,) is theHamming distanceéetween test vectofs,, andTx, ., .

BTSP Definition: Given an edge-weighted undirected complete gi@ptine prob-

lem is to find anHamiltonian cyclein G, such that thdargest edge cost in this cy-



Figure 3.1: An example of edge-weighted undirected coreeaph G

cle is minimizedGarey and Johnson, 1990) (which is the Bottleneck Haméatomaly-
cle). Figure 3.1 shows an example edge-weighted undirextetblete graplt:. Fig-
ures 3.2(a) and 3.2(b) show the Bottleneck Hamiltonian sy@41Cs) in the complete
graph () shown in Figure 3.1. In this specific example, there are tw&BHhsideG.
Thus, this example illustrates that the complete gi@pn general, can contain one or
more BHCs. It depends on the distribution of weights on the ed§é&’. Now, we are
interested in the peak switching activity, which is the &sgedge-weight in the BHC
(which will be explained later in the next section). Keepinghis mind, and the fact
that the largest edge-weight in all the BHCs are equal, it &gttforward to see that
all of the BHCs are equivalent, for the problem under constderaThis will become
clearer as we go to the next section. Next, to take the dismussther, we will discuss

thebottleneck traveling salesman path problem

The BTSP is NP-Hard (Garey and Johnson, 1990). Next, we séfatledtheBottle-
neck Traveling Salesman Path Problamd prove that it is equivalent to BTSP.

Bottleneck Traveling Salesman Path Problem (BTSPP):

Given an edge-weighted undirected complete gi@pthe Bottleneck Traveling Sales-
man Path Problem (BTSPH to find anHamiltonian pathin GG, such that théargest
edge cost in this path is minimizethe BTSPP can be reduced to the BTSP, by adding
a vertex toGz, and connecting the same to all other verticeg’ahrough edges with
weightzero. Note that, after solving the BTSP on the modified graph, ambéng the
newly added vertex from the cycle thus computed, gives deneitk traveling salesman

path inG.

16



(a) BHC4 (b) BHC=

Figure 3.2: Bottleneck Hamiltonian Cycles (BHCs)(h

It is interesting to note that, unlegs= N P, there does not exist a polynomial time
approximation algorithm for BTSP for amy> 0 (Doroshko and Sarvanov, 1981; Parker
and Rardin, 1984; Sarvanov, 1995). Several heuristics vegerted in the literature
for the BTSP problem, for example (Ramakrishedal., 2009; Manku, 1996; Larusic
etal, 2012).

Next, we proceed towards showing that the PITMP can be rebiacBTSP. In this
context, we define thé/ amming distance(Hd) between test vectofs, T is defined
as the number of positions in whicli;0 and7’;=1) or (I;=1 and7;=0). We denote

this by Hd(T;, T;). The proof of reduction is shown in the next section.

3.2 Mapping of PITMP vs BTSP

In this section we show that PITMP is NP-Hard. We do this by tmay reduction
between these two problems. Since BTSP is known to be NP-hadadreduction

PITMP is also NP-hard. Next we see the first reduction.
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(a) Complete Graphd) (b) Bottleneck Hamiltonian  (c) Bottleneck Hamiltonian
Cycleing’ Path inG’

Figure 3.3: Bottleneck Hamiltonian Cycle, PathGn
3.2.1 Mapping of PITMP to BTSP

In this section, we prove that the PITMP can be reduced to BT&Begin with, we

construct a grapi'VG = (V, E) as follows:

o LetV = {v;...u;} be a set of vertices such that vertexcorresponds to test
vectorT;, for1 < i < k.

e Place an edg€v;,v;) between vertices;,v; with cost ¢;;, where ¢;;
Hd (T;, Tj),Vi,j, 1 <i<j <k

e Add a new vertexy,; to G and place edge betweep,; andv;, V1l < i < k,
with a costeyy1;, = 0,V1 <i < E.

In the graph so constructed, I€tbe an optimal BTSP solution. L&t be a path
obtained by removing vertex, . ; from C. Now, the ordering of vertices iR, gives the
optimal ordering of the test vectors such that the maximumiang distance between

any two consecutive test vectors is minimized. Next we sesditond reduction.

3.2.2 Mapping of BTSP to PITMP

In this section, we prove that the BTSP can be reduced to PITMP.

Input : An edge-weighted undirected graphG = (V,FE)

18



Output : A Hamiltonian path inG, such that the Bottleneck edge-weight is
minimized.
e The Construction Step :

1. LetT = ty,1q,13,...t, be a set of test vectors, whetrecorresponds te; ¢
Vand|V|=n.

2. LetPIT(t;,t;) = e; Wheree,; = w(V;, V;)eE.

e The Solution Step :

The above construction creates an instance of PITMP. Soisétstance and
output ordering of test vectors, , t,, t,, ...t,,)

e The Reporting Step :

Output the order of vertices i, corresponding to the test vector sequence

The Solution step shows that the BTSP is solved as an insthR¢€MP. The Construc-
tion and Reporting steps takégn?) time. Hence, the BTSP jsolynomially reduced
to an instance of PITMP. Given that the BTSP problem is NP-htisleasy to see that
PITMP problem is also NP-hard.

Since BTSP is NP-hard, it is important to suggest good héesigt solve the prob-
lem at hand, so that we arrive at fast solutions with readensdwvings in peak input
switching activity during testing. The next section exptathe BTSP heuristic that we

use, to minimize peak input switching activity during tagti

3.3 Algorithm for BTSP

We have used the heuristic proposed by (Larusic al, 2012) for solv-
ing BTSP. This algorithm uses théVearest Neighbour Heuristic(NNH)
proposed in  (Lawler,  1985), for ~ computing  upper-bound  and
Bottleneck Biconnected Spanning Subgraph(BBS.S) algorithm proposed in (Pun-
nen and Nair, 1994) for computing lower-bound. These allgors are explained in
Algorithm 1 and Algorithm 2 respectively. Algorithm 1 findsHamiltonian Cycle in

a complete grapliz and returns max cost edge in this cycle. This is an upperdboun

for BT'SP solution. Algorithm 2 finds an biconnected spanning subgrafpGG by
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ordering the edges in non decreasing order of edge weigidsj@es a binary search to
find the set of edges in the required biconnected subgrapmoiwate, the bottleneck
biconnected spanning subgraph and the nearest neighlmoudidhe complete graph
in Figure 3.1, are shown in Figures 3.4(a) and 3.4(b) respdgt The BTSP algorithm

is shown in Algorithm 3.

Algorithm 1: NN H Algorithm
Input: GraphG
Output: An upper-bound/ B for BT'S P Solution

1/* Let C be an Hamiltonian cycle in G. Qutput of this
algorithmis maxi num cost edge in C. */

Let current_vertex be any vertex in grapt¥ and markcurrent_vertex as

visited ;

Let start_vertex becurrent_vertex ;

Let max_cost bezero. ;

while there is any unvisited vertex in graph G do

Let V' be any unvisited vertex i& such that edge cost between

current_vertex andV is minimum;

7 Let current_cost be edge cost betweenrrent_vertex,V ;

N

o 0o b~ W

8 Let max_cost be themaz(mazx_cost, current_cost) ;
9 Let current_vertex beV,
10 end

11 Let current_cost be edge cost betweenrrent_vertex, start_vertex ;
12 Letmax_cost be themax(maz_cost, current_cost) ;

13 returnmax_cost.

Before going into the details of this algorithm, we will nexipéain an operation
calledControlled shake operation, which is extensively used in this algorithm. Let
G’ be a graph and be a positive numbetControlled shake operation on graphG’

with valued creates a grap&® as follows

Vertex set ofG* is the same as vertex set@f

Edge set of3* is the same as edge set®@f

cost of an edge in G* is zero if the cost of the corresponding edgeSinis less
than or equal ta

cost of an edge in G* is any positive random number if the cost of the corre-
sponding edge i is greater thai

Having understood th€'ontrolled shake operation, we will now try to briefly under-

stand the different steps in Algorithm 3. A detailed dedaripof the same can be found
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Algorithm 2 : BBSSP Algorithm

Input: GraphG
Output: A lower-boundL B for BT'S P Solution

1/* Let G be a biconnected spanni ng subgraph of G such
t hat maxi num cost edge in G is mninmm Qutput of
this algorithmis maxi numcost edge in G'. */

2 LetZ, < 7, < --- < Zj be the distinct edge costs @fsorted in increasing

order;

3 letli=1,u=k;
4 whilel <udo

s | 0= %+

6 | G =(V,E)whereE = {(i,j) € E:Ci; < Zs}
7 if G’ is biconnected then

8 | u=4;

9 end

10 else

11 ‘ l=0+1;

12 end

13 end

14 returnz;.

in (Larusicet al, 2012). The following points summarize the different stap®slved

in Algorithm 3.

e Let G® be a graph obtained from a grapghby controlled shake operation with
values. Note that ifG* contains Hamiltonian tour with cost zero theéhcontains
a BTSP tour with cost at most

Suppose BTSP tour cost in a grapii is < 6. Then if we apply
controlled shake operation on G' several times with the samithen one of
the graphs generated by these operations will have Hanatliaour with cost
zero with high probability.

In the algorithm 3jwhile loop from line 10 to 18 uses these two ideas while trying
to find BT'S P tour with cost atmosé. With high probability it will find such a
tour if there exists one.

e The while loop from line 5 to 26 tries to find an index wherel < i < k,
such that given grap&’ contains a BTSP tour with cost at md&tusing binary
search.

¢ Inline 21 of the algorithm, whenever we are setting upper bourdjual tomid
then we are certain that BTSP tour costihis at mostZ,,.

e In line 24 in the algorithm, if we are setting lower bouhdo mid + 1 does not
mean that BTSP tour cost ii’ is at leastZ,. It can be less thaf, with some
small probability. This is because we are using a heuristitest whether the
given graph contains a Hamiltonian cycle or not.
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(a) Bottleneck biconnected spanning  (b) Nearest Neighbourhood i
subgraph irg’

Figure 3.4: BBSS and NN it

e Whenever this algorithm terminates, lower boumsliequal to upper boundand
given graph contains a BTSP tour with cost at mast

Now, the lower bound given b B:S'S Algorithm 2 is not a tight lower bound. Keep-
ing this in mind, in order to optimize further, we propose &lghm 4, which tries
to tighten this lower bound value. It compares bottleneckievagiven by BT'SP
Algorithm 3 and maximum cost edge value given By3S.S Algorithm 2, and tries
to tighten the lower bound value. We refer to the lower boumastobtained by
Algorithm 4, as Enhanced lower bound. In the experimental results, we use this

Enhanced lower bound to quantify the performance &7'S P Algorithm.

Algorithm 5 explains the entire process of computing battlek value.

3.4 Experimental Results

3.4.1 Experimental Setup

We have considered ITC'99 benchmark circuits listed in t&blefor all of our exper-

iments. Each of the ITC’99 benchmark circuit is synthesizeidgi Synopsy8Design
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Compiler with a45nmstandard-cell library. Test vectors were generated fon eathe
synthesized netlists usingentor’'s FastScamTPG tool. The synthesized netlists are
taken through Place And Route (PAR) phase usiaglence Encounteool, which is
subsequently taken througtadence RCXtradb extract gate and interconnect capaci-
tance values. Next, we explain the results obtained by appithe proposed heuristic

on these netlists.

3.4.2 Results

Tables 3.2, 3.3 and 3.4 show the savings in peak input togogedk circuit toggles and
peak circuit power obtained upon applying the proposedistition benchmark circuits
for the cost-functionprimary input togglestotal circuit togglesandtotal circuit power
respectively. In all the three tabldsB corresponds to the lower bound obtained using
the Enhanced Lower Bound Algorithm 4. Similarly Tool andBTSPPcorrespond to
the peak toggles/power values in the combinational cikCwbtained, by applying the
test vectors in the order suggested by fhestScan’ tool and the BTSPP algorithm

respectively.

Table 3.2 shows that whewrimary input toggless used as the cost-function, the
peak input-toggles id’, obtained using the BTSPP algorithm is equal to k¢ com-
puted, for all benchmark circuits, while the peak inputgies inC' got by applying the
test vectors in the order suggestedMyst Scan™ is 31.56% higher thanL B, on the
average. Similarly Table 3.3 shows that whetal circuit togglesis used as the cost-
function, the peak total-toggles @, obtained by applying the test vectors in the order
suggested by the BTSPP algorithm is equal to the lower bdumdalue for all bench-
marks considered, excepi 9. In the case 0b19, step.9 in Enhanced Lower Bound
algorithm ran for many days and did not converge. This steptivas aborted, and the
value of EW, was assigned to theéB, since EW; is also a lower bound to the BT-
SPP algorithm. It is interesting to note that although’; (37, 387) was not proved
to be a tight lower bound, the peak total toggles’irgot by applying vectors in or-
dering suggested by BTSPP (37,726) is withy of £V, value, indicating the good
performance of the BTSPP algorithm, in terms of the solutioality. On the other

hand, the peak-toggles i got by applying the test vectors in the order suggested by
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FastScan™ is 59.67% higher thanL B, on the average. Similarly, Table 3.4 shows
that whenCircuit Total Poweris used as the cost-function, the peak-power dissipated in
C by applying the test vectors in the order suggested by the BTeégorithm is equal
to lower boundL B value for all considered benchmarks, similar to the cagwiofary
input toggleqTable. 3.2), while the peak-power dissipatedigot by applying the test
vectors in the order suggested bystScan™ is 62.99 higher thanl B, on the aver-
age. Since, total energy consumed by the circuit duringucapycles is dependent on
average capture-power, it is interesting to analyze theahpf the ordering suggested
by the BTSPP algorithm oaverage capture-poweiTable 3.5 shows the results for the
same for all the three cost-functions discussed previouslyan be observed that for
all benchmarks, for all three cost-values, the averagdésggpwer values id' got by
applying the test vectors in the ordering suggested by BTiSB#%ser than that got by
applying the test vectors in the ordering as suggested dy ©@o the average, taken
over all benchmark circuits, the reduction in average tegfglower for the three cost-
values was 272, 27.8% and 28.3; respectively when compared with those yielded

by the commercial tool.

24



Algorithm 3: BTSP Algorithm

Input : GraphG'’
Output: Bottleneck Edge

1 Compute lower-bountb and upper boundb using Bottleneck Biconnected
Spanning Subgraph Problem (BBSSP) algorithm and Neareshbiig
Heuristic (NNH) respectively in given gragh’;

2 LetZ, < Z, < --- < Z, be an ascending arrangement of the distinct edge costs
in graphG’ such thatZ; > b andZ;, < ub;

3/+ find an index i, where 1<i<k, such that given
graph G contains a BTSP tour with cost at nost Z
usi ng binary search */

4 Let] <« 1,u <+ k;

5 while [ < v do

6 | mid<« [(I+u)/2];
7 count <— some positive integer say ;
8 flag « 1;
9 0 < Zmid .
10 while count > 0 and flag = 1 do
11 Apply controlled shake on graghi’ with values to get graptG* ;
12 Find a lowest cost TSP tour i@* usingLin-Kernighan TSP heuristig
13 Let T be this tour ;
14 if the length ofl" is zerothen
15 ‘ flag < O;
16 end
17 count < count-1;
18 end
19 if flag =0then
20 ‘ u < mad,
21 end
22 else
23 |1 mid+1;
24 end
25 end

Result BTSP cost is equal t4,,.
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Algorithm 4. Enhanced Lower Bound Algorithm

10
11

12
13
14
15

16
17
18

19

Input: TV G of a combinational circui’ constructed for a given set of test
vectorsT’
Output: An Enhanced Lower Boundl B

Solve theBT'SPP onTV G as described earlier. Let the maximum weight of
any edge on the computed Bottleneck Traveling Salesman Bdilif;

ComputeBBSS(TV G); Let the maximum weight of any edge on
BBSS(TVG) be EWs;

[+ When the cost of the bottleneck edge( EW;) is sane
as max cost edge in Biconnected spanning subgraph
(EW,) then the solution given by BTSP is
optimal solution, and max cost edge in Bi connected
spanni ng subgraph is greatest lower — bound */

if EW, == EW, then

end

if EW, > EW, then
Remove all edges i’V G with edge-weight greater than or equalAdl; .
Let the new graph bé&’;

Test if G’ has a Hamiltonian cycle using the methodology suggested in
(Vandegriend, 1998);

if G' does not have a Hamiltonian cydleen

/|« Since G does not have a Hamiltonian cycle the
solution given by BTSP is optimal solution,
hence the greatest lower —bound value is EW; =/

LB + EWj;

end
else

/* Since G' has a Hamiltonian cycle the solution
given by BTSP mght not be optimal solution,
hence the lower —bound value is at |east EW, */

LB « EWs;

end
end
return LB,
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Algorithm 5: BTSPP Algorithm

Input: = ={11, Ts,.. T,,} set of completely specified test vectors
Output: 7 ={T1, Tv,.. T,,} sequence of completely specified test vectors
1 LetT;...T;, be the set of test vectors of Circuit
2 Letc; ; be the cost of applying test vectpafteri, c;,; be the cost of applying test
vector: afterj.Note that; j=c;;,1 <i < k;1 < j < k;i # j.
3/* Construct a Gaph G as follows * |
Let {v;...v;} be the vertex set ofs. Note that vertex, corresponds to test vector
T;, for 1<i <k.
Place an edge betweenv; whose costis;;,Vi,j. 1 <i < j <k.
/+* Construct a Graph G' as follows */
Add an vertexy;,; 10 G.
Place an edge betweep, ,,v; in G with a costzero, Vi, 1 <i < k.
Compute lower bound B and upper bound B using Bottleneck Biconnected
Spanning Subgraph ProblemBBSSP Alogrithm and Nearest Neighb
Heuristic(NNH) respectively in given gragh .
10 Let Z; < Z, < ... < Z; be an ascending arrangement of the distinct edge costs in
graphG’ such thatZ, > LB andZ, < UB.
1nleti=1u==%k
12 while [ < v do
13 | Letmid= (14 u)/2)
14 [+ Construct a graph G* as foll ows */
15 Vertex set ofG* is the same as vertex set@f
16 Edge set of>* is the same as edge set@f
17 Cost of an edge in G* is zero if the cost of the corresponding edgeGhis
less than or equal t&,,;4.
18 Cost of an edge in G* is any positive random number if the cost of the
corresponding edge i@’ is greater thar, 4.
19 Find a lowest cost'S P tour in G* usingLin — Kernighan T'S P heuristic.
20 if tour lenght = 0 then

N

© 00 N o O

21 ‘ Letu = mid;

22 else

23 | Letl! =mid+ 1,
24 end

25 end

26 Let P be a path inG’ obtained by removing vertex,, ; from T'S P tour. Note
that P is a Hamiltonian path in GG such that cost of any edge is atmast

27 Ordering of the vertices in path gives the required test vector ordering such
thatpeak cost is atmostZ,,.
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Table 3.1: ITC'99 Benchmarks

Circuit | # Pls| #Gates| # Test Vectors
b01 5 57 17
b02 4 31 11
b03 29 103 16
b04 77 615 98
b05 35 608 81
b06 5 60 19
b07 50 431 61
b08 30 196 49
b09 29 162 33
b10 28 217 54
bll 38 574 104
bl2| 126 1.6K 118
b13 53 396 44
bl4| 275 5.4K 658
bl5| 485 8.7K 594
bl7 | 1452 28K 786
b18 | 3357 75.8K 913
b19| 6666| 146.52K 1,147
b20| 522 9.4K 652
b21| 522 9.4K 671
b22| 767 13.4K 589
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Table 3.2: Edge cost : Primary input toggles per vector pair

Circuit LB | Tool | BTSPP| % gap with LB || Run Time

Tool | BTSPP
b0O1 2 5 2 |1 150.00 0.00 0.04s
b02 2 4 2 1 100.00 0.00 0.05s
b03 7 11 7| 57.14 0.00 0.34s
b04 31 49 31| 58.06 0.00 2.01s
b05 12 24 12 | 100.00 0.00 0.33s
b06 2 4 2 |1 100.00 0.00 0.06s
b07 19 34 19| 78.95 0.00 1.33s
b08 11 21 11| 90.91 0.00 0.22s
b09 10 21 10| 110.00 0.00 0.05s
b10 11 19 11| 72.73 0.00 1.52s
b1l 14 27 14| 92.86 0.00 0.88s
b12 53 79 53| 49.06 0.00 1.00s
b13 21 34 21| 61.90 0.00 0.11s

bl4| 114| 158 114 | 38.60 0.00 4.47m

b15| 216| 280 216 | 29.63 0.00 2.97m

bl17| 679| 785 679 | 15.61 0.00 22.93s

b18| 1,601| 1,760 1,601| 9.93 0.00 3.18m

b19| 3,218 3,447| 3,218| 7.12 0.00 15.20m

b20| 231| 294 231 | 27.27 0.00 16.70s

b21| 228| 294 228 | 28.95 0.00 4.06m

b22| 349| 512 349 | 46.70 0.00 13.76s

Average - - - | 31.56 0.00 1.47m
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Table 3.3: Edge cost : Circuit total toggles per vector pair

Circuit LB Tool | BTSPP| % gap with LB || Run Time
Tool | BTSPP

b01 21 37 21 76.19 0.00 0.02s
b02 13 18 13| 38.46 0.00 0.07s
b03 29 52 29| 79.31 0.00 0.07s
b04 226 375 226 || 65.93 0.00 0.68s
b05 189 323 189 | 70.90 0.00 2.81s
b06 18 39 18 || 116.67 0.00 0.02s
b0O7 143 252 143 || 76.22 0.00 0.15s
b08 64 119 64 || 85.94 0.00 1.28s
b09 51 107 51 || 109.80 0.00 0.70s
b10 66 132 66 || 100.00/ 0.00 1.36s
b1l 154 264 154 | 71.43 0.00 5.32s
b12 443 682 443 | 53.95 0.00 3.49s
b13 149 212 149 || 42.28 0.00 0.17s
bl4| 1,565 2,449 1,565| 56.49 0.00 16.77s
bl5| 2,078| 3,148 2,078| 51.49 0.00 8.90m
bl7| 7,125| 9,217| 7,125| 29.36 0.00 15.68m
b18 | 20,103| 24,694| 20,103 22.84 0.00 27.81s
b19 | 37,387| 44,934\ 37,726| 20.19 0.91| 112.77m
b20| 3,003| 4,007| 3,003| 33.43 0.00 7.75m
b21| 2,962 3,911 2,962 32.04 0.00 9.27m
b22| 4,341| 5,188| 4,341| 19.51 0.00 3.31m
Average - - - 59.67 0.05 7.56m
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Table 3.4: Edge cost : Circuit total power (iWV) per vector pair

Circuit LB Tool | BTSPP| % gap with LB | Running Time
Tool | BTSPP

b01 1.92 3.97 1.92| 107.04 0.00 0.02s
b02 1.47 2.30 1.47| 56.08 0.00 0.07s
b03 2.03 3.54 2.03| 74.58 0.00 0.07s
b04 | 14.319 24.94 14.32|| 74.17 0.00 11.40s
b05 10.34 17.31 10.34| 67.46 0.00 0.51s
b06 2.04 4.40 2.04| 115.76 0.00 0.28s
b0O7 10.09 18.42 10.09| 82.54 0.00 4.31s
b08 4.41 8.64 441 95.81 0.00 1.75s
b09 4.71 11.18 471 137.53 0.00 0.80s
b10 5.64 10.91 5.64| 93.37 0.00 1.03s
bll 10.28 17.28 10.28| 68.11 0.00 5.42s
b12 32.08| 53.430 32.08| 66.54 0.00 1.07s
b13 11.97 17.65 11.97| 47.45 0.00 0.11s
b14 71.19| 115.23 71.19|| 61.86 0.00 18.89s
bl5| 140.36| 199.50| 140.36| 42.14 0.00 14.03m
bl7| 808.36| 967.69| 808.36| 19.71 0.00 18.98m
b18 | 2,451.40| 2,729.24| 2,451.40| 11.33 0.00 29.51m
b19| 7,205.46| 7,815.73| 7,205.46 8.47 0.00 44.09m
b20| 198.49| 275.54| 198.49| 38.82 0.00 19.50s
b21| 188.82] 245.53| 188.82| 30.04 0.00 20.05s
b22| 321.32| 397.66| 321.32| 23.76 0.00 9.29m
Average - - - 62.99 0.00 5.59m
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Table 3.5: Impact of Test Vector Ordering on Average Tog§lewer for cost values (PIT: Primary Input Toggles, CTT: Cirdwtal Toggles,
CTP: Circuit Total Power)

A

Edge Cost : PIT per Vector Paiff Edge Cost: CTT per Vector Pairff Edge Cost : CTP per Vector Pair
Circuit Average Input Toggles Average Circuit Toggles Average Circuit Power (ip1V)

Tool | BTSPP| % Improvement|| Tool | BTSPP| % Improvement Tool | BTSPP| % Improvement

b0O1 2 1 50.00 29 18 37.93 2.76 1.64 40.83
b02 2 1 50.00 15 11 26.67 1.80 1.28 28.75
b03 8 3 62.50 34 16 52.94 2.41 1.06 56.01
b04| 37 29 21.62 283 209 26.15 18.66| 13.54 27.45
b05 17 11 35.29 239 167 30.13 13.04 9.32 28.58
b06 3 1 66.67 28 14 50.00 3.19 1.49 53.35
b0O7 24 16 33.33 187 128 31.55 13.56 8.92 34.19
b08 14 10 28.57 85 55 35.29 6.09 3.71 39.03
b09 14 9 35.71 82 42 48.78 8.19 4.01 51.00
b10 14 9 35.71 93 56 39.78 8.19 4.76 41.86
b1l 18 13 27.78 198 132 33.33 13.79 8.95 35.08
b12 62 51 17.74 555 412 25.77 40.00) 29.83 25.42
b13 27 20 25.93 182 140 23.08 14.87| 11.29 24.11
bl4| 134 109 18.66|| 1957| 1457 25.55 91.66| 66.33 27.63
bl5| 241 212 12.03| 2547| 1950 23.44|| 167.92| 133.33 20.33
bl7| 722 672 6.93| 8025| 6976 13.07| 877.52| 797.09 9.17
b18| 1671| 1591 4,79 21846| 19875 9.02| 2574.81| 2433.27 5.50
b19| 3317| 3206 3.35| 40703| 37434 8.03| 7458.16| 7174.18 3.81
b20| 257 226 12.06| 3451| 2909 15.71| 229.95| 192.01 16.50
b21| 257 223 13.23| 3446| 2856 17.12| 215.51| 183.17 15.01
b22| 387 344 11.11| 4712| 4265 9.49| 353.27| 316.21 10.49
Average - - 27.2 - - 27.8 - - 28.3




Since three different cost functions are considered, ihtsresting to see the dif-
ferences in using them. Table 3.6 provides the peak capmsempvalues for the
test vector orderings obtained by using cost functions :(Pfimary Input Toggles,
CTT: Circuit Total Toggles, CTP: Circuit Total Power). Since CTdasiders the actual
power, it gives the best power saving for almost all benclkneacuits. Additionally
Table 3.6 shows that among the three cost-functions, CTR isdht, followed by CTT
and then PIT, in their effectiveness in saving power. As tanputational requirements
are concerned, PIT is the best since only input toggles reeled tomputed. Since total
circuit activity needs to be computed to compute CTT, it isvelothan PIT computa-
tion. In addition to total circuit activity, since placenteand routing also need to be
done to compute CTP, it is slowest of all the three. Thus, osedatrike a trade-off
between power saving and computational efficiency in cimgplie appropriate cost

function among PIT, CTT and CTP cost functions, for the testoraardering process.

Table 3.7 provides the average capture power values forestevéctor orderings
obtained by using these different cost functions (PIT: Rryninput Toggles, CTT:
Circuit Total Toggles, CTP: Circuit Total Power). This tableosis that CTP is most
effective, followed by CTT and then PIT, in saving average @ovwEven though this
BTSP algorithm is designed to minimize peak power, it didoeably well for reducing

average power also.

3.5 Summary

In this chapter we mapped the peak-power minimization @mbbn to an instance of
the Bottleneck Traveling Salesman Problem (BTSP), whichaswrto be NP-hard. An
efficient BTSP heuristic is deployed to find the minimum peaitgee-power. Three
different cost functions were used for evaluating the psepioheuristic. For each cost
function, the solution given by this BTSP heuristic is optirfa almost all ITC'99
benchmark circuits, in optimizing the corresponding BTSBt¢onction. As far as
minimizing peak capture power is concerned, it is found togl circuit poweris
most effective, however is computationally most expensir@nary input toggless

the fastest, however the solution is most inferior amongehHence, there is a trade-
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Table 3.6: Peak Circuit Power Comparisonsy (i) for different cost functions consid-
ered (PIT: Primary Input Toggles, CTT: Circuit Total Toggl€§,P: Circuit
Total Power)

Peak Circuit Power % Improvement of BTSP over Toq

Circuit Tool BTSP for edge cost value
PIT CTT CTP PIT| CTT CTP
b01 3.97 2.34 2.12 1.92| 41.06| 46.6 51.64
b02 2.3 1.8 1.79 1.47| 21.74| 22.17 36.09
b03 3.54 2.42 2.11 2.03|| 31.64| 40.4 42.66
b04 24.94 19.56| 16.73| 14.32| 21.57| 32.92 42.58
b05 17.31 14.74 11.52 10.34| 14.85| 33.45 40.27
b06 4.4 3.32 2.18 2.04 || 24.55| 50.45 53.64
b07 18.42 15.76| 12.12| 10.09| 14.44| 34.2 45.22
b08 8.64 7.49 5.09 4411 13.31| 41.09 48.96
b09 11.18 9.31 4.77 4,71 16.73| 57.33 57.87
b10 10.91 9.27 6.43 5.64 || 15.03| 41.06 48.3
b1l 17.28 15.05| 11.78| 10.28| 12.91| 31.83 40.51
b12 53.43 41.77| 35.59| 32.08| 21.82| 33.39 39.96
b13 17.65 14.87 12.83 11.97| 15.75| 27.31 32.18
b14 | 115.23|| 105.44| 84.43| 71.19 8.5|26.73 38.22
b15 199.5| 187.88| 148.96| 140.36| 5.82| 25.33 29.64
bl7| 967.69| 901.29| 854.22| 808.36| 6.86| 11.73 16.46
b18 || 2729.24| 2649.9| 2578.74| 2451.4| 2.91| 551 10.18
b19 || 7815.73|| 7540.99| 7559.69| 7205.46| 3.52| 3.28 7.81
b20 | 275.54|| 250.85| 218.58| 198.49| 8.96| 20.67 27.96
b21 || 245.53 230.6| 212.74| 188.82| 6.08| 13.35 23.1
b22 | 397.66| 371.55| 341.77| 321.32| 6.57| 14.05 19.2
Average - - - - || 14.98| 29.18 35.83
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Table 3.7: Average Circuit Power Comparisons fiw) for different cost functions
considered (PIT: Primary Input Toggles, CTT: Circuit Totaggtes, CTP:
Circuit Total Power)

Average Circuit Power % Improvement of BTSP over Toq

Circuit Tool BTSP for edge cost value
PIT CTT CTP PIT| CTT CTP
b01 2.76 2.11 1.72 1.64| 23.55| 37.68 40.58
b02 1.8 1.28 1.26 1.28|| 28.89 30 28.89
b03 2.41 0.99 1.12 1.06 | 58.92| 53.53 56.02
b04 18.66 14.99 14.05 13.54| 19.67| 24.71 27.44
bO5 | 13.044 10.62 9.42 9.32 || 18.58| 27.78 28.55
b06 3.19 2.44 1.6 1.49| 23.51| 49.84 53.29
b07 13.56 10.33 8.84 8.92 || 23.82| 34.81 34.22
b08 6.09 4.88 3.89 3.71| 19.87| 36.12 39.08
b09 8.19 5.37 4.04 4.01| 34.43| 50.67 51.04
b10 8.19 5.82 4.92 4.76 | 28.94| 39.93 41.88
b1l 13.79 10.95 9.15 8.95|| 20.59]| 33.65 35.1
b12 40 34.19| 29.76| 29.83| 14.53| 25.6 25.43
b13 14.87 12.41 11.47 11.29| 16.54| 22.86 24.08
b14 91.66 80.16| 69.61| 66.33| 12.55| 24.06 27.63
b15| 167.92|| 153.41| 133.85| 133.77| 8.64| 20.29 20.34
bl7| 877.52| 828.02| 807.11| 797.09| 5.64| 8.02 9.17
b18 || 2574.81|| 2483.06| 2466.77| 2433.27| 3.56| 4.2 55
b19 || 7458.16|| 7261.64| 7280.73| 7174.18| 2.63| 2.38 3.81
b20 | 229.95| 211.46| 194.35| 192.01| 8.04| 15.48 16.5
b21| 215.51| 196.29| 184.65| 183.17| 8.92| 14.32 15.01
b22 || 353.27| 333.22| 320.14| 316.21| 5.68| 9.38 10.49
Average - - - - || 18.45| 26.92 28.29

35



off between solution quality and computational efficiency.

Usually, the test vectors generated by the ATPG tool arecéfyi dominated by
don't care (X) bits, especially for large circuits. Thus,fiking is a very effective
technique for peak power minimization during testing. losld be noted that after
the X-bits are already filled, the algorithms proposed is thiapter, offer very elegant
solutions. However, it is possible that X-bit filling and erthg of the test vectors can
be done in an integrated fashion, to obtain much better pealepsavings. The next

chapter explores this possibility and reports the reshésey obtained.
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CHAPTER 4

An Efficient X-filling algorithm for Minimizing Peak
Switching Activity

The ATPG tool will give us the option to identify the don’t edbits that can be replaced
with 0 or 1, without loss in fault coverage (Miyase and Kajia2006). Interestingly,
the percentage of don’t care bits is 67.8% on an average iffDeircuits shown in

Table 4.1.
Table 4.1: ITC'99 benchmarks (X % : Average % of X-bits in tagbes)

Benchmark| # Pls | # Gates| # Test Cubes X %
b01 5 57 14 7.14
b02 4 31 10 5.00
b03 29 103 19 70.42
b04 77 615 67 64.35
b05 35 608 69 36.77
b06 5 60 16 12.50
b07 50 431 46 58.57
b08 30 196 38 60.44
b09 29 162 23 38.23
b10 28 217 43 58.72
b1l 38 574 83 64.11
b12 126 1.6K 100 76.94
b13 53 596 36 65.41
bl4 275 5.4K 511 77.90
b15 485 8.7K 405 87.75
b17 1452 | 27.99K 618 89.85
b18 3357 | 75.8K 666 86.92
b19 6666 | 146.5K 953 89.81
b20 522 9.4K 476 75.29
b21 522 9.4K 479 73.20
b22 767 13.4K 435 74.05

A test vector, when some bits are left as don't cares, is krasvatest cubeIn this
chapter we concentrate on filling these don't cares in tedsésw@and ordering them to

minimize the peak power. We propose an efficient heuristi¢est cube ordering and



don't care filling in an integrated fashion, that producdstsan which reduce peak test
power significantly. The organization of this chapter is@fs: section 4.1 defines
the Peak Input Toggle (PIT) Minimization Problem in the mese of X-bits, following
which we explain our balanced X-Filling Algorithm in seatid.2. Next, we explain the
Test Vector Ordering (TVO) Algorithm in the presence of Xsbin section 4.3.1. Fi-
nally, we explain the integrated orderin-filling algorithm in section 4.4 and provide

the experimental results in section 4.5.

4.1 Peak Input Toggle Minimization Problem (PITMP)

Problem Definition: Given a combinational circuiC and a set of test cubes
TC ={TC,...TCy}, the problem is to compute an orderingof these test cubes
and filling the don’t cares to generate test vector sequénee .. 7., such that
the mas{Hd(T,,, T,), Hd(Tr,, Tr,)...Hd(T;,_,, Ty )} is minimized where
Hd(T,,, T

Tit1

) is the Hamming distance between test vecigrsandT, . .

4.2 Balanced X-Filling (B-Fill) Algorithm

Problem Definition: Given a sequence of test cubd&sC;...TC, each of
length m, replace each don’t care in test cubes by either O or 1 such tha
max{Hd(TCy, TCy), HA(TCy, TCs)... Hd(TCy_1,TCy)} is minimized where
Hd(TC;, TC;,,) is the Hamming distance between test cubés, T'C;,, after replac-

ing don’t cares by either O or 1.

4.2.1 Motivation

By definition, the X-bits (don’t care bits) in the test cubesgmated by ATPG tool can
be filled with O or 1, without affecting fault coverage. Tale shows the average
percentage of X-bits (over all the test cubes) for each bmack circuit. It can be seen
that as circuit size increases, the average number of Xalsitsincreases, motivating the

need for an effective and efficient X-filling algorithm to rexk the peak capture power
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consumption during scan test. Our aim is to perform X-filllegconvert test cubes
to test vectors in such a way that peak input toggles is maedhi The existing well
known X-filling techniques-andom-fill (R-fill), zero-fill (O-fill), one-fill (1-fill), and
Minimum Transition-fill (MT-fill) (Sankaralingamet al,, 2000), which are explained
in the following subsection, are not optimized for mininmgipeak input toggles. This
motivated us to design an efficient algorithm which is custeah for peak input toggle
minimization without compromising in average number ofgieg. Additionally there
are serveral other X-filling techniques proposed in theditere such as (Wet al,
2011; Miyaseet al, 2011; Liet al, 2010; Balatsoukat al, 2010; Wuet al,, 2009;
Kundu and Chattopadhyay, 2009; Tzeng and Huang, 2008t &i., 2008; Weret al,,
2007; Remersaret al., 2006) which are not feasible with CSP-Scan, hence not very

effective and therefore not compared against techniqugsoged in this thesis.

4.2.2 Existing X-Filling Techniques

A list of existing techniques to X-filling for power reducti@re as follows:

1. R-fill : This technique replaces all don’t cares by zero or one nahgdoAs a
result of randomness in filling, with high probability theschnique will also not
give the optimum value. As shown in Fig. 4.1, after applyihig type of filling
of X-bits in the test cubes, peak input toggle count.is

2. O-fill : This technique replaces all don’t cares by zero, as showigid.1. As a
result of applying this type of filling of X-bits in the testloes, peak input toggle
count is4.

3. 1-fill : This technique replaces all don’t cares by one, as showigidiL. As a
result of applying this type of filling of X-bits in the testloes, peak input toggle
count is4.

4. MT-ill : This technique attempts to reduce adjacent toggles batwesors. As
a result, it minimizes the total number of input toggles,ta® in Fig. 4.1. Note
that, as a result of applying this type of filling of X-bits inet test cubes, peak
input toggle count i$, which is more than optimum value whichls
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TC, TC, TC, TC, TC, TC; TC, TC, TC, TC, TC, TC, TC, TC, TC3 TC, TC, TC,
1 X 0 1 0 0 1 1 0 1 0 0 1 1 0 1 1 0
1 X 0 1 0 0 1 1 0 1 1 0 1 1 0 1 1 0
1 X 0 1 0 0 1 1 0 1 0 0 1 1 0 1 0 0
X X X 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0
1 X 0 1 0 0 1 1 0 1 0 0 1 1 0 1 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(@) Input (b) O-Fill (c) 1-Fill (d) R-Fill (€) MT-Fill (f) B-Fil

4.2.3 Algorithm Details

The proposed algorithm for X-filling is shown in Algorithm 6.Before getting
into the details of this algorithm, let us explain a few ttsng We define the

modi fied Hamming distance (mHd) function between test cub&&”;, T'C; as fol-

lows:

Figure 4.1: Motivation for Balanced-X-Filling (B-Fill)

mHd (T'C;, TC;) = Number of positions in whick'C;, T'C;) = 01 or 10.

Note that while computing this function, we ignore the posis where don't cares

appear either if’'C; or TC;. These don't cares are filled at a later step based on the

X-filling strategy shown in Table 4.2.

Table 4.2: Lookup table for X-filling

Input Output
Vi—=1)| V(@) | V(i+1) V(i) | % of cases
0 X 0 0 100
1 X 1 1 100
0 X X 0 100
1 X X 1 100
X X 0 0 100
X X 1 1 100
X X X X 100
0 X 1 V(i—1) 50!
O___ ... Xl 1 |\ VGe+1) | . 50,
il X 0 V(i—1) 50
1| X | 0__llV(G+t1). | _50
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WheneverI'C; andT'C; are free from don't cares, then this function is equivalent
to the Hamming distance function. Having understood this, a brief explanation of

Algorithm 6 is given as follows:

1. For loop between lines 1 to 13 in algorithm scans the tegbve from two to n-1
in sequential manner and perform the following actions
e Let T'C; be the current test cube under consideration for this fqo.ldcet
TC;; denoteg'™ bit in i*" test cube.

o If (TC},;-1,7TC;;,TC;;+1) = (0,X,0) or (0,X,X) then replac&'C};; by
zero.

o If (TCj7i—17TOj,i7TCj,i+l) = (1,X, 1) or (1,X, X) then replaCd—‘C]’Z by
one.

At the end of execution of this for loop, if we look at any rowcdntains one of
XX..X0, XX..X1 as a prefix or one of X0, X1 as a suffix or one of OXIX0 as a
substring.

2. Atthe end of the lines 14 to 18, any row contains one of 0XXI) &s a substring.

3. For loop between lines 28 to 42 scans the test vectors fwamid n-1 in se-
guential manner and fill the don’t cares TC; such that difference between
mHd (TC;_1,TC;) andmHd (TC;, TC;,1) is minimized, wher&C; is the cur-
rent test cube under consideration for this for loop.

Running time of this algorithm i®(mn) wherem is number of bits in test cube

andn is number of test cubes.

In this section, we have explained the balanced X-fillingoathm, that aims at
minimizing peak input toggles by filling the X-bits in an eféat manner. Next, we
show the importance of initial test vector order, that maxes the savings produced

by this balanced X-filling algorithm in minimizing peak texiwer.

4.3 Test Cube Ordering Algorithm

As already explained, test vector ordering and balancedliXgfiare both efficient in
reducing peak test power. Then, it is important to use adliggat mix of the two,
to obtain the best possible peak test power savings. In tm$egt, we propose an
algorithm that achieves this objective. Before getting it details of the proposed

Integrated Test Cube Ordering and X-filling Algorithme will motivate the need for
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Algorithm 6 : Balanced X-Fill (B-Fill) Algorithm

Input: TC =TC,, TC,,.. TC, be the sequence of input test cubes
Output: T =13, Ts,.. T,, sequence of completely specified test vectors

1/* processing of 0XX.XX0 and 1XX..XX1 stretches * |
2fori=2—n-—1do

3 for j =1 — Number of bits in Test Vector do

4 I+ TC;; denotes j™ bit in " vector *
5 switch (TCj,ifl, TCj,i7TCj,i+1> do

6 case(0, X,0)or(0, X, X) TC;; « 0;

7 case(l, X, 1)or(1,X,X) TC; + 1;

8 otherwise

9 ‘ TCL; < ch,i;

10 end

11 end

12 end

13 end

14 [ processing of XX.X0, XX.X1, 0X and 1X stretches

* |
15 If { 5" row contain a prefixX X X ...X X0} then replace every don'’t care in this
prefix by zero
16 If { 5" row contain a prefixX X X ...X X1} then replace every don’t care in this
prefix by one
17 If { %" row contain a suffiX) X} then replace don’t care in this suffix by zero
18 If { 5" row contain a suffix X} then replace don’t care in this suffix by one
19 /* processing of 1X0 and 0X1 stretches * [
20 for i =2 — ndo

21 Count; < 0;

22 for j =1 — Number of bits in Test Vector do
23 if (TCjﬂ'_l, TCjJ) = (0, ].)OT(]_, 0) then

24 ‘ Count; < Count;+1,

25 end

26 end

27 end

fort:=2—-n—-1do

29 for j =1 — Number of bitsin Test Vector do
30 if (Tc’j,i—lu TCjﬂ', TCjﬂ'_;,_l) = (0, X, 1) or (1, X, 0) then
31 if Count; < Count;,, then

32 TC]"Z‘ — ch,i+1;

33 Count; < Count;+1;

34 end

35 else

36 TC]‘J‘ — TCj,i—l;

37 Count;y <= Count;11+1;

38 end

39 end

40 end

41 end

2 LetT,=TC;for1 <i<n
Result return T 42




an efficient test cube order for balanced X-filling to be veffgative in reducing peak

test power.

4.3.1 The Need for an Efficient Test Cube Order

According to our observation, for a given test cube sequetheehighest number of
toggles occur between a pair of adjacent test cubes, in vidatthtest cubes have large
number of specified bits. If we take a test cube sequence gteddoy ATPG, we can
find such an adjacent test cube pair quite often. This is lsecATPG follows two phase
approach of test generation. The distribution of don’t sanetest cubes generated by
commercial ATPG tool is shown in Figure 4.2, for four diffatdbenchmarks. For
a given benchmark, the scale on X-axis signifies the pergendddon’t care bits in
a given test cube, and the scale on Y-axis signifies the nuwbest cubes whose
don’t care percentage lies in a given interval on X-axis. Xkaxis is divided into ten
intervals of size 10% each. The distribution for a given tnark shown in Figure 4.2
shows the collection of data points corresponding to eatdnial on X-axis, for that
particular benchmark, joined through straight lines. Tdweson for this trend is that the
test cubes in the initial part of the ordering are typicadigpdom vectors, also known as
fault independent tests and test cubes in the latter paneabtdering are fault oriented
vectors targeted to detect hard-to-detect faults (Abraonet al, 1994). Thus, the
initial vectors have few X-bits, and the number of X-bits ach test cube tapers down
as we go further into the ordering given by the ATPG tool. Assuit of this behavior,
the difference in X-bit count between adjacent vectors endhginal test cube order,
does not give much room for minimizing toggle count througfilhg. Keeping this
in mind, we need to order the test cubes such that the tess eulie large number of
don’t cares are interspersed with those test cubes witmlasder of don’t cares. This
gives a lot of freedom while converting don’t cares into zermne for minimization
of peak input toggles. Having motivated the relationshipMeen test cube order and
effective of the balanced X-filling algorithm in reducinggbetest power (or toggles),
we will next proceed to explain the proposkdegrated Test Cube Ordering and X-
filling Algorithm. From now on, for the ease of explanation, we will use the weest

vectorandtest cubenterchangeably, without loss of generality.
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Figure 4.2: Don't care distribution in test cubes generagedommercial tool ; X axis:
Percentage of X-bits in a given test cube ; Y axis: Number stf¢cabes

4.3.2 The X-Based Ordering Algorithm

We patrtition the proposelhtegrated Test Cube Ordering and X-filling Algorithnmo

two phases: the first phase is the test cube ordering stépwing which the second
step of balanced X-filling is performed. The first step, whpehtains to the ordering
of the test cubes is performed according to Algorithm 7. Hhgorithm can be briefly

explained as follows:

1. Line 2 of the algorithm sorts the input test cubes into nearéasing order of
number of don’t cares in the test cubes;

2. Lines 3 to 8 of the algorithm intersperse the test cubeas; an

Running time of this algorithm i©(nlog(n)) wheren is number of test cubes.

Next, we shall see the effectiveness of the propoé&hsed Ordering Algorithm

4.3.3 Effectiveness oK-Based Ordering Algorithm

We introduce a new statistic callettbaseto analyze the adjacency X-bit distribution
in test cube pairs, for a given test cube ordering. Given arexiset consisting of non-
specified test cubes , we form a binary matrix by placing tsedebes in columns, as

shown in Fig. 4.3. Each row corresponds to a Primary Input ¢PPseudo Primary
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Algorithm 7 : X-Based Test Cube Ordering Algorithm

Input: Non-Specified Test Cube SEI'C, , TCy, TCs ... TC,} in the order
suggested by the Tool.
Output: Reordered Test Cube Set= {1'C, ,TC,, TCs ... TC,}

1 /* X-based TVO */
2 Letr = {TC,, TC,, TC; ...TC.} be an ordering of TC,, TC,, TC5 ... TC,}

such that the number of X-bits iC; is less than or equal to the number of
X-bits inTC;,,, forall1 <i <n—1;

3 if n is even then

©={T,T,...T,} ={TC,, TC,,TC,, TC, _,,TCy, TC, ... TC

4 n—11 /27
TCnf(n/Qfl)};

5 end

6 else

7 | 7 ={N,T..T,} ={TC,, TC,, TC,, TC,_,, TCy, TC, 5 ...TC, ),
TC, _(n2y-1) TCry } 5

g8 end

Result return 7

Input (PPI), i.e., output of a scan flip flop. Hence each rowesaled with the label

(P)PI, and the corresponding index as subscript.

Fig. 4.3 shows how to compute tebasefor adjacent test cubdsC; and7'Cs. For
every pair of test cubes, thébasds initialized to zero. Each row in the sliding window
contains two bits and all rows are sequentially visited twseémeniX-base When a row
is visited, even if one among the two bits is an X-bit, ¥#aseis incremented by one,
before visiting next row. For'Cy, T'C,, pair shown in Fig. 4.3, we encounter four cases
of X X’ and one case dfX (', making theX-basesettle at 4+1=5. If we analyze the
same for all adjacent column pairs in the binary matrix, weag#istribution forX-base
Let MIN-X-BASEbe theminimum of X-base values of all adjacent test cube pairs and

MAX-X-BASHEe themazimum of X-base values of all adjacent test cube pairs.

Figure. 4.4 shows the MIN-X-BASE and MAX-X-BASE values faffdrent bench-
marks for Test cube ordering given by the Tool. It is intdresto note that the more
the MIN-X-BASE value, there is huge scope for X-filling to texd peak toggles. Since
peak toggle computation requires a consideration of alteeecube pairs in the order-
ing, theMIN-X-BASEcolumn is especially significant since it creates a bottt&ras to

how much the peak toggles can be reduced by X-filling. It casd®n that for larger
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Figure 4.3: Computing X-base metric, X-bag&’;, 7Cy) =5

circuits, MIN-X-BASEs an order of magnitudemaller tharMAX-X-BASEshowing a
very weak scope for minimizing peak toggles. This motivdtesneed to reorder the

test cubes to increase tMIN-X-BASE thereby reducing peak toggles.

Figure. 4.5 shows the MIN-X-BASE and MAX-X-BASE values faffdrent bench-
marks for Test cube ordering given by the X-based TVO Algonit It is observed
that by performing test cube ordering in this fashion, Mh&X-X-BASEvalue remains
as high as before but tHdIN-X-BASEvalue approaches very close MAX-X-BASE
value. This is a very good sign, since bringifiN-X-BASEclose toMAX-X-BASE
by retaining theMAX-X-BASEearly intact signifies maximizing scope for peak toggle

reduction.

This motivates that X-based test cube ordering has the patémreduce the peak

toggles during capture cycles.

Having seen the effectiveness of both X-based ordering alahbed X-filling algo-
rithms, next we shall see how the combination of both mingsithebottleneckoggle

count.!

1t is to be noted that Figures 4.4 and 4.5 are having Y-axisgatithmic scale, making the reduc-
tions very significant.

46



—
o

A
TR . ‘
b01 b03 b05 b07 b09 bll bl3 bl5 bl8 b20 b22
b02 b04 b06 b08 bl0 bl2 bl4 bl7 bl9 b21

Figure 4.4: Gap between MAX-X-BASE and MIN-X-BASE for testibe ordering
given by commercial tool

4.4 Integrated Test Vector Ordering and X-filling Algo-

rithm

Algorithm 8 takes a set of input test cubes and finds the arderf test cubes and filling

of don’t care bits such that peak input toggles is minimized.

Running time of this algorithm iswaz(O(nlogn), O(nm)), wherem is number of

bits in test cube and is number of test cubes.

Next, we shall see the experimental results obtained byyaqpthe propose@ot-

tleneck Minimization Algorithron test sets of benchmark circuits.
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Figure 4.5: Gap between MAX-X-BASE and MIN-X-BASE for X-Etest cube or-
dering

Algorithm 8 : Bottleneck Minimization Algorithm
Input: 7C =TC,, TC,,.. TCy be the set of input test cubes.
Output: TV = Sequence of fully specified input test vectdkgtleneck_value

1/* Reorder the test cubes by interspersing test cube
with high don't cares with test cube with | ow don’t

cares * [
2 Let S be the Test cube sequence given by the Algorithm 7 by taKiigas input.
3 /+ Perform bal anced don’t care filling * [
4 Let TV be the Test vector sequence given by the Algorithm 6 by takiag
input.
5 [+ Conpute bottleneck value for the given test vector
sequence */

6 Letbottleneck_value be
maz{Hd(TVy, TVs), Hd(TVa, TV3), ...Hd(TV;_1, TV:)}, where
Hd(TV;,TV;,,) is the Hamming distance between test veciovs 7V,

Result return TV, bottleneck_value

48



Table 4.3: Peak input toggles : Tool-Ordering with differ®rfilling methods

Circuit || MT-Fill [ R-Fill [ O-Fill [ 1-Fill || B-Fill
b01 (4) 4 4 4 4
b02 (4) 4 4 4 4
bo3 [ (15) | 21 | 17 | 16 14
bo4 [ (41) | 50 | 47 | 45 39
b05 20 23 | (19)] 20 17
b06 (4) 4 5 4 4
b07 31 30 | 34 |(20) | 28
b08 20 20 | 20 [(18) | 14
boo [ (18 | 20 | 22 | 18 18
bio [ (12) | 19 | 17 | 15 10
b1l 22 27 | 29 [ (2D ] 20
b12 63 76 | (62) ] 89 59
b13 31 34 | 38 | (30) | 30
bl4 181 | 180 | 194 |(159)| 157
b15 305 | 334 [ 344 [(298)] 292
b17 916 | 923 | 943 [(880)| 871

b18 || 2134 | 2167 | 2251 ({2114} 2066
b19 [ (3926)| 4099 | 4201 | 3955 || 3819

b20 309 | 314 [ 315 [(305)| 302
b21 317 | 307 | 315 [(305)| 276
b22 489 | 494 | 507 [(47D)| 472

4.5 Experimental Results

4.5.1 Experimental Setup

We have considered the ITC'99 benchmark suite to validate abgorithms. A
45nm standard library is used for synthesis and placemedtsignCompiler™,
TetraMaz™ and SoC Encounter™ are used for Synthesis, ATPG and Place-And-
Route (PAR) phases respectively. After PAR, usig’ Encounter™™ interconnect
capacitances are extracted to compute actual power valabde 4.3, shows compar-
ison of peak input toggles for various X-Filling methods.wtest cube ordering given
by TetraMax™ (commercial tool). Table 4.4, shows comparison of peaktitgpg-
gles for BTSP-Ordering applied after different X-fillings theds on vector sequence
given by the commercial tool. We name this procedure as 198l1€T4.5, shows com-
parison of peak input toggles for various X-Filling methadst Test Vector Ordering

given by X-Base-Ordering. Table 4.6 shows Peak Input Toggbesparison between
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Table 4.4: Peak input toggles : BTSP-Ordering followed bfedént X-filling methods

Circuit || MT-Fill | R-Fill | O-Fill | 1-Fill || B-Fill

b01 (2) 2 2 2 2
b02 1) 1 1 1 1
bo3 || (10) | 12 [ 11 | 10 11
b04 35 | (81| 41 | 35 | 32
bos | (12) | 13 | 12 | 12 13
b06 (2) 2 2 2 2
b07 20 21 | 28 [(18) | 21
bog || (11) | 12 | 13 | 11 10
boo || (12) | 12 | 11 | 12 12
bio || (100 | 10 | 10 | 10 9
bll 15 15 | 13 14

12

bi2 [[ (46) | 53 | 59 Qs% 54
b13 22 22 | 23 [(20) | 22
bl4 124 | 119 | 142 | (89) | 110
b15 226 | 219 | 231 [(172)| 200
b17 648 | 683 | 747 [(585)| 573
bl8 | 1482 | 1604 | 1765 ((1384) 1416
b19 [ 2875 | 3235 | 3290 [(2609) 2864
b20 242 | 234 | 265 [(214)| 238
b21 249 | 235 | 288 [(181)| 256
b22 364 | 350 | 407 [(324)| 360

proposed technique and existing techniques. Column 2 shamsam input toggles
among all existing X-filling methods for Vector ordering givby the tool (circled val-
ues from Table 4.3). Column 3 shows minimum input toggles ap®RSP-Ordering
applied after different X-fillings methods on vector sequeegiven by the commercial
tool (circled values from Table 4.4). Column 4 shows minimunput toggles given
by the method in (Wtet al, 2011). Column 5 shows minimum toggles using pro-
posed balanced-X-filling method for proposed X-Base Vectdeonng. Columns 6,7
and 8 show percentage improvement of proposed techniqueriating techniques. It
is evident that proposed technique outperforms all exysethniques and percentage
improvement is consistently increasing as circuit sizeaases. Similarly, Table 4.7
shows Peak Power comparison between proposed techniquexetidg techniques.
Proposed technique outperforms all existing techniquespancentage improvement
is consistently increasing as circuit size increases. Weobaerve that the magnitude

of improvement in Tables 4.6 and 4.7 is not same. The differas due to the fact
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Table 4.5: Peak input toggles : X-Base-Ordering with diffeepé-filling methods

Circuit || MT-Fill | R-Fill | O-Fill | 1-Fill || B-Fill

b01 (3) 4 4 3 3
b02 (4) 4 4 4 4
bo3 || (15) | 19 | 18 | 15 8
b04 45 52 | 47 [(43) ] 25
bos | (21 | 24 | 21 | 23 15
b06 5 (4) 5 5 5
b07 27 33 | 38 | (25 | 15
b08 16 20 | 18 [(15) | 8
b09 20 19 [ 17 [(16) | 14
bio || (14 | 20 | 16 | 14 10
bil [ (18) | 26 | 22 | 20 10
bi2 || (60) | 76 | 99 | 68 | 31

b13 | 37 | 32 | 28 | (23) | 17
bl || 181 | 164 | 208 [(152)| 79
b5 || 308 | 277 | 314 [(198)| 144
bl7 || 912 | 774 | 953 [(680)| 421
bl8 | 2130 | 1752 | 2200 (1569 1011
bl9 | 3926 | 3457 | 4340 (3168)] 1877
b20 | 314 |(29D)| 352 | 297 | 152
b2l || 288 | 290 | 346 [(237)|| 130
b22 || 483 [(419)| 475 | 440 || 237

that the relation between Peak Input Toggles and Circuit [Esgig not perfectly lin-
ear and while computing Peak Power of the Circuit we need tgiden interconnect
capacitances into account. However our proposed methadpgidorming all existing

methods considerably both in Peak Input Toggles and PeakiCiHower.

4.6 Summary

We have shown that test vector ordering or X-filling, whenlegglseparately, are inad-
equate for producing the best possible savings in peak pdsgpation during testing.
We showed that the X-based test vector ordering method songpited with balanced
X-filling technique is shown to be very effective in reduciogak capture power, com-

pared to other existing test vector ordering and X-fillingteiques.
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Fill) over existing Ordering+Filling methods

Table 4.6: Peak input toggles : Comparison of XStat-MethoeB@&se-Ordering+B-

Peak Input Toggles

% Improvement
of XStat-Method over

Circuit || Tool ISA | Adj-Fill | XStat || Tool ISA | Adj-Fill
Method | Method | Method Method | Method

b01 4 2 4 3 25 -50 25
b02 4 1 3 4 0 -300 | -33.33
b03 15 10 6 8 46.67 20 -33.33
b04 41 31 29 25 39.02| 19.35 | 13.79
b05 19 12 19 15 21.05| -25 21.05
b06 4 2 4 4 0 -100 0
b07 27 18 17 15 44.44| 16.67 | 11.76
b08 18 11 9 8 55.56| 27.27 | 11.11
b09 18 12 17 14 22.22| -16.67 | 17.65
b10 12 10 9 10 16.67 0 -11.11
b1l 21 12 18 10 52.38| 16.67 | 44.44
b12 62 46 77 31 50 32.61 | 59.74
b13 30 20 26 17 43.33 15 34.62
b14 159 89 69 79 50.31| 11.24 | -14.49
b15 298 172 149 144 51.68| 16.28 3.36
b17 880 585 438 421 52.16| 28.03 3.88
b18 || 2114| 1384 1065 1011 | 52.18| 26.95 5.07
b19 || 3926| 2609 2100 1877 || 52.19| 28.06 | 10.62
b20 305 214 198 152 50.16| 28.97 | 23.23
b21 305 181 182 130 57.38| 28.18 | 28.57
b22 471 324 232 237 49.68| 26.85 | -2.16

52




Table 4.7: Peak circuit power : Comparison of XStat-MethoB&Xe-Ordering+B-Fill)

over existing Ordering+Filling methods

Peak Circuit Power (imW) % Improvement
of XStat-Method over
Circuit || Tool ISA | Adj-Fill | XStat Tool ISA | Adj-Fill
Method | Method | Method Method | Method
b01 3.8 2.3 3.3 3.07 19.21 | -33.48 | 6.97
b02 2.4 15 2.8 2.8 -16.67 | -86.67 0
b03 6.3 4.63 4.6 3.95 37.3 | 14.69 | 14.13
b04 18.43 | 18.43 15.8 16.9 8.3 8.3 -6.96
b05 16 13.59 16.4 14.63 8.56 | -7.65 10.79
b06 4.4 2.64 4.4 4.35 1.14 | -64.77 | 1.14
b0O7 16.28 | 14.83 13.1 1455 | 10.63| 1.89 -11.07
b08 8.2 6.8 8.1 7.74 5.61 | -13.82 | 4.44
b09 10.05 | 8.42 10.7 8.93 11.14 | -6.06 16.54
b10 9.73 8.76 9 8.74 10.17 | 0.23 2.89
b1l 16.37 | 15.36 15.2 1458 || 10.93| 5.08 4.08
b12 57.82 | 49.38 58.4 39.3 32.03| 2041 | 32.71
b13 18.04 | 13.69 15.1 1465 || 18.79| -7.01 2.98
b14 102.6 | 101.7 99 86.46 || 15.73 | 14.99 | 12.67
b15 204.1 171 155.3 | 140.44 || 31.19| 17.87 9.57
bl7 | 1087.5| 873.3 | 6655 | 641.7 | 40.99 | 26.52 3.58
b18 | 3382.4| 2405.3| 2012.2 | 1761 | 4794 | 26.79 | 12.48
b19 | 8014.7| 6708.3| 5885 | 4412.15| 44.95| 34.23 | 25.03
b20 255.2 243 214.8 | 202.62 | 20.6 | 16.62 5.67
b21 251.3 | 226.1 | 223.8 | 183.17 | 27.11| 1899 | 18.15
b22 395.6 | 372.8 | 328.9 | 304.75 || 22.97 | 18.25 7.34
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Table 4.8: Computation time in performing test vector onaigri

Circuit | # PIs| ISA X-base | Speed Up
b01 5 0.1s | 0.027s 3.7x
b02 4 0.05s | 0.027s 2.0x
b03 29 0.24s | 0.029s 8.1x
b04 77 0.42s | 0.031s| 13.9x
b05 35 3.73s | 0.032s| 116.7x
b06 5 0.243s| 0.024s| 10.1x
b0O7 50 | 0.227s| 0.03s 7.6x
b08 30 2.80s | 0.025s| 112.0x
b09 29 0.05s | 0.026s 2.0x
b10 28 0.19s | 0.031s 6.2x
b1l 38 7.31s | 0.035s| 208.9x
b12 126 | 0.95s | 0.055s| 17.2«
b13 53 1.37s | 0.032s| 42.8x
bl4 275 | 12.87s| 0.316s| 40.7x
b15 485 | 221.48s| 0.408s| 542.8x
bl7 | 1452 | 20.36s| 1.752s| 11.6x
b18 | 3357 | 39.34s| 4.332s 9.1x
b19 | 6666 | 20.72s| 12.309s| 1.6x
b20 522 | 11.73s| 0.508s| 23.1x
b21 522 | 12.32s| 0.514s| 24.0x
b22 767 | 11.18s| 0.685s| 16.3x
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CHAPTER 5

An Optimal X-Filling algorithm for Minimizing Peak
Switching Activity

In the previous chapter, we have seen Statis capable of performing of simultane-
ous test vector ordering and X-filling to produce very effexsavings in peak power
dissipation during testing, and that the solutions core®ggy fast. It is also interesting
to see if, for a given ordering of test vectors, there is amagdtway of filling the X-bits,
such that the peak toggles at the inputs is minimized. Cleadycannot optimally fill
the X-bits such that the peak circuit toggles is minimizedcas it relates to the Boolean
Satisfiability problem, which is NP-hard. Since we alreadpw that input toggles
correlate well to total circuit toggles (Giraet al, 1998), we are interested to find an
optimal way of filling the X-bits, so as to minimizing the peadput toggles during
testing. Interestingly, the answer to this question istp@si We propose an algorithm
using Dynamic Programmingthat produces the optimal solution. The algorithm and

its proof of optimality, can be explained as follows:

5.1 Peak Input Toggle Minimization Problem (PITMP)

Problem Definition: Given a combinational circuiC' and a set of test cubes
TC = {TC,...TCy} the problem is to compute an orderingof these test cubes
and filling the don’t cares to generate test vector sequéncel’, ... T, _,, Tr, such
that themaz{Hd(Ty,, Tr,), Hd(Tr,, Tr,) ... Hd(T,

o1y Lm.)} 1S minimized where
Hd(T,,, T,

..,) is the Hamming distance between test vecigrsand’, . . We decom-

pose the solution into three components, which are expglamasections 5.2, 5.3, 5.4

and the final algorithm is explained in section 5.5.



5.2

Bottleneck Coloring Problem (BCP)

5.2.1 Problem Statement

Problem Definition in terms of Hotel Room Booking

Suppose a hotel received several guest requests for acatatioroeach of which is

giving start date and end date of a time period, and askindted to provide accom-

modation for exactly one day which falls in the given periddhe aim of the hotel is

to assign rooms to all guest requests such that number ofsgstaying in the hotel on

any given day is minimized.

Mathematical Definition of Problem

Let S= (s1,¢€1), (s2,€2) ... (sk, ex) be a sequence of intervals such thaande;
are integers corresponding to starting and ending timestefial: respectively,
forall1 <i<k.

Let maz_color = max(ey, es, €3,...6€x).

Let min_color = min(sy, s2, Ss,...Sk).

Let { Cinin_colors Cmin_color+1, Cmin_color+2 - - - Cmaz_color } D€ @ S€T Of COlOTS.
For each interva(s;, e;) assign a coloe; such thats; < j <e;.

Let hmin_colora hmin_color-l—la hmin_color+2 cee hmaw_color be a sequence of integers
such that; be the number of intervals which are assigned ceojor

Our objective is to assign colors to intervals such that
max(hmin_colora hmin_color—i—la hmin_color-l—? s hmax_color) is minimized.

Each interval corresponds to an accommodation request énstibsection 5.2.1.

Each color corresponds to a day. Assigning catpto the interval(s;, e;) is same as

allocation of hotel room on™" day to this request. Note that denotes the number of

guests who are assigned room gh day.
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Algorithm 9: Algorithm for Computing Lower-Bound
Input: S=(s1,e1),(s2,€2) ...(sk, €x) be a sequence of intervals
Output: Lower-Bound Value.

1 Letmy,mo, ... mn_1, T, DE the increasing sorted sequence of distinct possible
values in the sequenee, e1, S2, €3 ...Sk_1,€k_1, Sk, €k

2 LetT; ;, wherei < j, denotes number of intervals whose starting time is;
and ending time is< 7;, wherel <i < j <m;

3 If i > jthen letT; ; = O elseT; ; can be expressed recursively as follovis ; =
T; -1+ Tis1,5 - Tix1,,-1 + Number of intervals whose staring time is equato
and ending time is equal to,.

4/x Note that T,,,;, is subtracted since the set of
interval s whose starting tine is at |east m,; and
ending time is at nost m;_; are counted in both
Tij—1, Tt */

5 Lowerbound LB = max{[T;;/(m; —m + 1)]|]1 <i < j<m}

e/* |If we take any interval whose starting tine is at
| east m; and ending tinme at nost «; then we should
assign a color ¢ to this interval such that
m <=k <=m;. This means there exists a color ¢
such that at least [7;;/(rm;—m+1)] intervals are
assi gned color ¢, where m <=k<=m; * [

Result return LB

5.2.2 Dynamic Programming Algorithm to compute Lower-Bound

(LB) for Bottleneck Coloring Problem
Algorithm 9 gives the lower bound on the number of intervalgcl are assigned the
same color. Running time of this algorithm(g%?), wherek is the number of intervals.
5.2.3 Greedy Algorithm for Bottleneck Coloring Problem

Algorithms 10 assign colors to intervals such that for eaxtarval(s;,e;) it assigns a
color ¢; such thats; < j < e; and maximum number of intervals which are assigned
the same color is at most the lower bound value computed iorAlgn 9. Running

time of this algorithm isD(klogk), wherek is the number of intervals.
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Algorithm 10: Algorithm for assigning color to intervals
Input: S=(s1,e€1),(s2,€2) ...(sk, €x) be a sequence of intervals, LB -
lower-bound
Output: Intervals with assigned colors

1 Sort the intervals in S based on starting time.

2 LetH be a min heapEach node of this heap can store information of an interval
(starting time and ending time). Nodes of this heap are ediby ending times
of intervals i.e ending time of interval stored in a node ssléhan or equal to
ending times of intervals stored in that node’s children.

fori=1—ndo

w

4 Insert into heaf all intervals whose starting time is equalito
/= if we take any interval in H starting tinme is at
nost . */

6 Greedily remove top elements from heap and assign calgmwhere

| = min(heap_size, LB);

7 [+ The reason for picking top el enents and
assigning colors ¢; is we want to assign colors
to intervals which are ending soon. W prove in
secti on Proof of correctnesst hat endi ng tines of all
these renoved intervals are at |east i. */

s end

5.2.4 Proof of correctness

In the following paragraph we will prove that at the end:éfiteration of the above
algorithm ending times of all intervals containednmn heapare greater than This

means each interval, e;) it assigned a colaf; such thats; < j <ee;.

Suppose at the end of some iteratiamin heapcontains an interval whose ending
time is less than or equal to Let: be such that it's value is minimum. Let< ¢
such that number of intervals which are assigned colgt’iiteration is less thatower
bound Let 5 be such that it’s value is maximum. If there is no suchthen letj = 0.

We selected such that heap became empty after iterafioand in each iteration from
iterationj + 1 to ¢, number of intervals assigned color are exactly equal tetdvound.
Let j < k < i such that in the:!" iteration the above algorithm assigned color to an
interval whose ending time is more thanLet k& be such that it's value is maximum.
If there is no suchk then letk = j. We selected: such that, all intervals which are
assigned color from iteratioh + 1 and iterationi have ending times< ¢ and their

starting times cannot be less thant 1, as we assigned color to an interval whose
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ending time is more than in k' iteration. Ending times and starting times of alll
intervals which are assigned color frdm 17" iteration toi*" iteration are less than or
equal toi and greater thah respectively. Number of intervals which are assigned color
in from & + 1" iteration toi" is equal tolowerbound * (i — k) andmin heapcontains an
interval whose ending time is equaltand starting time is greater th&n This implies
number of intervals whose starting time is greater thand ending time is less than or

equal toi is more thanowerbound * (i — k), which is a contradiction.
5.3 Optimal X-Filling Algorithm

Problem Definition: Given a sequence of test cub&¥’;,TC,, ... TC, each of
length m, replace each don't care in test cubes by eitheor 1 such that
max{Hd(TCy, TCy), HA(TCy,TCs)... HATC, 1, TC,)} is minimized where
Hd(TC;, TC,4,) is the Hamming distance between test cubés and7T'C; + 1, after

replacing don't cares by eithéror 1.

5.3.1 Motivation

The X-Stat algorithm follows a two phase approach. In the plase, it uses adja-
cent X-fill technique to convert don’t care (X-bit) stretstieX X... X1 and1.X X...X0
into smaller X-bit stretche8.X'1 and 1.X0 respectively as shown iRhase 1column

of Fig 5.1. In the second phase, it replaces X-bits by either 1 in order to mini-
mize peak toggles as shownmiase Zolumn of Fig 5.1. Because of greedy approach
used inPhase 1it does not achieve the global optimal-fill for peak toggeuiction,

as shown irOptimum-Fillcolumn of Fig 5.1. Motivated by this, we choos®gnamic
Programmingparadigm which takes global picture into consideration@otimally fill

the X-bits with binary values to achieve the best reductiopgak toggles.

5.3.2 Algorithm Details

In this section we will reduce the above problem to an ingaf@ottleneck Coloring

Problem (BCP)explained in section 5.2 and use the algorithmBottleneck Coloring
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Figure 5.1: Motivation for Optimum-X-Filling (O-Fill)

Problem (BCPJ¥or computing an optimal solution. We explained reductiomgess and

construction of solution in Algorithm 11.

5.4 Test Vector Ordering Algorithm

5.4.1 Motivation

For a given any sequence of test cubes, Algorithm 11 repldae’s cares by either O
or 1 to minimize the peak input toggles. If lengths of don’tecatretches in rows of
matrix A defined in Algorithm 11 are sufficiently large, then this altfon has more
freedom to decide the positions of toggles which in turn miae the peak input tog-
gles. To achieve such a large don’t cares stretches in the sbwatrix A we propose
the following test vector ordering Algorithm 12, we callghordering as Interleaved -

Test Vector Ordering (I-Ordering).

5.4.2 Algorithm Details

Algorithm 12 takes an input test cube sequeiicéand an integek (interleave count)

and outputs a re-ordered test cube sequéhce
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Figure 5.2:b19 don't care-stretch analysis (Tool vs X-Stat vs I-Ordering)

5.4.3 Experimental Results

In Fig 5.2 x-axis shows different don't care stretch (0XXL.Xnd 1XX..X0) sizes and
y-axis shows number of such don'’t care stretches for To8ltat-and I-Ordering for

b19. One can observe that I-Ordering increasing the sizdsrof care stretches which

are exploited by the Algorithm 10.

5.5 Bottleneck Minimization Algorithm

Algorithm 13 takes a set of input test culdgé’ and finds the ordering of test cubes
and filling of don’t care bits such that peak input toggles inimized. Fig 5.3 shows
the plot between Number of iterations and Peak input toggtes each benchmark,
the number of interations corresponding to lowest peaktitgmgles is chosen. Fig 5.4
shows the plot between this chosen iteration count and th#auoof test cubes. This
figure shows that iteration count variesiag(n). Thus the number of times while loop

in the Algorithm 13 executed i©(log(n)), wheren is number of test cubes.
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Figure 5.3: Bottleneck minimization algorithm iteratioddumber of iterations vs Peak
input toggles

5.6 Experimental Results

5.6.1 Experimental Setup

We have considered the ITC'99 benchmark suite to validate abgorithms. A
45nm standard library is used for synthesis and placementsignCompiler™,
TetraMaz™ and SoC Encounter™ are used for Synthesis, ATPG and Place-And-
Route (PAR) phases respectively. After PAR, usiw Encounter™ interconnect
capacitances are extracted to compute actual power vallles.test cubes for large
circuits are typically dominated by don’t care (X) bits a®wh in Table 5.1, making

X-filling an effective technique for minimizing peak testvper.

5.6.2 Results

Table 5.2, shows comparison of peak input toggles for vardrilling methods w.r.t
Test Vector Ordering given by the Tool. Table 5.3, shows camspn of peak input tog-
gles for BTSP-Ordering applied after different X-fillings theds on vector sequence
given by the commercial tool. We name this procedure as |SAl€T5.4, shows com-

parison of peak input toggles for various X-Filling methadst Test Vector Ordering
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Figure 5.4: Bottleneck minimization algorithm iteratior®ptimum number of itera-
tions vs log(n)

given by X Stat (X-Base Ordering). In tables 5.2, 5.3 and 5.4 graded cell sHoest
X-filling method among all X-filling methods. We can obsertaitt O-Fill X-Filling
method is performing better than all other X-Filling metkddr these three test vector

ordering techniques.

Table 5.6 shows Peak Input Toggles comparison between gedpechnique and
existing techniques. Column 2 shows minimum input togglesragrall existing X-
filling methods for Vector ordering given by the Tool (cirdlealues from Table 5.2).
Column 3 shows minimum input toggles among BTSP-Orderingiegglfter differ-
ent X-fillings methods on vector sequence given by the coroiaeool (circled values
from Table 5.3). Column 4 shows minimum input toggles giverti®ymethod in (Wu
et al, 2011). Column 5 shows minimum input toggles among all engs&-filling
methods for Vector ordering given by X-Base Ordering (cololalues from Table 5.4).
Column 6 shows minimum toggles using proposed O-filling mettoo proposed Vec-

tor ordering (I-Ordering) scheme.

Columns 7,8,9 and 10 show percentage improvement of progesédique over
existing techniques. It is evident that proposed techniguigperforms all existing
techniques and percentage of improvement is consisterdigasing as circuit size in-

creases.
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Similarly Table 5.7 shows Peak Power comparison betwegrogex technique and
existing techniques. Proposed technique outperformscatieg techniques and per-
centage improvement consistently increasing as circzetisicreases. We can observe
that the magnitude of improvement in tables 5.6 and 5.7 isaote. The difference is
due to the fact that the relation between Peak Input Toggid<Carcuit Toggles is not
perfectly linear and while computing Peak Power of the Ctrau@i need to consider in-
terconnect capacitances into account. However our proposthod is outperforming

all existing methods considerably both in Peak Input Toggled Peak Circuit Power.

In (Girard et al, 1998), it was shown that there is a strong correlation betwe
input toggles and internal toggles inside the circuit. Basethis assumption, we went
ahead to find an optimal algorithm that will minimize the ihpoggles to the circuit
during the testing phase. In the next section, we relax gsamption and try to search
for solutions near the solution so-far obtained, using twll search technique and
observe that the savings is marginal, thereby proving tfee@feness of the proposed

technique.

5.7 Local Search With Iterative 1-bit Neighbourhood

We denoteSpp_ iy as the solution obtained using DP-fill suggested in thisishda
every iterationsS,.,,. stands for the best-so-far solution in the current iteratithe local
search technique. The local search technique used to grarsolutions generated by
DP-fill is outlined in Figure 5.5. Although we have adhered tbit neighbourhood in
this thesis, in principle, the local search technique shiowiigure 5.5, can be extended
to n-bit neighbourhood, for a given, in a straightforward manner. However, it should
be noted that searching all the possibtbit neighbourhoodsi(< n < T', whereT is
test vector size) is intractable, because the size of thetsspace i, _, () = 27.
The results obtained by applying the described local setecimique forgreedy as
well asSimulated Annealing(SA) strategies is shown in Table 5.8. It can be seen that
the savings is marginal, thereby validating our idea ofraptiminimization of input

toggles as an effective technique for minimizing peak padvesipation during testing.
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Generate adjacent 1-bit neighbour
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Figure 5.5: Flow chart description of the local search tégpine with 1-bit neighbour-
hood
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Algorithm 11: Optimal X-Filling Algorithm

Input: TC =TC,, TC,,.. TC, be the sequence of input test cubes
Output: T =13, Ts,.. T,, sequence of completed specified test vectors and
bottleneck_value
1 LetTCy,TCs, ... TC, be a sequence of test cubes each of length
2 Construct an x n matrix A such that*” column of A is equal to the test cube

3fori=1—mdo
4 /* Preprocessing of OXX..X0, 1XX..X1 stretches */
5 If { i*" row contain a subsequence 0XX...X0} then replace everytdame in

this subsequence by zero since there exists an optimai@olatwhich all of

these don't cares are replaced by zeros irrespective of tlosv don’t cares

are replaced.

6 If { i*" row contain a subsequence 1XX...X1} then replace everyta@me in

this subsequence by one since there exists an optimal@oiativhich all of

these don't cares are replaced by ones irrespective of Husv don’t cares

are replaced.

end

Let S=

9 fori=1— mdo

10 /+ Creating intervals for OXX .X1, 1XX. . X0 */

11 If there existk < [ such that4; ,.=0,4;,=1 andA4, ;.,1...A4;;—1 are don’t cares

then append an intervét, [ — 1) to sequence of intervals S.

12 Comment Note that there exists an optimal solution such that

Ai,k:01Ai7k+1:Oa- . ,AM:O, Ai,j—i—l:ly Ai,j+2:1s- .. ,Aijlzl, wherek < 7 < ,

irrespective of how other don’t cares are replaced. Theoalisone toggle

between;* and;j + 1" test vectors in this subsequence. The color assigned

by the Algorithm 10 called ikine 17 to this newly added interval captures

the location of this toggle in this subsequence.

13 If there existk < [ such that4; ,=1,4;,=0 andA, ;.1,...A4;;—, are don’t cares

then append an intervét, [ — 1) to sequence of intervals S.

14 Comment Note that there exists an optimal solution such that

Az"kzl,Ai7k+1:1,. .. ;Ai,j:]-; Ai,jH:O, Ai7j+2:O,. . ,Ai7l:O, wherek < j <,

irrespective of how other don’t cares are replaced. Theoalisone toggle

between;'" andj + 1 test vectors in this subsequence. The color assigned

by the Algorithm 10 called iine 17 to this newly added interval captures

the location of this toggle in this subsequence.

15 end

16 Letbottleneck_value be the lower-bound value computed using Algorithm 9 by
giving S as input.

17 Construct optimal bottleneck solution férusing Algorithm 10 by giving
S,bottleneck_value as input.

18 [ * Constructing Optimal solution for X-Filling */

19 Suppose colot; is assigned to intervdk;, e;) in the optimal solution given by
Algorithm 10. Look at the row in matrixl correspond to intervéls;, ¢;), make
all bits from columns; to j same as bit value at columfiand make all bits from
columnj + 1 toe; + 1 same as bit value at colunen+ 1

20 LetT =T, T5,.. T,, be the columns of matrixd.
Result return T, bottleneck_value

o
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Algorithm 12: Test Veector Ordering Algorithm

Input: TC =TC,, TC,,.. TC, be the sequence of input test cubes
Input: k = an integer
Output: S = Reordered sequence of input test cubés

1 LetS =10

2fori=1—|n/(k+1)] do

3 |+ pick i vector fromTC and append to S */

4 S =ST

5 | [+ pick n—(i—1)xk th vector to n—(i—1)xk—k+1 th
vector from7T and append to S */

6 S = S’Tr/L—(z‘—1)*k> T'r/L—(i—l)*k—P "T'r/L—(i—l)*k—k—l-l

7 end

Select all the vectors ifi” which are not inS and add them t&, there can be at
mostk such vectors.

©

Result return S

Algorithm 13: Bottleneck Minimization Algorithm

Input: 7C =TC,, TC,,.. TC, be the set of input test cubes.
Output: TV S = Sequence of fully specified input test vectors.

1/* Sort the test cubes in non decreasing order of
nunber of don’t cares * [

2 LetTC'=TC}, TC,,.. TC, be an ordering of input test cubes such that number

of don't cares inl'C; < T'C;,, wherel < i < n.

3 Letcurrent_optimal_value = oo

4 Letcurrent k=0

5 Letexit_flag = false

6 While exit_flag = false do

7 Letcurrent_k = current_k + 1

8 /* Reorder the test cubes by interspersing test

cube with high don't cares with test cube with

| ow don’t cares */

9 Let S be the Test cube sequence given by the Algorithm 12 with ifjsut k.

10 /= Compute bottleneck value for the given test cube

sequence */

11 Lettemp_optimal_value be the optimal bottleneck value computed on

sequence using Algorithm 11

12 if temp_optimal_value < current_optimal_value then
13 ‘ current_optimal_value = temp_optimal_value;

14 else

15 ‘ exit_flag = true,

16 end

17 end

Result return S
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Table 5.1: ITC'99 benchmarks (X % : Average % of X-bits in tagbes)

Benchmark| # Pls | # Gates| # Test Cubes X %
b01 5 57 14 7.14
b02 4 31 10 5.00
b03 29 103 19 70.42
b04 77 615 67 64.35
b05 35 608 69 36.77
b06 5 60 16 12.50
b07 50 431 46 58.57
b08 30 196 38 60.44
b09 29 162 23 38.23
b10 28 217 43 58.72
b1l 38 574 83 64.11
b12 126 | 1.6K 100 76.94
b13 53 596 36 65.41
b14 275 | 5.4K 511 77.90
b15 485 | 8.7K 405 87.75
b17 1452 | 27.99K 618 89.85
b18 3357 | 75.8K 666 86.92
b19 6666 | 146.5K 953 89.81
b20 522 | 9.4K 476 75.29
b21 522 | 9.4K 479 73.20
b22 767 | 13.4K 435 74.05
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Table 5.2: Peak input toggles : Tool-ordering with differ&qfilling methods

Circuit | MT-Fill | R-Fill [ 0-Fill | 1-Fill [ B-Fill | O-Fill
b01 4 4 4 4 | (4) 4
b02 4 4 4 4 | (4 4
b03 15 21 [ 17 | 16 [ (14) | 14
b04 41 50 | 47 | 45 [ (39) | 39
b05 20 23 | 19 | 20 [(1n) | 17
b06 4 4 5 4 | (4) 4
b07 31 30 [ 34 | 27 [(23) | 28
b08 20 20 [ 20 | 18 [(14) | 12
b09 18 20 [ 22 | 18 [ (18) | 18
b10 12 19 | 17 | 15 | (10) | 10
b1l 22 27 | 29 | 21 [ (200 ]| 20
b12 63 76 | 62 | 89 [ (59) | 58
b13 31 34 | 3 | 30 [ (30) | 29
bl4 | 181 | 180 | 194 [ 159 |(157)| 156
bl5 | 305 | 334 | 344 [ 298 |(292)] 282
bl7 | 916 | 923 | 943 [ 880 |(871)| 841
b18 | 2134 | 2167 | 2251 | 2114 (20665 2009
bl19 | 3926 | 4099 | 4201 [ 3955 ((3819) 3753
b20 | 309 | 314 | 315 [ 305 |(302)| 299
b21 | 317 | 307 | 315 | 305 |(276)| 260
b22 | 489 | 494 | 507 [(471)| 472 | 466
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Table 5.3: Peak input toggles : BTSP-Ordering followed bfedént X-filling methods

Circuit | MT-Fill | R-Fill | O-Fill | 1-Fill [ B-Fill | O-Fill
b01 2 2 2 2 (2) 1
b02 1 1 1 1 (1) 1
b03 10 12 [ 11 [10)] 8 11
b04 35 [(81) | 41 | 35 | 32 | 36
b05 12 13 | 12 |[(12)] 13 | 12
b06 2 2 2 2 (2) 2
b07 20 21 | 28 [ (18] 21 | 20
b08 11 12 [ 13 | 11 [(10) | 12
b09 12 12 [(QD ] 12 | 12 | 12
b10 10 10 [ 10 | 10 [ (9 | 10
b1l 15 15 [ 13 [ (12| 14 | 15
bi2 | (46) | 53 | 59 | 51 | 54 | 46
b13 22 22 | 23 [ (200 ] 22 | 22
bl4 | 124 | 119 | 142 [ (89) | 110 | 124
bl5 | 226 | 219 | 231 [(172)| 200 | 224
bl7 | 648 | 683 | 747 | 585 |(573)| 648
bl8 | 1482 | 1604 | 1765 (1384) 1416 | 1473
b19 | 2875 | 3235 | 3290 (2609 2864 | 2861
b20 | 242 | 234 | 265 [(214)| 238 | 242
b21 249 | 235 | 288 [(181)| 256 | 252
b22 | 364 | 350 | 407 [(324)| 360 | 364
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Table 5.4: Peak input toggles : X-Base-Ordering with diffeepé-filling methods

Circuit | MT-Fill | R-Fill [ 0-Fill | 1-Fill [ B-Fill | O-Fill
b01 3 4 4 3 | (3 3
b02 4 4 4 4 | (4) 4
b03 15 19 | 18 | 15 | (8) 7
b04 45 52 | 47 | 43 [ (25) | 24
b05 21 24 | 21 | 23 [(15 | 14
b06 5 4 5 5 | (5 4
b07 27 33 [ 38 | 25 [ (15 | 14
b08 16 20 [ 18 | 15 | (8) 7
b09 20 19 | 17 | 16 | (14) | 14
b10 14 20 | 16 | 14 [(10) | 7
b1l 18 26 | 22 [ 20 [(10) | 9
bl12 60 76 | 99 | 68 [ (3D | 31
b13 37 32 [ 28 | 23 [(17) | 17
bl4 | 181 | 164 | 208 | 152 | (79) | 79
bl5 | 308 | 277 | 314 [ 198 |(144)| 144
bl7 | 912 | 774 | 953 | 680 |(42D)| 421
bl18 | 2130 | 1752 | 2200 | 1569 (1011) 1008
bl19 | 3926 | 3457 | 4340 3168 ((1877) 1877
b20 | 314 | 291 | 352 | 297 |[(152)| 152
b21 | 288 | 290 | 346 | 237 |(130)| 130
b22 | 483 | 419 | 475 [ 440 |(237)| 234
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Table 5.5: Peak input toggles : I-Ordering with differenfi¥ing methods

Circuit | MT-Fill | R-Fill [ 0-Fill | 1-Fill [ B-Fill | O-Fill
b01 3 4 4 3 | (3 3
b02 3 3 3 3 | (3 3
b03 12 19 | 15 | 15 | (8) 6
b04 41 45 | 43 | 39 | (23) | 15
b05 20 22 | 21 | 23 [(15 | 14
b06 4 4 4 4 | (4) 4
b07 24 31 [ 38 | 23 [(15) | 11
b08 16 18 | 16 | 14 | (8) 6
b09 14 18 | 16 | 16 | (1) | 11
b10 10 18 | 14 | 13 | (9) 7
b1l 15 25 | 22 | 18 [(10) | 9
bl12 59 72 | 99 | 65 [(30) | 15
b13 28 31 | 28 | 23 [ (15 | 10
bl4 | 168 | 158 | 208 | 148 | (77) | 40
bl5 | 296 | 267 | 314 [ 193 [(14D)| 383
bl7 | 882 | 770 | 953 | 676 |(419)| 85
bl18 | 2030 | 1741 | 2200 | 1550 | (980)| 232
bl9 | 3862 | 3436 | 4340 | 3167 (1871) 364
b20 | 301 | 285 | 352 | 284 |(143)| 65
b21 | 280 | 286 | 333 | 237 |[(129)| 67
b22 | 451 | 409 | 475 [ 425 [(210)| 91
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Table 5.6: Peak input toggles : Comparison of DP-Method e€Bing+O-Fill) over

existing Ordering+Filling methods

Peak Input Toggles % Improvement
of DP-Fill Method over
Circuit || Tool ISA | Adj-Fill | XStat | DP-Fill || Tool ISA | Adj-Fill | XStat
Method | Method | Method | Method Method | Method | Method
b01 4 2 4 3 3 25 -50 25 0
b02 4 1 3 4 3 25 -200 0 25
b03 14 8 6 8 6 57.1 25 0 25
b04 39 31 29 25 15 61.5| 51.6 48.3 40
b05 17 12 19 15 14 17.6| -16.7 26.3 6.7
b06 4 2 4 4 4 0 -100 0 0
b07 23 18 17 15 11 52.2| 38.9 35.3 26.7
b08 14 10 9 8 6 57.1 40 33.3 25
b09 18 11 17 14 11 38.9 0 35.3 21.4
b10 10 9 9 10 7 30 22.2 22.2 30
b1l 20 12 18 10 9 55 25 50 10
b12 59 46 77 31 15 746| 67.4 80.5 51.6
b13 30 20 26 17 10 66.7 50 61.5 41.2
b14 157 89 69 79 40 745| 55.1 42 49.4
b15 292 172 149 144 33 88.7| 80.8 77.9 771
b17 871 573 438 421 85 90.2| 85.2 80.6 79.8
b18 || 2066| 1384 1065 1011 232 88.8| 83.2 78.2 771
b19 || 3819| 2609 2100 1877 364 90.5 86 82.7 80.6
b20 302 214 198 152 65 78.5| 69.6 67.2 57.2
b21 276 181 182 130 67 75.7 63 63.2 48.5
b22 471 324 232 237 91 80.7| 71.9 60.8 61.6
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Table 5.7: Peak circuit power : Comparison of DP-Method (tmg+O-Fill) over

existing Ordering+Filling methods

Peak Circuit Power (imW) % Improvement
of DP-Fill Method over
Circuit || Tool ISA | Adj-Fill | XStat | DP-Fill || Tool ISA | Adj-Fill | XStat
Method | Method | Method | Method Method | Method | Method
b01 3.8 2.3 3.3 3.1 3.1 18.8| -33.1 6.1 0
b02 2.4 15 2.8 2.6 2.6 -6.2 | -68.3 7.3 0
b03 5.6 4 4.6 3.9 4.2 25 -5.5 9.2 -5.6
b04 17.2 171 15.8 16.9 14.8 14 13.9 6.6 12.7
b05 15.6 13.6 16.4 14.6 14.9 4.4 -9.8 9 -2
b06 4.4 2.6 4.4 4.3 4.4 09 | -67.2 -0.1 -1.7
b07 15.7 14.8 13.1 14.6 13.3 | 15.7| 10.6 -1.5 8.9
b08 7.8 6.8 8.1 7.7 6.3 185| 6.8 215 18.1
b09 9.8 8.4 10.7 8.9 7.4 2471 121 30.8 17.2
b10 9.3 8.8 9 8.7 8.2 116, 6.5 9.2 6.3
b1l 16.4 154 15.2 14.6 139 | 15.2| 9.6 8.9 4.8
b12 56.5 49.4 58.4 39.3 36.4 || 355| 26.3 37.6 7.2
b13 18 13.7 15.1 14.7 109 | 39.4| 20.1 27.6 25.3
b14 99.3 | 101.7 99 86.5 85.4 14 16.1 13.8 1.3
b15 197.1 171 155.3 | 1404 122 38.1| 287 214 13.1
bl7 || 1085.5| 847.1 | 665.5 | 641.7 | 431.6 || 60.2| 49.1 35.1 32.7
b18 || 3350.7| 2405.3 | 2012.2 | 1761 1192 || 64.4| 50.4 40.8 32.3
b19 || 7621.6| 6708.3 | 5885 4135 | 2699.4 || 64.6| 59.8 54.1 34.7
b20 252.8 | 243 2148 | 202.6 | 1953 || 22.7| 19.6 9.1 3.6
b21 2484 | 226.1 | 223.8 | 183.2 | 166.4 | 33 26.4 25.6 9.2
b22 395.6 | 3728 | 3289 | 304.8 | 277.1 || 30 25.7 15.8 9.1
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Table 5.8: Additional Peak Power Savings obtained by Loealr& Technique with 1-bit Neighbourhood

Greedy Pruning SA Pruning
Circuit | DP-fill DP-fill + %Improvement  Additional DP-fill + %Improvement  Additional
(in W) || Greedy Pruning(in:W) Simulation time|| SA Pruning(inuW) Simulation time
b01 3.07 3.07 0 Os 3.07 0 0.001s
b02 2.6 2.19 15.67 0m0.03s 2.19 15.59 0mO0.481s
b03 4.17 4.12 1.18 0mO0.64s 4.12 1.3 0m4.728s
b04 14.76 13.23 10.36 0m6.83s 13.23 10.39 1m49.907s
b05 14.92 1491 0.09 0m0.91s 14.86 0.43 0m13.423s
b06 4.35 4.28 1.68 0mO0.06s 4.28 1.63 0mO0.208s
b07 13.26 12.24 7.71 0m3.10s 12.24 7.68 0m26.645s
b08 6.89 6.79 1.47 0m0.48s 6.79 1.54 0m8.717s
b09 7.4 6.94 6.15 0mO0.17s 6.94 6.1 0mO0.790s
b10 8.19 8.03 1.92 0m0.41s 8.03 1.93 0m13.768s
b1l 13.88 13.88 0 0m1.023s 13.88 0 0m26.877s
b12 36.42 36.12 0.82 0m30.62s 36.12 0.83 4m23.086s
b13 10.94 10.79 1.39 0m1.68s 10.79 1.36 0m21.156s
b14 85.37 82.78 3.03 2m47.09s 81.48 4.56 8m13.430s
b15 122.01 113.73 6.78 66m14.21s 117.18 3.96 39m20.670s
bl17 431.6 422.17 2.19 45h37m37s 424.57 1.63 28h10m45s
b18 | 1192.03 1179.93 1.02 46h7m22s 1184.7 0.61 28h40m35s
b19 | 2699.35 2696.11 0.12 47h35m47s 2696.11 0.12 30h14m20s
b20 195.34 190.22 2.62 57m0.19s 189.76 2.86 56m56.429s
b21 166.38 161.54 2.91 3m35.40s 161.54 2.91 20m44.411s
b22 277.07 265.98 4.0 14h15m51s 267.39 3.5 9h12m25s
Average 3.39 3.28




5.8 Summary

We mapped the problem of X-filling to an variantifterval coloring problem called
bottleneck coloring problem and proposed dynamic programming based algorithm for
optimal X-filling such that peak input toggles is minimizékhis algorithm obtains the
optimal solution for minimizing peak input toggles. Sinogut toggles is well corre-
lated to circuit power (Girarét al., 1998), we assume that the proposed algorithm au-
tomatically generates a good solution that minimizes p&akit power during testing.

In order to validate this assumption, we performed locatdearound the local solu-
tion produced by DP-fill based on thmeak circuit powerduring testing. Theyreedy
andsimulated annealindpased strategies are used to perform the local search. After
performing this local search pruning for reducipggk circuit poweduring testing, we
have observed that the savings is marginal. This helps usderatand that the solu-
tion produced by DP-fill not only optimizes peak input togghut also automatically

generates a good solution for minimizipgak circuit poweduring testing.
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CHAPTER 6

Conclusions

It is well known that at-speed testing of delay faults andgraéon faults is necessary to
catch small delay defects in modern nanometer CMOS techiesloglowever, in the
presence of path delays that are comparable to the cloakahtelelayed signal tran-
sitions or timing hazards influence the detection of defetge to the these variations
in signalling delays, it is important to perform at-speestitey even for stuck faults, to
reduce the test escapes (McCluskey and Tseng, 2000; Vetis¢ék2004). So, at-speed
stuck-at testing is necessary in the nanometer CMOS regimee $ower dissipation
increases proportionately with the clock speed, the powdraxperiences highdR-
drop, that is not observed during slow speed testing. This ekaeH’-dropon power
grid, increases the delay of gates on the circuit, and leathetfollowing issues

1. a good chip is categorized as defective, which is the proliffalse negatives

that impacts the yield of a product and a loss to the manufctand more
importantly

2. a defective chip is categorized as good, which is the proliffalse positives
that impacts the trust of the customers on the manufactaner ultimately a fi-
nancial loss to the manufacturer.

Keeping this in mind, under CSP-scan architecture, we pexpadficient algo-
rithms for test vector ordering and don’t care filling for ggewer minimization during
at-speed stuck-at testing. The major conclusions baseakeondrk done as part of this

thesis are as follows:

6.1 Test vector ordering for fully specified test sets

In Chapter 3, we had shown that given a fully specified testisetproblem of optimal
test vector ordering for peak power minimization, under @®P-scan architecture,

maps to the bottleneck traveling salesman problem(BTSREhws NP-hard. We have



used an efficient BTSP heuristic to solve the same. This H&uissexperimented on
all the 21 ITC circuits and interestingly, the solution abt&ad in each of the benchmark
circuits isglobally optimal Although, the used BTSP heuristic hayebally optimal
on all the benchmark circuits, the optimality for any givercait, is not guaranteed,
as the underlying problem is NP-hard. This only suggeststtieheuristic is very
effective in solving these instances of complete graphspéak power minimization
during testing. This is a very interesting case study, wherBlP-hard problem, can be

solved very efficiently using an intelligent heuristic.

6.2 Simultaneous test vector ordering and don’t care

filling

In practice, the test sets generated by commercial autortedt vector generation
(ATPG) tools like Mentor'sFastscan™ or Synopsysletramaz™, are dominated
by don’t cares, for large circuits. This makes don't carénfijlvery important for min-
imizing test power. If these don'’t cares are filled using @ndfill, O-fill, 1-fill or
MT-fill, then the test vector ordering using the BTSP heuwigfives a very efficient
solution. However, the overall problem of simultaneous vestor ordering and don’t
care filling, may not be best solved this way. In fact, in thiegis, we show that this

leads to a sub-optimal solution.

Keeping this in mind, in this thesis, we focus on the probldmeimultaneous test
vector ordering and don't care filling. As we have alreadydssed, the problem of
test vector ordering is by itself NP-hard. Thus, includirand care filling as part of
the optimization engine, increases the hardness of thegmaér minimization engine.
Keeping this in mind, in chapter 4 we proposed an efficientisga (X Stat) for test
vector ordering and don’t care filling in an integrated fashithat produces solutions
which reduce peak test power significantly, while takingyvétle time in arriving at

the solutions.
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6.3 An optimal algorithm for peak input switching ac-
tivity

While X Stat algorithm is an efficient heuristic for reducing peak inpwitshing ac-
tivity, thereby reducing peak circuit switching activitiydoes not guarantee optimality.
In chapter 5, to address this issue we had shown that givest agetor order, don't
cares can be filled in an optimal way usidgnamic programmingo as to minimize

peak input switching activity.

6.4 Future Work

Input switching activity correlates well with circuit swhing activity (Girardet al,

1998), and is less compute intensive than circuit switclaictiyity, we have designed
algorithms for minimization of peak input switching actiwvias a means to minimize
peak power dissipation during at-speed testing. It is arasting future work, to pro-

pose efficient and scalable algorithms to minimize peakudgiswitching activity.

Although this thesis suggests an optimal algorithm for tloate filling, for a given
test cube ordering, the global problem of minimizing inpuitshing activity also, is not
solved optimally. Optimal peak input switching activityotem by simultaneous test
vector ordering and don’t care filling is also an interestipgn problem. Additionally,
extending these algorithms for reducing peak power dissipauring testing of 3D-

ICS, is another interesting future work.
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