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Abstract

ISRA has its roots in documents like the Orange Book and the Anderson Report.

Even recent standards such as the ISO 27000 series make assumptions similar to those

made in this early work. With the advent of globalisation, cloud computing and BYOD,

the assumptions made by the early guidelines on risk assessment no longer hold. For

example, for many organisations it may be impossible even to identify assets far less

calculate associated risk. This thesis argues that a new approach to risk assessment

is needed and presents an alternative based on financial models. Instead of taking a

bottom up approach, we apply the theory of ‘value at risk’ to provide a macroscopic

view of the risk to an organisation based on the potential financial loss due to a cyber

attack.

We present a thorough and systematic review of ISRA research and provide a

taxonomy of approaches to the problem. Since knowledge of the probability distribution

of attacks is necessary to build the VaR model, we use data provided by Spamhaus in

an attempt to identify the distribution of attacks by malware. Our findings show that

the feature of non-uniformity distribution of malware attacks in 24 hours. This work

also demonstrated a novel approach to malware analysis using circular statistics and

presented results of analysis using rose and helix diagrams. Based on these findings we

constructed a novel ‘Malware’ VaR model to estimate the worst case financial loss due

to malware based data exfiltration from an organisation.
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Chapter 1

Introduction

Information security risk assessment (ISRA) is a widely used method in industries

which require keeping their information secure. In the information age, securing data

is becoming a hot issue and moving from physical to electronic risk assessment [136].

Information exists everywhere and has a very close relationship to our life. Private and

public sectors collect personal information and store this in the cloud. More and more

individuals share their daily life on social networks such as Facebook, Instagram and

WeChat. Therefore, the network and platform providers should maintain the security

of all users’ information. ISRA helps the providers to identify risks associated with

information systems and implement the security controls by following the information

security standards and regulations [29].

1.1 Research Questions

There are several reasons for organizations to make an ISRA. On the one hand, or-

ganizations want to avoid information risks like information leakage or unauthorised

manipulation. On the other hand, they want to obtain external trust that they can

protect the privacy of customers well. Most organizations commission a third party to

implement ISRA, because they have no idea how to collect and deal with the data to

satisfy the requirements of risk assessment professionally, or they have no such human

resources to do it.

With the advent of cloud services and ‘bring your own device’ (BYOD), it is be-

coming increasing difficult for organizations to identify assets and thus carry out a risk

assessment based on current established techniques. It may be useful then, to look at

a new approach to ISRA. Thus, if we can provide a professional and systematic tool

to collect and analyse risk assessment data, then many companies can assess their in-
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1.1. Research Questions 1. Introduction

formation security risks professionally by using the device. The companies know more

details about their own information systems better than a third party and can assess

information security risks thoroughly by themselves. Therefore, there is an interest

about what are risk assessment data and how to provide a professional and systematic

tool to help organizations manage the assessment data in a practical risk assessment of

information security. By reviewing the literature on the risk assessment development in

information security, we find that researchers prefer to study the theoretical methods

of risk assessment. They know the importance of data management in risk assess-

ment, but fewer authors provide efficient methodologies to manage data in a practical

implement project.

It is difficult to automatically assess information security risks in some assessment

software systems by using the current risk analysis methods. Because these methods

significantly focus on the general threats, and are not to be proposed for certain rele-

vant type of threats. In fact, different quantitative, qualitative or hybrid risk analysis

models require different information as the input data in this software. For instance,

Chang and Lee use the information of threat or vulnerability levels and the related

the values of CIA (Confidentiality, Integrity, Availability) to obtain risk scores [35].

Khanmohammadi considers the weight of the process and control effect on a vulnera-

bility in the process-based risk analysis model [89]. Lo and Chen pay attention to the

interrelations among security control areas in the hybrid model of risk analysis [107].

Furthermore, most of these approaches consider the impacts of threats as three

ranks such as high, medium and low, and then assign scale scores to these three levels

such as 5 representing a high impact and 1 representing a weak effect. But there are no

standards of setting these scores. For instance, we do not know that why five presents

the high impact. Why we do not use 4 to express highest risks. Or 5 could equally

represent a low impact and 1 denotes a high impact. The likelihood is another vital

parameter for assessing risk. And frequency is an essential factor when calculating the

probability. To the best of our knowledge, it is hard to obtain the data of frequency

for some threats such as insider threats. But some approaches to risk analysis do not

consider this real problem. In the extreme case where likelihood cannot be computed

due to the lack of frequency data for specific threats. This could lead to an incomplete

ISRA. Therefore, a risk analysis model could focus on a particular type of information

security risks such as cyber threats. The cyber threats could be insider threats, threats

from malware, or threats from external attacks.

The systematic review of ISRA, presented in chapter 3, illustrates that risk analysis

is a relevant research field. ISRA method is made up of three categories: quantitative,

qualitative and synthetic. A quantitative approach constructs complex mathematical
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models to obtain more accurate results, but it is not easy to collect the historical data

to support the models [99]. With a qualitative method, it is easy to assemble the data

by experts’ opinions or questionnaires but it is too subjective [99]. Additionally, with

the qualitative approach, it is complicated to assess the risks frequently(daily/weekly)

and address the relative security controls in the light of updated risk scores. In other

words, the nature of the qualitative method affects the daily information security risk

assessment. The synthetic risk analysis methods can overcome the limitations of tradi-

tional quantitative and qualitative approaches by applying the fuzzy and AHP theory

[128]. AHP is a decision-making model including identifying, organizing and evaluating

decision objectives [149].

Furthermore, most existing studies of risk analysis methods mainly focus on con-

structing hybrid models by the theories of fuzzy and AHP [128]. These hybrid models

provide more accurate data like experts opinions for quantitative tools, and reduce the

subjectivity of qualitative methods [40]. In other words, the hybrid approaches apply

the experts opinions as input data and then assess the risk levels of all information

security assets.

However, these hybrid approaches still have the shortcomings of traditional risk

analysis methods. First, they are proposed to deal with general information security

risks rather than specific threats. Second, the risk scores given by experts opinions are

not intuitive for managers to understand the risk levels. According to ISO27001:27005,

the risk level of an asset is scaled by 1 to 5 score and the higher score, the riskier level

[5]. Finally, the total risk levels of all information security assets are presented by a

summed score in a scale from 50 to 60. We haven’t a clear picture of what is the real

difference between 59 and 60 to an organisation. These scores are hard to compare

among different companies due to the nature of subjectivity of experts’ opinions. In

fact, the comparison helps us to understand which company has better information

security protection under some constraints such as the same firm size and type.

Given that current ISRA standards are difficult to implement in practice, can we

find a new approach to ISRA? Therefore, our primary research question is

Can we map a risk model from finance to a certain type of information

security risk when the traditional ISRA methods are not always valid, and

relative data of risks are not clear?

This big research question can be divided into the following sub-questions:

1. Can we apply a financial risk model to routinely assess particular type of infor-

mation security risks such as cyber threats under assumptions and limited data?

2. Can the results of such a model be compared between different companies?
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To answer the research questions, we focus on the features of cyber threats and

construct a suitable approach which is based on a financial risk model Value-at-Risk

(VaR). In fact, the application of VaR in ISRA is proposed to make available com-

parisons among companies. VaR is a classical financial risk model, which computes

the worst loss over a target time horizon [85]. In 2001, VaR was applied first in ISRA

by Jee and Jaisingh [80]. The ISRA VaR method evaluates the risk levels of attacked

information assets by the worst loss instead of a simple summed score. Jee and Jais-

ingh take the logs of unauthorised external access as the input data of estimating the

likelihood of threats [80]. However, their studies have not mentioned the details about

how to connect the likelihood with VaR calculation.

Until 2013, Raugas et al. [141] provided the detailed model for cyber threats called

CyberVaR. CyberVaR is an improved ISRA VaR model, which focuses on cyber threats.

It analyses the risk level of information assets such as intellectual property by the theory

of dynamic Bayesian network and attack tree. Whereas, the CyberVaR model can’t

be compared well between different companies due to various values of the same asset.

For example, personal information has the higher sensitivity for a bank and will be

assigned a higher value which is compared with that of a supermarket.

MVaR (Malware value-at-risk) is a new model we propose that can be used to

analyse malware attacks from the standpoint of portfolio VaR theory. It is also an

improved CyberVaR model. The portfolio VaR is “constructed from a combination

of the risks of underlying securities” [85]. In financial risk management, the securities

could be the stocks or options which consist of financial derivatives. The computers,

and the data held on them, are analogous to the underlying securities and a company

consists of all computers is the portfolio in the MVaR model. Thus, the MVaR model

assesses the worst loss of computers in a company portfolio due to the risk of malware.

The reason to model a computer as a stock is that their values may have a more

significant change during a particular period. For example, the stock prices fluctuate

with the effect of financial risks in the trading session. Likewise, the values of attack

targets (company computers) may vary in the working hours due to the active malware

attacks and the data stored on the computer in that period [129]. It is possible to

calculate the successfully attacked loss of each computer under a fixed successful attack

rate and loss rate for a specific threat. Thus, we can deduce the mean and variance

of each loss. Hence, all the losses are assumed as a sequence of independent random

variables and have finite mean and finite positive variance. Based on this assumption,

we can deduce the quantile of the total loss by the central limit theorem. Hence, such

quantile is the VaR that we want to find out for a company portfolio.

Moreover, the MVaR model discusses the worst loss of cyber threats from a portfolio
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standpoint, and it is more understandable for managers compared with CyberVaR. In

practice, a computer is often the direct target for the cyber attacks, but it is also feasible

to value the data in a network. Determining the data value of computers allows us to

arrange the defence source in a more suitable strategy. For instance, the machines of

finance department will focus on the payment login more frequently than the other

units. In that case, we may allocate more ID authentication sources or strengthen the

ID security mechanisms to the computers of this department.

Overall, the most important reason for applying the concept of the financial VaR

to ISRA is that the ISRA VaR model provides a monetary figure which is easy to

understand the consequences of cyber attacks for the managers. Thus, managers can

decide whether increasing the security investments such as buying new cyber insurance

or improving the defence systems.

1.2 Layout of the Thesis

The thesis consists of 7 chapters, and the content of each section is described as follows.

Chapter 1 In this chapter, we have described the importance of ISRA for all kinds

of companies, and the research questions and the motivation of this study.

Chapter 2 This chapter makes a brief introduction to the fundamental concepts

of information security and information security risk management (ISRM). It also in-

troduces ISRM standards including ISO family and Common Criteria. Additionally,

the chapter describes the relationship between risk assessment (RA) and ISRA and

four commonly used ISRA standards. It compares the advantages and disadvantages

of the standards. The comparison provides a basis for designing the data management

system. The chapter also discusses the detailed process of data management in ISRA,

including data collection, data analysis and data verification. These three steps of data

management are the one-to-one relationship with the actions of ISRA.

Chapter 3 This chapter applies a systematic review method to study the state of

the art in ISRA. The systematic review provides a classification framework for research

studies over the past ten years (2004-2014). The framework classifies the current studies

of ISRA into several parts in academic literature. The classification assists researchers

to understand the state of art of ISRA and find out the entry points for academic

research.

Chapter 4 In this chapter, we analyse the time patterns of malware infections

by circular statistics. The analysis provides a visual overview of daily and weekly

variations, which assist decision makers to allocate resources or estimate the cost of

system monitoring during high-risk periods.
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Chapter 5 This chapter presents the background of VaR and its evolution in ISRA.

It also introduces one of its applications in ISRA called CyberVaR. CyberVaR builds

on Bayesian Dynamic Network and attack three. The chapter also discusses the loss

categories of cybercrime for a company. The loss can be divided into a direct loss,

indirect loss and defence cost.

Chapter 6 In this chapter, we construct an MVaR model, which aims at assessing

the worst loss due to malware attacks from the standpoint of the portfolio VaR theory.

In simple terms, the MVaR model treats each computer as a stock and a company as a

portfolio and then assesses the worst loss to this company portfolio when the machines

are attacked by malware. The MVaR model assumes that the malware attack follows a

Poisson distribution and the computers are attacked independently. Hence, the losses

caused by each attacked machine are independent and summed to the total loss of the

company portfolio. The final goal of the MVaR model is to assess the worst loss with a

certain confidence level over a fixed time horizon. For example, there is 95% probability

that the loss of the company will not exceed MVaR over ten days.

Chapter 7 This chapter concludes all the results, presents the main contributions

and discuss the future research directions. The systemic review of ISRA is the first

contribution which assists researchers to have a complete knowledge of ISRA. The thesis

further applies the method of circular statistics to study the time patterns of malware.

The analysis of the time patterns of malware provides the innovation of a new ISRA

VaR model. Hence, the MVaR model is the third contribution we have made in this

study. The MVaR model assesses the losses of cyber threats from the standpoint of

the portfolio VaR theory.

1.3 Publications

This thesis is partly based on the following publications:

1. L.Pan and A.Tomlinson. A systematic review of information security risk assess-

ment. International Journal of Safety and Security Engineering, 6(2):270281,2016.

This paper is based on the work presented in chapter 3.

2. L.Pan, A.Tomlinson, and A.A.Koloydenko. Time pattern analysis of malware

by circular statistics. In Proceedings of the Symposium on Architectures for

Networking and Communications Systems, pages 119130.IEEE Press, 2017.

This paper is based on the work presented in chapter 4.

3. L.Pan and A.Tomlinson. Risk Assessment in Information Security - An Alterna-

tive Approach. Information Security Magazine, 20 Nov 2017.
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This article is based on the chapter 2.

4. L.Pan and A.Tomlinson. Malware Value-at-Risk (MVaR). (Submitted to WEIS
1 2018).

This paper is based on the contents of chapter 6.

1.4 Main Contributions

There are three primary contributions in this thesis.

1. We present a thorough and systematic review of ISRA research and provide a

taxonomy of approaches to the problem. This systematic review provides us the

research emphasis in the field of ISRA.

2. The first time we analyse the time pattern variance of malware around a 24-hour

circle by circular statistics. The time pattern analysis reveals the feature of non-

uniformity distribution of malware attacks. This feature is very important for

constructing a financial quantitative risk model.

3. We constructed a novel ‘Malware’ VaR model to estimate the worst case financial

loss due to malware based data exfiltration from an organisation. It is the first

time to apply a portfolio VaR theory at a risk analysis of cyber security.

1The Workshop on the Economics of Information Security
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Chapter 2

Background

This chapter begins at the introduction of information security, followed by the dis-

cussion of the relevant standards of ISRA. Information security is indeed an essential

subject in all walks of life and any country. There are many ways to keep information

safe, including encryption, malware detection, ID authorisation, risk management and

so on. Notably, ISRA is the core part of information security risk management (ISRM)

and a systematic tool to secure the whole information systems. Information security

risks are various and difficult to identify without systematic methods. In this case,

ISRA provides the approach to identify the risks efficiently and avoid risky behaviours.

Furthermore, ISRA translates information security risks into transparent reports which

help related managers mitigate these risks [29].

2.1 Information Security (IS)

Information can be private, public, sensitive, internal and external. In the information

age, more and more organizations or individuals achieve their goals by big data. How-

ever, the insecurities of information contain leaking, tampering or stealing information

by illegal use or unauthorized access. It is universally accepted that these insecurities

are information security risks. Hence, some questions of information security may arise

as follows:

• How do we assess these risks that are at the accepted or unaccepted level?

• How do we identify the types of risks that exist in the organizational or individual

information system?

ISRA could be an answer to solve these problems with systematic methods. Before

going to ISRA, it is necessary to discuss the content of information security. Risk assess-

ment has been applied to many subjects, but information security is an extraordinary
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field. In the era of big data, information security is required in various industries. And

information security risks are unique due to their universality and complexity. There-

fore, when information security becomes an independent field, it is not easy to measure

its risks. That means an accurate understanding of information security benefits ISRA.

We start with the evolution of IS definition in the early studies.

In 1984, IBM data security support programs proposed a definition of informa-

tion security: “The protection of information assets form accidental or intentional

but unauthorized disclosure, modification, or destruction, or the inability to process

that information” [1]. In 1991, Information Technology Security Evaluation Criteria

(ITSEC) mentioned that “Information Technology (IT) security means confidentiality-

prevention of the unauthorised disclosure of information; integrity-prevention of the

unauthorised modification of information; availability-prevention of the unauthorised

withholding of information” [79]. In 2005, ISO 27002 defines it as “the preservation of

the confidentiality, integrity and availability of information” [173].

Compared with all definitions above, we could conclude that information security

is to keep information confidential, integrate and available, and minimise its risks by

various measures. Moreover, these definitions of different standards illustrate the appli-

cation of information security could follow specific criteria to gain a united international

agreement for organizations of different countries [72].

With the development of the Internet and the increments of cyber attacks, the

term of information security is often entitled to cybersecurity [173]. In fact, they are

not very analogous in definition and ranges of application. Cybersecurity is defined

by the International Telecommunications Union as “the collection of tools, policies,

security concepts, security safeguards, guidelines, risk management approaches, actions,

training, best practices, assurance and technologies that can be used to protect the

cyber environment and organization and user’s assets” [173]. Solms and Niekerk state

that cybersecurity protects not only the information assets but also the non-information

assets such as humans [173].

2.2 ISRM Standards

Information security has a vital effect on protecting the information of organizations

and individuals. They expect to keep safe and private for their information held by IT

products or systems. However, it is impossible to guarantee 100% security of informa-

tion for any IT product or system. Thus, a series of standards ensure an appropriate

level of security. According to Siponen and Willison, organizations apply information

security risk management (ISRM) standards to certify the security of business practices
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and obtain an international authorisation for their products and practices [162]. So far,

there have been many developed risk management standards of information security.

This section will make a brief introduction about two primary ISRM guidelines: the

ISO 27000 family and Common Criteria (CC).

ISO 27000 family is the popular and best known international ISRM standards in

managing information security risks and implementing the related security controls [41].

Siponen and Willison propose that “the Common Criteria has been used primarily for

evaluating security properties of IT products” [162]. Therefore, we will demonstrate

these two common standards, and compare them with the scope of application and

contents of assets, threats and vulnerabilities.

2.2.1 The Evolution of ISO 27000 family

ISO 27001 and ISO 27002 are two critical standards in ISO 27000 family. They are

dated from BS 7799. BS7799 was “Code of Practice for Information Security Man-

agement” and published by the UK Government’s Department of Trade and Industry

in 1995 [3]. It consisted of three parts. Part 1 was revised in 1998, adopted as ISO

17799 in 2000 by International Organization for Standardization (ISO) and incorpo-

rated as ISO 27002 in 2007. The emphasis of BS7799 Part 1 was a code of practice

in Information Technology. BS7799 Part 2 was published in 1999 and adopted by ISO

as ISO 27001 in 2005. Part 2 was well known as the “Plan-Do-Check-Act” process,

which focuses on guidance for use in ISMS. BS7799 Part 3 was published in 2005. Fig-

ure 2.2 describes the time line of ISO 27000 family. Figure 2.1 depicts the evolutions

and relationships between BS7799 and ISO 27001/2. ISO 27001 shows the process of

information security management systems (ISMS), and ISO 27002 provides the guides

for security management controls in ISMS.

BS 7799 and its derivatives focus on securing information systems and certifications

of these standards [162]. Broderick describes that BS 7799 is “the first widely adopted

management standard that was developed purely for the information security world”

[31]. In addition to ISO 27001 and ISO 27002, the other ISO 27000 standards play a

significant role in managing information security. For example, ISO 27005 focuses on

ISRM and its related instructions of the ISRA process.

Figure 2.2 demonstrated that ISO 27005 was published in 2008 and revised in

2011. The revision of ISO 27005:2011 correlates with two vital standards of IT security

managements including ISO TR 13335-3:1998 and ISO TR 13335-4:2000 [74]. ISO

27005 is a critical standard for assessing information security risks. It has a very close

relationship to the other ISO 27000 members such as ISO 27001. In reality, ISO 27001

defines the ISMS about the content and extent [74]. Figure 2.3 reveals that the ISMS
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Figure 2.1: Evolution of ISO 27000 family Standards

Figure 2.2: Timeline of ISO 27000 family [78]

process correlate with ISRM.

2.2.2 The Evolution of Common Criteria

The security objectives like asset, threat and vulnerability have very close relationships

in ISMS. The vulnerabilities expose the value of assets and lead to the risk increases of

information systems [51]. Farn et al. state that CC provides functional requirements

to the security objectives and protects the ISMS by these requirements [51].

Common Criteria also called ISO 15408 is an international standard and composed

of three guidances: ITSEC 1, CTCPEC 2 and TCSEC 3. ITSEC is an European stan-

1ITSEC: Information Technology Security Evaluation Criteria
2CTCPEC: Canadian Trusted Computer Product Evaluation Criteria
3TCSEC: Trusted Computer System Evaluation Criteria
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Figure 2.3: Relationship between ISRM and ISMS [74]

dard which unifies two UK approaches of Green Book and CESG 4. CTCPEC was a

Canadian standard and published in 1993. TCSEC was released by the United States

Department of Defence and commonly known as ‘Orange Book’ in the 1980s. We

examine their relationships in Figure 2.4.

‘Orange Book’ is an important part of CC to provide the guidelines in keeping the

computer system safe. The concept of ‘Orange Book’ comes from three earlier reports

including ‘Ware Report’, ‘RAND Report R-609’ and ‘Anderson report’ [12, 175, 176],

which provide the security models of computer systems. In the early time of computer

development, the security of computer systems did not cause a great concern until the

1960s. At that time, the US military/government realised not only one user would

use the computer after “the emergence of time sharing”. Time sharing is a new way

operating to allow users to interact with a computer at the same time without waiting

[170]. With a time-sharing system, the other users might be malicious like overwrit-

ing another user’s computer code or data [170]. Thus, the US military/government

encouraged more academic research about computer system security.

‘Ware Report’ 5 was a relatively early paper to propose security controls. Security

controls are “micro technical methods for avoiding risks and protecting information

safe” [6]. Ware points out the necessity of identifying major threats due to the emer-

gence of time-sharing system [170]. Hence, the threats Ware identified still existed

in the computer systems such as assess controls to files, unauthorised copying of files

4CESG (Communications-Electronics Security Group) is national technical authority for informa-
tion assurance of the UK government. https://www.gov.uk/government/organisations/cesg

5Security and Privacy in Computer Systems, came up in 1967 by Wills Ware [175]
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[170]. RAND Report R-609 is a report to discuss security requirements or controls

in resource-sharing computer systems [176]. These documents published in the 1970s

provide the basis to the current ISRA standards. However, Ware report and RAND

Report R-609 did not provide a formal and complete security models for computer sys-

tems. “Without a model, it is difficult/impossible to translate security requirements

into technical specifications” [170]. ‘Anderson report’ provides the guides for designing

the security models [12, 170]. Overall, these reports present identification and security

controls to risks, and the relative vulnerabilities of computer systems.

The evolution of the ISO family and Common Criteria could help understand ISRM

standards. ISRM guidelines help organisations achieve the international security au-

thorisation for their information systems. However, current management standards still

have some unavoidable problems. For instance, the management scopes are too generic

due to the uniqueness of organisations in different countries. Organizations have to tai-

lor the guidelines to fit their circumstances [162]. Additionally, the instructions appeal

to common practice and are not validated by some rigorous steps [162]. ALL in all,

many existing standards cannot be unified. In this case, we could use the similarity

and allow the existence of differences of these standards when applying them.
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2.2.3 Discussion

‘Ware Report’, ‘RAND Report R-609’ and ‘Anderson report’ are the initial standards

for the security of computer systems. When these reports were published, computers

were stand-alone mainframes and often kept in rooms guarded by soldiers. With the

advent of the Internet, and more recently BYOD 6 and cloud services, the models of

the 1970s break down. It is no longer a simple exercise to identify all an organisations’

assets, and determine who has accessed to the assets where data might be stored.

Consequently, this raises some questions about whether the existing standards are fit

for the purpose and whether it is time now to look for an alternative approach to ISRA.

Information security is a big topic with different definitions from various standards.

These definitions show the similar meanings that information security minimises the

risks and keeps confidentiality, integrity and availability of information by certain tech-

nical methods and guidelines. So far, many approaches have been applied to secure

data such as encryption, ID authorisation, malware removal and network trust mech-

anism. These specific techniques protect information from a micro level, while some

international standards and policies secure information from a macro view.

It is not our goal to study all ISRM standards, but we focus on the most accepted

ones. Thus, we have an overview of two well known guidelines of ISO 27000 family and

Common Criteria and compare them. In order to study ISRM well, we only foucs the

most important part of ISRM, named ISRA [6]. In the discussion of ISRM standards,

we find that ISO 27005 of the ISO family has a clear picture of ISRA. In the later

section, we make a further study of ISRA standards including ISO 27005.

2.3 Information Security Risk Assessment (ISRA)

We have discussed two popular ISRM standards in the last section. ISRA, as the most

critical process of ISRM, is becoming more and more importance for organizations in

an information age. ISRA standards are helpful to guide the institutions to assess in-

formation security risks systematically. More and more agencies are required to follow

the international ISRA standards to evaluate their information systems. In order to

understand the ISRA and its standards, we choose four commonly and widely used

frames including OCTAVE, FAIR, ISO 27005 and NIST SP800-30. This section intro-

duces the relationship between risk assessment (RA) and ISRA. We further discusses

these four standards and compares their strengths and weaknesses respectively.

6Bring Your Own Device
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2.3.1 RA and ISRA

Risk assessment is a critical systematic method of analysing risks and applied initially

been in nuclear and aeronautical systems [136]. Now it has been involved in many

industries such as finance, transportation, power system, workplace, public health,

shipping and fish industries. Risk assessment is defined as “a systematic methodology

for analysing a system” and tries to answer three questions [136]:

1. What can go wrong?

2. How likely is it?

3. How serious are the consequences?

However, it is not distinct to say risk assessment because it has different roles in

different industries or subjects. For instance, system adequacy and system security

are two primary tasks in power system risk assessment [104]. Enterprise risk assess-

ment is “a systematic process for identifying and evaluating events that could affect the

achievement of objectives, positively or negatively” [137]. According to ISO 27005:2011,

information security risk assessment (ISRA) is defined as “the overall process of risk

identification, risk analysis and risk evaluation” [8]. ISRA can identify the prime in-

formation security risks and help an organization understand these significant risks to

business operation, and then avoid risky behaviour [29].

ISRA standards provide an efficient and systematic process to assess information se-

curity risks. Different standards have different requirements to ISRA. These provisions

have respective merits and demerits.

2.3.2 Standards of ISRA

Before starting the introduction, it is necessary to point out some essential terms of

ISRA. All these relevant standards are talking about information security risks rather

than the other types of risks. So what is information security risks? ISO 27005:2008

defines information security risk as “a given threat will exploit vulnerabilities of an asset

or group of assets and thereby cause harm to the organisation” [6]. The information

security risk has a close relationship with likelihood and impact. Likelihood is defined

as “chance of something happening”, and impact is “adverse change to the level of

business objectives achieved” [6, 7].

OCTAVE (Operationally Critical Threat, Asset, Vulnerability Evaluation) is a risk-

based and self-directed assessment framework. SEI (Software Engineering Institute) of

Carnegie Mellon developed OCTAVE by the CERT program in 2003. Organizations

would like to apply OCTAVE to implement ISRA due to its flexibility. OCTAVE has
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very detailed steps about the process of risk assessment. However, these steps are

complicated to follow in a daily risk assessment and some small projects [166]. The

computation of risk in OCTAVE is equal to threat plus impact [166]. This calculation

is not explicit to compute the most critical factor likelihood when obtaining risk scores.

FAIR (Factor Analysis of Information Risk) pays high attention to the methods

of risk calculation. RMI (Risk Management Insight) developed FAIR to analyse and

manage information security risks in 2005 [84]. The Open Group and ISACA (Infor-

mation Systems Audit and Control Association) group highly recommend it owning

to the attention of objectivity [166]. However, FAIR is difficult to assess risk levels

if there is no objective data concerning a loss degree [166]. FAIR does not provide a

detailed threat or vulnerability catalogue. Without a threat catalogue, the assessment

term is hard to identify risks objectively and completely. Moreover, an asset is a vital

term for ISRA. FAIR defines an asset as “any data, device, or other components of the

environment that supports information-related activities, and which can be affected in

a manner that results in loss” [84].

NIST SP800-30 (Risk Management Guide for Information Technology Systems) is

a flexible and widely used framework. In 2002, the US Federal Government developed

SP800-30 as a high-level risk management document. It is widely adopted by federal,

local government and organisations, especially FISMA or HIPAA, to conduct their risk

assessment processes [166]. NISP SP800-39 provides the definition of RA for SP800-

30 as “the process of identifying risks to organisational operations (including mission,

functions, image, reputation), corporate assets, individuals, other organisations, and

the Nation, resulting from the operation of an information system” [9]. There are nine

steps for the risk assessment of SP800-30 such as threat and vulnerability identifica-

tion, likelihood determination, control and impact analysis and so on. Furthermore,

SP800-30 provides a checklist to identify threat sources and related vulnerabilities.

In this list, a threat is divided into three types: natural, human and environmental.

Additionally, SP800-30 highlights that it is vital to conduct threat-vulnerability pair

matrix after identifying threats. Then, SP800-30 calculates the level of risks by impact

times likelihood. In the calculations, likelihood and impact are scaled into three levels:

high, medium and low and relevant scores are assigned to each level. For example, 5

indicates high impact and 1 presents low one, and vice versa.

ISO 27005 has two versions: ISO 27005:2008 and ISO 27005:2011. ISO 27005:2008

was developed in 2008 and revised in 2011. ISO 27005:2011 achieves a vast improve-

ment in the contents of ISRA. These two versions are different in quoting definitions

of the relevant terms of risk assessment. ISO 27005:2008 does not present explicitly

about risk assessment, it just use the one defined in ISO 27000:2009. ISO 27000:2009
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makes a brief introduction about information security management systems and related

definitions for the ISO 27000 family of standards. It defines risk assessment as “over-

all process of risk analysis and risk evaluation” [8]. In practice, ISO Guide 73:2009

is a risk management vocabulary and provides a series of definitions on the terms of

risk management. The definition used in ISO 27005:2011 is quoted from ISO Guide

73:2009. ISO 27005:2011 quotes risk assessment of ISO Guide 73:2009 as “overall pro-

cess of risk identification, risk analysis and risk evaluation” [8]. This definition from

ISO 27005:2011 is more explicit than that in ISO 27000:2009.

Risk identification is listed independently as the first and significant phase of ISRA.

The process of ISRA can be implemented smoothly if the asset, threat and vulnerability

are identified comprehensively. ISO27005:2011 states the detailed contents and the lists

of assets, threats and vulnerability. Assets consist of primary assets and supporting

assets, and the information is a part of prime assets. ISO 27005:2011 demonstrates that

four methods of a vulnerability assessment are automated vulnerability scanning tool,

security testing and evaluation, penetration testing and core review [8]. These four

approaches collect and identify vulnerabilities by the interviews of people and users,

questionnaires, physical inspection and document analysis. Likewise, ISO27005:2011

presents several qualitative methods for the risk analysis. Unfortunately, it does not

mention the quantitative ways and has no specific or related measure methods for

different risks. For risk evaluation, ISO 27005:2011 emphasises the risk evaluation

criteria. However, fewer researchers are keen to study this direction [128].

In summary, ISO 27005 has been supported by the whole ISO 27000 family to

secure the information systems. Additionally, the application of ISO 27005 has the

consistency with the other ISO 27000 family members. In fact, ISO 27005 provides

an explicit progress of the implementation of ISO 27001. Similarly, ISO 27001 and

ISO 27002 support users to understand ISO 27005 easily and completely. Furthermore,

the risk management documents of ISO such as ISO 31000:2009 and ISO 31010:2009,

assist ISO 27005 in implementing the risk assessment. ISO 31000 is a risk management

standard that manages risks by providing some principles and generic guidelines in any

industry. However, ISO 31000 offers a general guidance for some audit programmes,

but not for the certification purpose. In practice, it focuses on the selection of guidelines

for risk assessment techniques.

2.3.3 Framework Comparisons

There are many different standpoints to compare ISRA standards. Shamala et al. com-

pare and analyse six well-documented ISRA standards from the view of a conceptual

framework [153]. Thus, we study four chosen frameworks from the view of contents
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and approaches of risk analysis. We also display the comparison results in Figure 2.5.

Figure 2.5: Comparisons of ISRA Standards

Figure 2.5 shows that OCTAVE is the earliest standard, and ISO 27005 is the

latest version. Once the old standards cannot satisfy the requirements of information

security, then the new one will be developed to fulfil the new requirements. FAIR

and OCTAVE do not mention an explicit definition of risk assessment in the field of

information security. NIST SP800-30 defines ISRA as “the process of identifying risks to

organisational operations (including mission, functions, image, reputation), corporate

assets, individuals, other organisations, and the Nation, resulting from the operation

of an information system” [9]. Whereas, the ISRA definition from NIST SP800-30 is

not concise compared with that of ISO 27005. ISO 27005 provides the digestible ISRA

concept and the easy-to-follow steps.

ISO 27005 and NISP SP800-30 provide the example lists of typical threats and
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Figure 2.6: Definitions and Phases of Four ISRA Frameworks

vulnerabilities, whereas FAIR and OCTVAE do not. Furthermore, NISP SP800-30

offers a list for identifying threats and vulnerabilities, and ISO 27005 provides the more

detailed tables for categorising threats and relevant vulnerabilities. Figure 2.6 further

describes the differences between each frame in the definition and phases of ISRA.

For the stages of risk assessment, NIST SP800-30 has nine steps, but they are a little

complicated to follow up. OCTAVE and ISO 27005 have three aspects to implement

ISRA, through the steps of OCTAVE are self-directed and not easily observed.

Additionally, the formulas of risk computation in these standards are slightly dif-

ferent, particularly in FAIR. FAIR calculates the risk by Loss Event Frequency (LEF)

and Probable Loss Magnitude (PLM). LEF is “the probable frequency, within a given

timeframe, that a threat agent will inflict harm upon an asset” [84]. The magnitude

of loss could be severe, high, significant, moderate, low and very low [84]. The ranges

of loss could be assigned to each magnitude. For example, the severe magnitude is set

up if the loss exceeds $10,000,000 [84].

ISO 27005 and NIST SP800-30 develop both qualitative and quantitative approaches

for assessing information security risks. OCTAVE prefers to use qualitative approach

due to self-directed process, while FAIR devotes itself to quantitative methods. In fact,

Fair focuses on the risk analysis methods, not the improvement of the whole ISRA

framework. Fair provides very detailed calculation ways of risk analysis.

From the comparison, we find that OCTAVE is more suitable for larger organisa-
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tions like a scale of employees larger than 300 or more. NIST SP800-30 and FAIR are

available for any size of organisations. ISO 27005 is chosen by the companies which

have followed the ISO 27000 family. Likewise, NIST SP800-30 keeps the continuous

relationship with its NISP families such as NISP SP800-37 and NIST SP800-39. OC-

TAVE develops OCTAVE-S and OCTAVE-Allegro for different scales of organisations.

FAIR has no itself series as complementary standards.

To sum up, although these four frameworks have their respective benefits and draw-

backs, there is a common problem that they are difficult to run a shorter or daily as-

sessment. In reality, it is hard to monitor the new risks and patch the vulnerabilities in

time an organisation. This problem tries to be solved by the privilege of information

system managers. Nevertheless, it is not suitable to set up exorbitant privilege to a

particular manager. Thus, We can only assign managers the access rights to the rele-

vant datasets and assessment results. Then the information system can remind other

managers and assessors the updates automatically.

Moreover, the comparison indicates the ISRA processes of ISO 27005 and NIST

SP800-30 are more comprehensive, while FAIR and OCTAVE concentrate on the

methodologies of risk analysis. ISO 27005 states an explicit definition of ISRA and

provides the detailed catalogues of threats and vulnerabilities. The whole process of

ISRA in ISO 27005 is more accessible to follow compared with NIST SP800-30. Hence,

ISO 27005 has the close relationships with other members of ISO 27000 families which

are also used widely in international organisations. Across all the findings, ISO 27005

is deemed to the best one in these frameworks and the basis of this thesis.

2.4 Data and ISRA

One of the hottest research issues in information security is that risk factors cannot

be evaluated accurately due to the lack of real-world data [18]. To the best of our

knowledge, data plays a vital role in all kinds of risk analysis. Without data, even if

the analytical method is perfect, ISRA cannot run successfully.

What is data? Ten persons or even a hundred will provide different ones due to their

perspectives. Data is used everywhere and has many descriptions in various subjects.

Tricker describes data “can be hard - that is precise, verifiable, often quantitative; or

soft - that is involving judgemental, often qualitative assessments” [171]. OECD 7

guidelines state that data is “a representation of facts, concepts or instructions in a

formalised manner suitable for communication, interpretation or processing by human

beings or by automatic means” [2].

7OECD: Organization for Economic Co-operation and Development
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Information is another term we often talked. What is the relationship between data

and information? Triker mentions that “Information is a function of data available,

the user of that data, and the specific situation in which it is used” [171]. OECD

guidelines describe information as “the meaning assigned to data using conventions

applied to that data” [2]. For instance, if we consider data as every brick of LEGO,

then information is the different LEGO models by using these small pieces of data.

Data is extracted to produce different information models. Therefore, we consider

data as any text, number, description and symbols in the process of ISRA. Data is the

basis of ISRA, and the quality of data determines the level of ISRA. Figure 2.7 exhibits

the relationship between data and ISRA. We produce information by processing data,

and then information is used to provide decisions. These decisions like increasing

the investment of security controls become the support of improving the security of

information systems [54, 184].

Figure 2.7: Relationship between Data and Risk Assessment

Some classifications of data are helpful for the analysis of ISRA. For instance,

data consists of training data and test data in an information system [59]. For IT

security systems, data is divided into “expected threat frequency data, countermeasure-

effectiveness data, threat-to-impact transitions data and data concerning the financial

loss form the impacts” [18]. From the view of sensitivity, data could be confidential,

internal, public and individual industry data [166]. Confidential data “should only be

released on a need to know basis” [166]. Internal data is “openly shareable within the

organization” [166]. If the information is “openly shareable with the public” [166], then

it is public data.

Except for three types above, there is still some special classification as follows:

PII (Personally Identifiable Information) and ePHI (Electronic Protected Health In-

formation) [166]. Ebenezer highlights that public and internal data are the primary

data source in the traditional information security risk assessment [48]. In practice, an

appropriate category can help managers arrange the right security controls. Neverthe-

less, the diversity of the classifications of data for different systems or subjects remind

us that it is essential to declare definition and classification of data, and then make a

high qualitative assessment. This thesis will follow the data category of confidential,
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internal, public and individual industry data [166]. We find this classification is more

explicit and suitable to classify the organisational data in a risk assessment process.

2.4.1 Data and Risk Assessment tools

It is well-known that ISRA has to deal with a great deal of data. In this case, it is a

challenge to implement the ISRA process without an automated assessment tool. To

the best of our knowledge, some small institutions apply spreadsheets to collect the

data and run an ISRA for their information systems. However, it is not easy if the

worksheets are too many. Some companies have developed self-assessment automated

tools for collecting ISRA data and assessing the risks. These tools are quantitative and

qualitative, free or chargeable.

Behnia et al. [22] compare the tools of current risk assessment and show the results

of qualitative approaches in Figure 2.8. They discuss five qualitative risk assessment

tools as follows: OCTAVE, CORAS, CRAMM, FRAP and COBRA [22]. Likewise,

Figure 2.9 shows the consequences of four quantitative methods including ISRAM,

CORA, IS and RiskWatch. However, their study does not provide a sufficient analysis

for decision-making. For example, they do not mention ways for choosing the suitable

means to different types and sizes of organisations. Antoniou et al. supplement the

weakness and add the popularity to each tool in certain countries [13].

Some ISRA researches consider to manage data by an automated tool [128]. How-

ever, these articles have not a explicit definition of data management. To a great extent,

the reliability and availability of data could determine the results of risk analysis [29].

Compared with other types of risks, it is more challenging to assess information secu-

rity risks due to the changeable risk factors and limited relevant data [29]. Therefore,

data management is essential for the process of ISRA. Many risk assessment tools such

as CRAMM, COBRA, RiskWatch can collect and analyse ISRA data, but they are not

entirely meeting the demand of organisations due to their respective drawbacks.
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Figure 2.8: Comparison framework for qualitative automated tools [22]

The powerful and comprehensive tools of CRAMM and RiskWatch are too expen-

sive, although they have enough countermeasures of risk calculation and databases for

security controls. The automated device of CORAS is free and meets the requirements

of ISO 31000 and ISO 17799. CORA is a quantitative criterion and has an expensive

tool named CORA 5.0. But CORA has no explicit IT standards to support correspond-

ing risk analysis methods. Data management plays a vital role in the ISRA process.
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For instance, if data collection is efficient, then the ISRA process can be implemented

smoothly and quickly. Fewer studies are about data management which is vital for

ISRA to obtain the database of interviews and surveys. The further discussion of data

management is in Appendix B. In the future study, we could conduct a new system of

data management to ISRA, which is free, qualitative and more available.

Figure 2.9: Comparison framework for quantitative automated tools [22]
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Chapter 3

A Systematic Review of ISRA

Many standards provide the guides for the process of risk assessment, particularly in

the field of information security [128]. These different ISRA standards have various

definitions of risk analysis, evaluation and assessment. As a result, researchers often

confuse these terms and disciplines, which lead to further confusion within the com-

munity [128]. In this sense, it is essential to come to a common understanding of the

processes and terminology to clarify research in this area. A conventional approach to

this goal is to carry out a systematic literature review. This chapter takes a formal

proposal for the systematic review based on the idea of the Cochrane Collaboration 1.

3.1 Motivation

In different standards, the definitions or descriptions of the ISRA process are not the

same. For instance, SP800-30 Revision 1 illustrates that “risk assessment is the pro-

cess of identifying, estimating, and prioritising information security risks” [123]. ISO

27001:2005 defines ISRA as “the overall process of risk analysis and risk evaluation”

[5]. ISO 27005:2011 further describes it as “the overall process of risk identification,

risk analysis and risk evaluation” [8]. In fact, chapter 2 has compared four frameworks

of ISRA and summarised their respective advantages and disadvantages. Based on the

comparison, it is clear that ISO 27005:2011 provides a more explicit framework and

accurate definitions for each stage. Thus, 27005:2011 is considered as the reference

guideline to defend the results of a systemic review of stakeholders and auditors.

Most ISRA researches propose abundant different processes, structures and methods

[151]. The differences could cause some doubts for academic freshers. In this case, it

is worth to synthesise the existing literature to find out state of the art of ISRA and

1“The Cochrane Collaboration is an international, independent, not-for-profit organisation” [131].
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its study directions. We apply the methodology of a systematic review not only to

summarise the related research of ISRA but also propose a classified framework of them.

The classification framework can help researchers obtain a clear picture of ISRA in the

academic sector. When an academic fresher has a basic understanding of ISRA, then he

or she can seek out specific entry points on this subject. Also, organisations can benefit

about the advanced ISRA methods by the review, and connect the organisational and

academic level.

3.2 Systematic Review

Medicine and healthcare are the original subjects of applying for a systematic review.

The Cochrane Collaboration produces such application methods as Cochrane Review

[131]. Cochrane Reviews are the unique systematic reviews in healthcare and reflect

the findings of updated studies [49]. However, a systematic review is applied not only

to healthcare but also to other subjects for collecting the published literature data and

assessing the current development trend of defined topics [10]. The particular research

questions of an assigned subject can obtain the answers in a systematic review by as

many relevant research papers as possible [49].

By contrast with systematic literature reviews, traditional literature reviews have

a bias. For instance, the authors who apply for the general literature reviews prefer to

intercept the beneficial parts of the novel. However, systematic reviews adopt explicit

and transparent methodologies and a standard process to synthesise all existing research

works [49, 91], and present an unbiased result. Furthermore, the results of systematic

reviews are accountable, replicable and useful for users [49, 91]. We synthesise and

analyses 80 papers over ten years (2004-2014) in the field of ISRA, and execute the

review as follows:

1. design the specific research questions.

2. construct the literature search.

3. select the relevant literature by title, abstract and keywords.

4. extract and synthesise the data from relevant papers.

5. classify the data.

6. report the review results.

Figure 3.1 shows the process of a systematic review [101]. Meanwhile, the detailed

searching steps are described in Figure 3.2, including research questions’ identification,

protocol review, data extraction and synthesis.
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Figure 3.1: The Research Methodology of Systematic Review [101]

Figure 3.2: The Steps of Systematic Review [101]

3.2.1 Research Questions

By following the steps, we propose the research questions:

1. Which subjects are the main research direction of ISRA in the future?

2. What are the current research types?

3. What kinds of ISRA methods do researchers study?

3.2.2 Review Protocol

We select the papers from Google Scholar, ACM Digital Library, Science Direct, Web

of Science, Wiley InterScience, DBLP, IEEE Digital Library, Springer Link and Else-

vier. The related searching keywords contain information risk assessment, information

security risk assessment, security risk assessment, and assessing the risk of information

security. The review protocol also considers the publications between 2004 and 2014

due to limitations of reviewing time and human resources.

The next step after the literature search is to define the selection criteria of literature

for answering the research questions better. The selection criteria are as follows.

1. Papers are published in English.
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2. A paper title contains the similar meaning of risk assessment and at least one

word of information security.

3. The paper should be downloaded for free.

4. A paper title mentions a research subject such as healthcare or cloud computing.

5. The paper specifies the method of risk analysis, risk identification or risk evalu-

ation.

If a publication satisfies the chosen criteria above, it is selected to the systematic

review. All papers are peer reviewed as they are collected from conferences and journals.

3.2.3 Data Extraction and Synthesis

The original search resulted in 107 research papers. According to the chosen criteria,

80 publications are the final dataset of the systematic review.

3.3 Review Results

This section will introduce the general statistical results of collecting ISRA literature

and a classification framework of this literature. The analytical results will show the

annual distributions of published papers over ten years and the types of application

industries of ISRA.

3.3.1 General statistical description

Figure 3.3 describes that, of the 80 publications, 38 were from journals, 37 from con-

ferences and five from symposia. In fact, these papers come from 78 different types of

journals, conferences and seminars such as “Computer and Security” and TDSC 2 are

on the list. The data sample is more convincing due to the diversity of paper collec-

tions. The limitation of this systematic review is without a paper from white papers

and articles.

Figure 3.4 suggests that ISRA has begun to obtain more attention from 2010, and

achieved a further development in 2013 and 2014.

Furthermore, the types of industries are becoming diversified and shown in Fig-

ure 3.5. These industries apply ISRA to reduce the leakage of information, includ-

ing E-government [180], SCM (Supply Chain management) [148], E-healthcare [181],

2Transactions on Dependable and Secure Computing [82]
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Figure 3.3: Numbers of publication source

Figure 3.4: Numbers of published papers over 10 years

E-science [120], student performance [45], Information system [52, 125], Chlorine Pro-

cessing system [74], transportation industry system [186], power system [190], cloud

computing [11, 98, 111, 132] and mobile application [82]. The development of ISRA in

these industries illustrates that securing information is becoming more and more im-

portant not only traditional industries but also other emerging domains such as mobile

Applications and cloud computing. Additionally, risk assessment has played a vital

role in securing their information and reducing the leakage risks in these domains.
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Figure 3.5: Application industries of ISRA

3.3.2 Classification Framework on ISRA

The overview shows that the definitions of risk analysis, risk assessment and risk evalua-

tion are various in these papers. Sometimes the researchers do not apply the definitions

accurately. We understand this problem due to the very much similar meaning if the

authors do not follow some standards. For example, ISO 27995:2011 provides an easy-

to-understand definition in the real practical ISRA. Nevertheless, some authors use risk

analysis as a synonym to risk assessment in their research papers. Thus, it is necessary

to distinguish the definitions about them when applying. Moreover, risk evaluation is

about the selection of risk criteria to judge whether the risk is acceptable, rather than

discussing the risk analysis methods.

Figure 3.6 shows the research framework of ISRA. There are four kinds of risk

identification including asset, threat, vulnerability and existing control identification.

Mainly, asset identification is more important in these four types. Other types of
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identification are the basis on asset identification. Once assets are identified, we can

analyse the threats, existing controls and vulnerability of them. So the researchers of

this field focus on how to identify the asset easily and feasible.

Risk analysis has three types of methodologies as follows: quantitative, synthetical

and qualitative. Now, a simple quantitative or qualitative risk analysis method is not

suitable for the current environment, more and more researchers develop the hybrid

models by a combination of quantitative and qualitative methods [99]. Most of these

hybrid models are based on the analytic hierarchy process (AHP) and soft computing.

AHP is a decision-making model and made up of three steps. First, it organises

a hierarchy of decision objectives or criteria identification. Second, it evaluates the

differences in pairs among the relevant elements according to the hierarchy. Finally,

it syntheses the compared results by a solution algorithm [149]. Overall, AHP will

support the organisations to weight the risk factors [99]. Furthermore, AHP is widely

applied in ISRA due to transferring the qualitative index into quantitative one [99].

Soft computing becomes a keystone of ISRA research [99]. It is a method to con-

struct intelligent systems which “are supposed to possess hunmanlike expertise” to

help make decisions in changing environments [81]. Soft computing contains neural

networks, rough sets, grey sets, fuzzy systems/fuzzy set theory, generic algorithms,

support vector machine, Bayesian classifier and Bayesian network [81, 99]. Thereinto,

the fuzzy set theory is widely used in the improvement of risk analysis methods. In

fact, fuzzy set is defined by Zadeh as “play an important role in human thinking, par-

ticularly in the domains of pattern recognition, communication of information, and

abstraction” [196]. Moreover, fuzzy logic theory 3, which is an extension of the fuzzy

set theory [182], is also the primary method in the hybrid models [99].

A classification framework is provided by reviewing research papers. Table 3.1 de-

scribes the categories and the corresponding papers. The framework helps researchers

understand the state of art in the study of ISRA. There are seven types of current re-

search directions in this classification: improvement and comparison of risk assessment

guidelines, risk identification, improvement and comparison of risk analysis methods,

case study and others.

We explain the content of each category as follows. Firstly, the kinds of ‘framework-

comparison and framework-improvement’ discuss the papers which mention the entire

stages of ISRA, the comparison between pros and cons, and the improvement for therein

aspect. Secondly, the category of ‘risk analysis-comparison’ emphasises on comparing

the risk analysis methods. Thirdly, this publication is passed to the type of ‘risk

3Fuzzy logic provides a mathematical power for the emulation of the ligher order cognitive functions,
the thought and perception [182]
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Figure 3.6: Research framework of ISRA

analysis-improvement’ if the author proposes an improved method. Fourthly, a paper’s

priority is to introduce a case study of a particular subject or industry, and we assign it

to the category of ‘case study’. Finally, the type of ‘others’ is that some papers analyse

ISRA in different systems or related to cost model.

3.4 Discussion

We will make a deeper discussion about the contents and contributions of the relevant

studies in this session.

3.4.1 Risk Identification

Risk identification is “the process of finding, recognizing and describing risks” [8].

In the academic sector, researchers emphasis on how to identify the risks with more

efficiency and accuracy. However, some of them ignore the importance of valuing these

risks when studying this phase.

The earlier risk identification method is Hierarchical Holographic Modelling (HHM)

[68]. Haimes initially proposed HHM in 1981, and then he applied HHM to risk identi-

fication in 1995 [68, 67]. HHM identifies the risks from eight main parts of the system

including program consequences, management of change, system acquisition, temporal,

modal, information management, functional and geographical [68]. However, HHM is

appropriate for general risks and large-scale management systems. But HHM is more

difficult to identify the enterprise and operation risks [169]. HHM is not mentioned

very much by the current researchers, although it has detailed identification model.
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Table 3.1: Classification framework of research types in ISRA

Research categories List of Studies

Risk Identification [37] [66] [89] [127] [154]
[155]

Comparison of Risk Analysis [48] [74] [121] [150]
Improvement of Risk Analysis [17] [23] [24] [35] [36] [50]

[52] [57] [76] [86] [89] [99]
[100] [103] [107] [111] [113]
[120] [132] [147] [160] [164]
[167] [168] [180] [181] [185]
[186] [190] [192] [198] [199]

Comparison of Framework [95] [153]
Improvement of Framework [11] [16] [18] [53] [55] [58]

[59] [73] [82] [87] [94] [96]
[102] [105] [108] [109] [118]
[125] [138] [139] [148] [156]
[157] [165] [177] [178] [187]
[193] [194]

Case Study [19] [39] [45] [191]
Others [40] [56] [75] [174]

We can not find many relevant papers about HHM in the selected publications. So far,

brainstorming and questionnaires are the general methods of risk identification and

frequently applied by most organisations. Nevertheless, these general techniques are

too objective and time-consuming for users [37].

To improve the efficiency and accuracy of risk identification methods, Shedden et al.

propose a complete list to identify risks efficiently from a business practice perspective

[155]. Chu et al. classify assets into five types such as hardware, software, informa-

tion, people and services and present very detailed contents for each type [37]. The

knowledge-based and genre-based (GBM-OA 4) methods are also capable of identifying

the risks efficiently [66, 127]. Guan et al. explain that knowledge base consists of basic

rules and special rules, where basic rules are no effect on the external relationships,

and special rules are organisation own provisions [66].

Genre base is an approach to introduce the application methods of producer or

user information entities to obtain various vital organisation information [127]. OA is

proper for small organizations to identify information assets by explicit steps [127].

In conclusion, researchers present all kinds of methods to identify the risks effi-

ciently. However, existing approaches to risk identification cannot deal with some

4Genre-based method-OCTAVE Allegro
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critical factors such as asset leakage 5, user-created assets and essential knowledge

[155]. Furthermore, from the systematic review, we find that Shedden [155] is the

principal author in the field of risk identification. Other authors’ studies frequently

cite her papers [154, 155]. Shedden also illustrates that technical infrastructure is the

core concern from the standpoint of current risk identification [155]. Most of the risk

identification approaches above are proposed from academic level, although Shedden et

al. make some connection from an organisational perspective. We have to sort out the

methods and apply them in the practical or regulatory ISRA. These ways should have

their research values when they are used in the companies, not just stay in the research

domain. Therefore, the future research direction on risk identification should focus on

how to apply the methods in a real world and achieve their values in an organisation.

In fact, the threat and vulnerability categories from ISO 27005:2011 or NIST SP800-30

are enough to identify the risks for individual institutions.

3.4.2 Risk Analysis

Risk analysis is “the process to comprehend the nature of risk and to determine the level

of risk” [8]. It provides the decision-making basis for risk evaluation, and a magnitude

of risk and expresses regarding the combination of consequences and likelihood [8].

In general, qualitative, quantitative and synthetic analysis are the three types of risk

analysis approaches [132].

For each type, there are some typical approaches. For instance, “factor analysis,

logical analysis, historical-comparative and Delphi method” [56] are the qualitative

representative. “cluster analysis, time series model, regression model and decision tree

method” [56] are on behalf of quantitative analysis. The typical synthetic methods

contain “hierarchical analysis, probabilistic risk assessment and fuzzy comprehensive

evaluation method” [56].

To some extent, these methodologies are not impeccable due to their respective

nature. Qualitative methods are subjective and rely on the knowledge and experience

of the evaluators. Quantitative ones depend on the quality of data [56, 107]. The syn-

thetic ways diminish the subjective of qualitative methodology by using a mathematical

model, or improve the accuracy of quantitative methods by adding the expert’s knowl-

edge. Therefore. The mainstream of risk analysis methods is developing the synthetic

methods. The impact and likelihood are two critical indexes for risk score. Hence,

improving risk analysis methods is mainly to obtain more accurate and efficient val-

ues of impact and likelihood. In the systematic review, there are 32 papers on the

5“Asset leakage is the product of both employee negligence and ‘broken’ business processes, reflecting
on individuals performing workaround activities away from the formal view of the organisation” [155].
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improvement of risk analysis methods and four papers about the comparison of them.

3.4.3 Risk Analysis-Comparison

Four papers mention the comparison of risk analysis tools in the systematic review.

The contrast is about the disadvantages and advantages of quantitative or qualitative

risk analysis methods. For instance, Lee compared the advantages and disadvantages

of quantitative and qualitative methods from the view of economics [99]. He presents

quantitative approach can make a cost-benefit analysis and obtain more accurate re-

sults, but it relies on the scale of measurement body [99]. A qualitative method is

more challenging to do a cost-benefit analysis. Furthermore, Chien-Cheng Huang com-

pares the five common methods of risk scenario analysis and points out the features and

problems of every technique [74]. These risk scenario analysis methods include “Hazard

and Operability Analysis (Haz-Op), Failure Mode and Effect Analysis (FMEA), Fault

Tree Analysis (FTA), Event Tree Analysis (ETA), and Attack Tree Analysis (ATA)”

[74, 161].

The classification research is various for the risk analysis methods. For instance,

knowledge-based and model-based [56], software-based and paper-based methods [86],

asset-based [23, 197], business process-based [89]. For example, ISRAM (Information

Security Risk Analysis Method) [86] is a quantitative and paper-based method, which

measures the complex information systems by independent surveys. Though ISRAM

is easy to use due to no sophisticated mathematical tools, it depends on the quality of

survey results and the knowledge of participants.

3.4.4 Risk Analysis-Improvement

In 32 papers of ‘improvement’ type, 12 papers are about the hybrid models. These

hybrid models are mostly applied at least two of the following theories: AHP and soft

computing, notably fuzzy set theory.

The reason of applying hybrid models in risk analysis methods is that they could

overcome certain flaws and nature of qualitative and quantitative tools. Saaty presented

the concept of AHP in the 1970s firstly and applied it to study the complicated problems

[190]. AHP decomposes the complex issues into several sub-questions and analyses

these sub-questions independently [190]. Additionally, AHP can obtain more correct

data when used in quantitative methods. Most authors apply fuzzy theory to reduce

the subjective of qualitative risk analysis methods [107]. For example, Chang and Lee

[35] apply fuzzy expert systems to reduce the subjective of likelihood. Furthermore, risk

scenario analysis methods are frequently used to improve the synthesis methodologies
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[128]. Whatever risk scenarios, AHP, fuzzy sets or soft computing will become the

future research directions of risk analysis methods [99].

To sum up, comparison and improvement are two primary parts of the current

research directions of risk analysis methods. Figure 3.7 shows the detailed about these

two pieces. The research trends of ‘comparison’ are the advantages and disadvantages

of quantitative and qualitative. In the ‘improvement’ part, authors study a hybrid

model of fuzzy systems 6 and AHP [107] in the future research of risk analysis.

Figure 3.7: Current research direction of risk analysis

3.4.5 Framework-Comparison

Two papers compare the ISRA methods from the conceptual structure. Shamala et

al. [153] discuss the well-documented approaches by a conceptual framework. The

comparison assists organizations to choose the most suitable ISRA method. However,

the comparison does not mention ISO 27005:2011 and the matched methodologies to

the different organizations. Korman et al. also apply the conceptual framework to

compare and analyse the ISRA methods [95]. In their analysis, more well-documented

ISRA methods discuss the differences between the extent of input information and data

collected by statistical tools. By contrast, Shamala et al. do not consider the scopes of

input data for users [153].

3.4.6 Framework-Improvement

In the category of ‘framework’, most of the authors try to improve the whole process

of ISRA by following different standards such as ISO 27005:2011 and NIST SP800-30.

Some of them propose the improvement of the risk identification methods from the

6a component of soft computing [99]

49



3.4. Discussion 3. A Systematic Review of ISRA

standpoint of defined subjects. For instance, Albakri et al. present that it is more

realistic and easier to identify risks from the views of cloud clients and cloud service

providers in cloud computing [11]. Jing et al. [82] identify the risks from users’ coarse

expectations in mobile applications. Additionally, they use the relatively onefold risk

analysis methods in their frameworks.

Generally speaking, the improvement of risk identification methods will provide

some more detailed lists to identify the risks and assets from different users’ views. But

this kind of ‘improvement’ does not offer a new perspective to risk analysis. Most of

the modified risk analysis methods make the calculations of risk level more objectively

and efficiently to some extent, although they are relatively onefold. More and more

subjects and industries assess the risks by the ISRA frameworks, especially in the field

of healthcare and cloud computing. But the academic researchers are far not enough

for the demand of two subjects. Researchers pay more attention to the areas and

propose more practical risk analysis models for improving the whole ISRA process.

Overall, the enrichment of the frameworks aims at a defined subject when compared

with the process of ISO 27005:2011. These improvements propose more detailed steps

to identify the risks from different views, calculate the values of risks by specific risk

analysis methods, and set the criteria for accepting the risks.

3.4.7 Case Study

Four papers discuss ISRA from the view of ‘case study’. ISRA had been applied in

healthcare and student performance of learning course since 2004. Coleman [39] pro-

vides an excellent example of the applications of OCTAVE in different scale healthcare

organisations. OCTAVE, a common and industry-recognised methodology, offers more

freedom to consider organisations’ unique situation in the process of risk assessment

[39]. Nevertheless, Workshop 7 may increase the relative overhead in conducting these

workshops [34] when identifying risks. The tool of Workshop is also too time-consuming

for large-scale organisations. Additionally, the tool does not provide the detailed calcu-

lation method to risk score. Thus, we have no idea whether the Workshop is objective.

Yeo et al. [191] discuss the decisive factors of an ISRA process, and examine them

by a large university. However, this case study is not so powerfully reliable to their

conclusions due to only investigating one case.

All the relevant papers on case studies, we know the authors apply ISRA in ed-

ucation and healthcare subjective in the early development stage of risk assessment

of information security. However, in academia, the authors less refer to other types

of organisations and give some detailed examples of practical ISRA. We can not say

7the tool to collect data in OCTAVE [128]
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that ISRA is applied less for different kinds of institutions, “but fewer authors focus on

studying the real case in real organisations” [128]. The authors would like to explore

the ISRA methods from an academic level.

3.4.8 Others

The papers of ‘others’ conclude the discussions about the role of ISRA in different

systems, the applications of the cost analysis and the future directions of ISRA de-

velopment. These papers also provide some unique and rare research directions for

studying ISRA. For example, it is worth to analyse ISRA from the economic views

such as cost-benefit analysis and game theory. Furthermore, they discuss the ISRA

impacts of facilitators in different systems.

3.4.9 Risk Evaluation

Risk evaluation is “the process of comparing the results of risk analysis with risk criteria

to determine whether the risk and its magnitude is acceptable or tolerable” [8]. The

primary work for risk evaluation should be the ways of choosing risk criteria, and

making the compared results more fair, suitable, efficiency and accuracy. As we know,

risk criteria are “derived from standards, laws, policies and other requirements” [8].

Some papers mention risk evaluation but do not introduce a detailed way of selecting

the risk criteria [128]. In a word, the study of this part is relatively rare, even has, it

is known as risk analysis.

We have analysed all types of the classification framework and obtain the answers

to the research questions. The analysis results demonstrate that cloud computing and

healthcare will become the primary subjects in the future study. In reality, more and

more researchers focus on the improvements to the existing risk analysis methods and

frameworks. Thereinto, soft computing and hybrid models are primarily applied to

improve risk analysis approaches. Risk evaluation is rarely paid attention to by the

researchers. Therefore, for the part of risk evaluation, the selections of risk criteria may

become a new and valued research in the field of ISRA. Additionally, the researchers

would like to study the combinations between fuzzy theory and AHP. The hybrid

models will build up the efficiency and accuracy of risk analysis methods.

3.5 Conclusion

The systematic review of ISRA examines the existing research papers and presents an

unbiased result of the developing status. In a word, this chapter provides a classification
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framework for research studies of past ten years (2004-2014). The classification aims to

help researchers obtain a clear and unbiased picture of the terminology and development

trends of ISRA in the academic sector.

The first part is to develop the methods of risk identification. The existing method-

ologies are hard to deal with asset leakage, user-created assets and critical knowledge

[155]. The ISRA standards show that risk identification is the first and most vital step

in the whole assessment progress. That is, it is imperative to develop the efficient and

accurate methods in the practical ISRA for organisations. Now, some researchers not

only study them from the standpoint of an academic but also examine the identifi-

cation approaches about the actual values. For example, Shedden et al. support to

identify the risks from the organisational standpoint [154]. Their study might become

the further approach for risk identification.

Risk analysis, as the second part of the classification framework, consists of two

subparts: comparison and improvement. The comparison mainly focuses on compar-

ing the benefits and drawbacks of quantitative and qualitative risk analysis methods.

Whereas, the ‘improvement’ is about how to obtain more objective and accurate risk

scores by improving the calculation of likelihood and impact. The fuzzy theory is widely

used to reduce the subjectivity of risk scores.

Researchers enrich the assessment framework to a defined subject. Furthermore,

they design more detailed steps of the whole ISRA process, including risk identification

from organisational views, the risk calculations by specific approaches and the selection

of risk criteria. Moreover, the reviewed papers of case studies suggest that the appli-

cation of the whole ISRA process in education and healthcare are too subject in the

early development stage. In academia, researchers rarely refer to the other types of or-

ganisations We can not say that ISRA is applied less for different kinds of institutions,

but fewer authors focus on studying the real case in companies. The authors would like

to explore the ISRA methods from academia level. The part of Others concludes the

discussion of the role of ISRA in different systems, the application of cost analysis and

the future directions of ISRA development. The classification of others provides some

unique and rare research directions for studying ISRA. For example, we can discuss

the impact of other roles, not only facilitators [40], of ISRA in different information

systems [128]. Furthermore, it is also desirable to pay attention to analyse ISRA from

the economic view of cost-benefit analysis and game theory.

However, ISO 27005:2011 and the reviewed papers rarely mention the methods for

collecting and managing the information (or data). And the lack of training data

and real-world data has become an urgent research problem in information security

risk assessment [18, 59]. Moreover, the reviewed studies on ISRA have not divided
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information system into two group: open and closed systems and given the related the

methods of risk assessment. Therefore, in the further study, we would like to examine

whether we can propose a risk analysis model for ISRA with limited data.
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Chapter 4

Time Pattern Analysis of

Malware by Circular Statistics

Chapter 3 suggests that risk analysis is the research emphasis in the field of ISRA, and

the improvement of risk analysis methods is the top priority. This thesis also tries to

develop a new approach to assess the cyber threats like malware. The new approach will

focus on the quantitative part of risk analysis. The distribution models of information

security risks are pivotal for the quantitative risk analysis methods. However, to the

best of our knowledge, finding the probability distribution of information security risks

is still a challenge in current research. Most of quantitative risk analysis models assume

that the attack attempts follow a Poisson Distribution, even if this assumption is not

suitable in the real-world [70, 142]. Therefore, this chapter tries to apply the collected

dataset to analyse the distribution of malware attacks by circular statistics.

Circular statistics present a new technique to analyse the time patterns of events

in the field of cybersecurity. We apply this technique to examine incidents of malware

infections detected by network monitoring. In particular, we are interested in the daily

and weekly variations of these events.

Based on “live” data provided by Spamhaus, we examine the hypothesis that attacks

on four countries are distributed uniformly over 24 hours. Specifically, we use Rayleigh

and Watson tests [133]. While our results are mainly exploratory, we can demonstrate

that the attacks are not uniformly distributed, nor do they follow a Poisson distribution

as reported in other research. Our objective in this is to identify a distribution that

can be used to establish risk metrics.

Moreover, our approach provides a visual overview of the time patterns’ variation,

indicating when attacks are most likely. This will assist decision makers in cybersecurity

to allocate resources or estimate the cost of system monitoring during high-risk periods.
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Our results also reveal that the time patterns are influenced by the total number

of attacks. Networks subject to a large volume of attacks exhibit bimodality while one

case, where attacks were at a relatively lower rate, showed a multimodal daily variation.

4.1 Introduction

Circular statistics have been applied to analyse time patterns in diverse areas such

as public disorder, wind direction, and the turning patterns of elephant movement

[33, 122, 133]. Brunsdon and Corcoran show how this technique may be applied to the

time pattern analysis of certain types of public disorder and thus assist the police in

prioritising resources and improving targeting [33]. Our aim is similar but within the

field of network monitoring and cybersecurity.

To the best of our knowledge, circular statistics are rarely used in cybersecurity

research. Analysis usually focuses on linear statistics applied to the distribution of

malware over IP address space [140, 159]. Analysing time patterns events by circular

statistics is a new approach, providing visual methods to identify the distribution of

attacks over a fixed period.

In the following, we restrict our notion of an “attack” to an automated opportunistic

attack on a network or host, and consider the distribution of such attacks over fixed

time periods. Dedicated targeted attacks are beyond the scope of this work. A typical

opportunistic attack is an infection by malware. In studies of malware, it is conventional

to use standard histograms over the entire time course of data and view the distribution

of attacks over long periods such as several months or years. By focusing on linear

distributions over long time periods in their statistical analysis, most studies of malware

do not consider the viewpoint of time-of-day or day-of-week relating to cyber risk.

In practice, our observations show that attack data appear to be non-uniformly

distributed over 24-hour periods. For instance, the frequency of malware spreading

with a sinkhole may seem to follow a Poisson distribution from 01:00 to 15:00 (the

results come from section 4.3.2.1), but a different distribution outside these hours.

Maillart and Sornette consider a cyber risk of personal identity losses to follow a

power-law tail distribution, which is related to the size of organisations [110]. But

in their study, the exact time of identity theft is not considered for quantifying the

distribution. We argue that certain types of attacks are more likely to occur at different

times. Our goal in this work is to be able to characterise distributions of attacks on

enterprise networks over fixed time periods. If we can do this, we will be in a better

position to carry out a risk assessment for such networks. Current approaches to risk

assessment either classify the likelihood of attack as, for example, low/medium/high;
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or use probability figures estimated by experienced security professionals. Thus the

ability to provide such estimates based on the identification of a known probability

distribution will improve the overall risk assessment.

Moreover, by identifying distributions and visualising time patterns, we can help

security managers to allocate and adjust monitoring resources and firewall and intrusion

detection rules to target malware.

We will study the time patterns of events caused by malware and analyse the

daily and weekly variation by applying circular statistical methods. Our approach is

to describe the time variation patterns of malware events in a circle. We base our

analysis on data provided by the Spamhaus Project 1. Spamhaus has a long history

of providing network monitoring and traffic analysis services and has a vast collection

of data which is updated in real time. We used a dataset based on around 1000 users

from commercial (business) organisations. The complete dataset was just over 1GB and

contained approximately 9 million records, each one containing a source and destination

IP address, time of observation, and type of traffic.

To narrow things down to a manageable size, we chose to focus on the Conficker

malware and corresponding botnet traffic, and in particular traffic sending data to

a sinkhole. Statistical analysis of Conficker was presented by Shin et al. [159], but

they looked at the distribution over the IP address space and domain name by linear

statistics and did not investigate the distribution of events around the clock.

For the dataset selected, we test a uniformity hypothesis about the malware activity,

and potential daily and weekly relationships. Rayleigh and Watson’s tests are two

common methods to examine the uniformity hypothesis in circular statistics [133].

These tests could help us identify time patterns of the Conficker attacks around the

24-hour clock. Furthermore, we use the Mardia-Watson-Wheeler test [133] to compare

distributions of different types of malware.

In the following, we demonstrate the time variations in the malware attacks using

three different types of graphs: ordinary histograms, rose diagrams and helix graphs. In

addition to the above uniformity tests and visualisation, we analyse the Conficker daily

and weekly cycles by country. We conclude our analysis by comparing the time patters

between Conficker and the other kind of malware and test whether these patterns have

a common distribution using the Mardia-Watson-Wheeler test. The combination of

studies provides us with an overview of the time pattern variations under different

conditions or sub-datasets.

1www.spamhaus.org
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4.2 Dataset

The data we analyse is captured as IP packets enter and exit monitoring points (taps)

on networks. The data recorded contains the source and destination IP address of the

packet, the time recorded, and a diagnostic message identifying the type of malware

that was observed. It also identifies the ASN (Autonomous System Number), domain

name, and geographical region associated with the source IP address. An Autonomous

System is “a connected group of one or more IP prefixes run by one or more network

operators which has a single and clearly defined routing policy” [69]. We, therefore,

have a set of records describing malware traffic as the enters and exits points on the

networks under observation. Once infected, in general, a host will do some things:

1. It will propagate the virus to other hosts.

2. It will often communicate with a controller.

3. It will send data to a receiver, or sinkhole.

The diagnostic data from Spamhaus can determine if data is being sent to a sinkhole.

We are therefore able to select records from this dataset for further analysis according

to some different parameters. For example, we choose to investigate data from a bt.net

domain and from geographical location, e.g. networks located in the UK or China.

We also may select which specific virus, or botnet, to analyse and choose to focus on

command and control data or data being sent to the sinkhole.

4.3 Circular statistics

Mardia states that circular statistics analyses distributions of random variables that are

cyclic in nature [112]. Thus, regarding the time of an attack as a random variable, we

map our original data covering several contiguous days to a 24-hour circle. The ensuing

analysis will be different from that of the original data stretched along its entire time

span. Special statistical tools have been developed to assist researchers with circular

data analysis [133].

4.3.1 Circular Mean

To illustrate the importance of circular statistics, Brunsdon and Corcoran [33] provide

an example to reveal the misuse of ordinary, or linear, statistics with cyclic data. For

instance, four disorder incidents recorded at midnight times 23:30, 00:15, 00:30 and

00:45, then the mean value of these four times by the ordinary (arithmetic) averaging
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provides a morning time of 06:15. Whereas the true (Fréchet [46]) average is 00:15.

There are different ways to average circular data. One can argue that the most natural

definition is the Fréchet mean [46] given by:

θ̄F = arg inf
θ∈S

n∑
i=1

d2(θi, θ) (4.1)

where S is the unit circle (S ∈ R2) and d(·, ·) is the arc length on it. But in practice

one often uses an alternative definition [33]:

If

A =

n∑
i=1

sin(θi), B =

n∑
i=1

cos(θi) (4.2)

then

θ̄ =

arctan(A/B) if B ≥ 0

arctan(A/B) + π if B < 0

where θ1, θ2, . . . , θn are the n observations of circular data.

This definition can be considered an approximation to the Fréchet sample mean,

and its version is implemented by R package ‘Circular’ [133].

4.3.2 Distribution Hypothesis Tests

Pewsey et al. proposed that the uniformity hypothesis is the most basic null hypothesis

in circular statistics, and its rejection in favour of a generic alternative means that the

data provide the evidence that circular distribution in question is non-uniform [133].

Disregarding, for the time being, the issue of periodicity, the theoretical assumption:

(unordered) attacking attempts are distributed uniformly over a time interval (a, b]

of interest, suggests that (ordered) number of attacks follow a homogeneous Poisson

process. Consequently, the number of attacks in a fixed time interval should have a

Poisson distribution with parameter λ(b − a), where λ > 0 and is known as rate or

intensity of the Poisson process. This assumption may or may not hold in practice [70].

4.3.2.1 Tests for a Poisson process

We consider an example of malware received at a sinkhole in the domain bt.net over

a period of 15 days. Thus, we find these BT data to be a random sample from a

particular point process, and we test the null hypothesis that the process is Poisson.
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Table 4.1: Chi-square goodness-of-fit tests reveal evidence (at 5% significance level)
that malware received at the sinkhole in domain bt.net do not conform to the Poisson
assumption. Y is “Yes”; N is “Not”, and TNH is the total number of attacks in the
given hour; λ is the estimated mean (and the variance) of the number of attacks in
the given hour; df is the degree of freedom of the test. The results are based on the
minimum chi-square estimates of λ.

Time slots P-value Poisson TNH λ df

00:00-00:59 0.5778 Y 126 2.1359 5

01:00-01:59 0.4904 Y 63 1.0771 3

02:00-02:59 0.8509 Y 52 0.8830 2

03:00-03:59 0.2307 Y 42 0.7370 3

04:00-04:59 0.9593 Y 28 0.4812 1

05:00-05:59 0.8745 Y 31 0.5212 2

06:00-06:59 0.9134 Y 33 0.5542 2

07:00-07:59 0.8495 Y 55 0.9307 3

08:00-08:59 0.2407 Y 137 2.3353 5

09:00-09:59 0.4820 Y 178 3.0978 4

10:00-10:59 0.3918 Y 192 3.1835 7

11:00-11:59 0.2525 Y 219 3.8242 9

12:00-12:59 0.7202 Y 186 3.1350 6

13:00-13:59 0.5833 Y 201 3.5358 9

14:00-14:59 0.0781 Y 195 3.7625 10

15:00-15:59 0.6344 Y 190 3.2320 6

16:00-16:59 0.5061 Y 227 3.7705 8

17:00-17:59 0.0012 N 214 4.1493 11

18:00-18:59 0.4774 Y 198 3.3066 6

19:00-19:59 0.0013 N 230 4.6770 12

20:00-20:59 0.0272 N 261 4.8489 12

21:00-21:59 0.0906 Y 242 4.2135 9

22:00-22:59 0.0079 N 230 3.7304 7

23:00-23:59 0.0237 N 176 3.3006 9

Without assuming homogeneity of the process, we partition the day into 24-hour

intervals and apply the standard Chi-square goodness-of-fit test to each of these 24

sub-samples, lumping all the days together. Thus, our null hypothesis is that the

i-th sub-sample is a random sample from a Poisson distribution with an unspecified

parameter λi, i = 0, 1, . . . , 23. For example, we observe a total of 63 attacks during
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01:00 – 01:59 and out of these 60 minutes, 18 minutes have no attacks, 25 minutes have

one attack each, 14 minutes have two attacks each, 2 minutes have three attacks each,

and only 1 minute has four attacks. Hence, we have five bins labelled by the number

of attacks as 0, 1, 2, 3, 4 and more (accounting for the infinite tail of the Poisson

distribution). We use the standard implementation of the goodness-of-fit test provided

in R (‘vcd’ package [145]) with its default settings (minimum chi-square estimation of

λi and the rule to have at least five expected counts disabled).

The results in Table 4.1 show only five hours with p-values below 5%, a common

significance level. That is, unlike the other 19 sub-samples, these five sub-samples

display significant evidence against the null hypothesis that the frequency of malware

observed on bt.net follows a Poisson distribution.

Assuming further that the 24 sub-samples are independent and all the 24 null

hypotheses hold true (i.e. the day process is Poisson with intensity varying from one

hour to another but constant within each hour), we would expect only 0.05 · 24 ≈ 1 of

the 24 tests to reject its null hypothesis. Thus, aggregating these 24 tests into a single

binomial test, we would obtain the overall p-value, i.e. the probability of rejecting five

or more (at 5% significance level) out of the total of 24, of 0.006, which is very low.

The sample subjected to these simple tests reveals strong overall evidence against the

Poisson hypothesis, which is concentrated in the evening hours (5 pm and later). In

our BT dataset, we record the attacks by minutes and merge 15-day data to do the

Poisson distribution test. We find the 15-day graphs of λ from each day have various

variations as shown in Figure 4.1.

All charts display the similar variations that morning have fewer attacks than after-

noon and evening. Given these variations in the process intensity, it appears sensible

to also examine the Poisson hypothesis for each hour of each day separately. However,

if we were to apply the same Chi-square goodness of fit test within each such time

interval, we would have too little data for the test to be meaningful. If we instead

partitioned the data over longer intervals, then this could easily miss the distinct inho-

mogeneity feature of the process. Fortunately, some tests are specifically designed for

situations when homogeneity of the Poisson process cannot be assumed [90]. Kim and

Whitt [90] study several such tests based on an earlier work of Brown [32]. We also use

one such test, referred to as ‘Log Test’ in the research of Kim and Whitt [90], which is

based on pivotal quantities (4.3). Table 4.2 shows all test results of every hour of the

acceptance or rejection of a Poisson process.

The first part of the idea is as before, i.e. to use a piece-wise approximation of

the rate, or intensity, function λ(t). But the main part of the idea is to convert the

attack times into the transformed inter-arrival times (4.3), as those (under the null
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Figure 4.1: Lambda graphs (1-15 sub-graphs present the variation of λ in each day,
the final sub-graph denotes the variation of the 15-day average λ), x-axis indicates the
hours of a day (0-24) and y-axis presents the values of λ on each hour (0-1).

hypothesis) follow the exponential distribution with a constant mean (λ=1).

Brown et al. define log transformed inter-arrival times Xij as follows [32]: i =

1, ..., I, j = 1, ..., ni,

Xij = −(ni + 1− j)log
(

T − Tij
T − Ti,(j−1)

)
, (4.3)

where

I : the total number of time intervals;

ni: the total number of attacks in the ith interval;

T : the total time (minutes) of an interval (1 hour);

Tij: the jth ordered attack time in the ith interval so that Ti1 ≤ ... ≤ Ti,ni and Ti0 =0.

We transform the original data Tij to Xij and test the variables Xij by the ‘Log

test’ to examine whether Xij are a sequence of independent and identically distributed

exponential variables with mean 1 [32] such that

Xij ∼ Exp(1)

.
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Table 4.2: Test results for a Poisson process. H1 (0:00-0:59) is the first hour of a day; d1
(7th Aug) is the first day of the tested datasets; A is “Accept” the Poisson hypothesis;
R is “Reject”; T is the number of attacks in each hour or each day; “NA” means there
is no attack in that hour; all tests are at 5% significance level.

Hour d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15 T

H1 A A A A A A A A A A A A A A A A
H2 A A A A A A A A A A A A A A A A
H3 A A A A A A A A A A A A A A A A
H4 A A A A A A A A A A A A A A A A
H5 A A A A A A A A A A R A NA A A A
H6 A A A A A NA A NA A A A A R A NA A
H7 A A A A R NA R A A NA A A R A A A
H8 A A A A R A A A A A A A A A A A
H9 A A A A A A A A A A A A A A A A
H10 A A A A A A A A A A A A A A A A
H11 A A A A A A A A A A A A A A A A
H12 A A A A A A A A A A A A A A A A
H13 A A A A A A A A A A A A A A A A
H14 A A A A A A A A A A A A A A A A
H15 A A A A A A A A A A A A A A A A
H16 A A A A A A A A A A A A A A A A
H17 A A A A A A A A A A A A A A R A
H18 A A A A A A A A A A R A R A A R
H19 A A R R A A A A A A A A A A A A
H20 A A A A A A A A R A A A A R A R
H21 A A R A A A R A A A A A A A R R
H22 A A R A A A A A A A R A A A R A
H23 A A A A A A A R A A A A A A A R
H24 A A A R A A R A R A A A A A A R

T A R R R R A R R R R R R R A R R

Not only does this make goodness of fit tests such as the Kolmogorov-Smirmov one

applicable within each short subinterval, but it also allows us to merge the transformed

data from the individual intervals into larger samples to increase the test power.

Our results show that with small samples (individual one-hour intervals) the Pois-

son process hypothesis appears acceptable (see Table 4.2). However, when we start

aggregating our data as described above, the large sample tests lead to rejection. An

immediate interpretation is that this is due to the increase of the test power (although

we do not specify the alternative hypothesis). We then do more experiments to exam-

ine this explanation. Thus, we test sub-samples of increasing size corresponding to the

first k hours in a given day.
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We then also randomly permute our transformed samples and aggregate those.

Interestingly, the former experiment shows how the p-value tends to drop as the sample

size increases. The result of the previous experiment supports our conjecture that the

actual process is mildly non-Poisson, which was impossible to detect with small samples.

The latter experiment shows that the p-value does not drop noticeably as the sample

size increases, which suggests that unlike a Poisson process, our attack process may be

violating the assumption of independence of inter-arrival times. This may be a sensible

explanation as attacks indeed need not be statistically independent.

In the original dataset, we find that there is no attack at some hours. In that case,

we consider them missing data and no p-value in these hours. Most p-values are higher

than the 5% significance level. Therefore, we have no evidence against the Poisson

process hypothesis.

4.3.2.2 Uniformity Hypothesis Tests

It may be interesting to experiment with other partitions as a way of assessing the

robustness of the above results. In practice, most of the existing research of malware

distributions do not consider the periodicity of the data over 24 hours. For instance,

Ramachandran and Feamster illustrate that the vulnerable hosts across IP address

space follow a uniform distribution in the assumptions of the worm propagation analysis

[140]. But they do not mention the relationship between this uniform distribution and

time periods. Therefore, we will apply two common circular tests, Rayleigh and Watson

tests, to examine the uniformity hypothesis to the selected malware data [133]. Bogdan

et al. [26] state that Rayleigh and Watson’s tests are the classical methods for testing

the uniformity hypothesis in circular statistics. We set the null hypotheses H0 of the

tests as

• H0: the observations θ of attack times are uniformly distributed around the circle.

where decimals observations θ are converted from the original time. For example, 3:30

is converted to 3.5 by 3+ 30
60 . That is, we have an observation θ = 7

12×
π
2 = 7π

24 (indicates

3:30). Thus, if the p-value is less than the 5% significance level, we have significant

evidence that the observations are not uniformly distributed around the circle.

4.3.2.3 Rayleigh test

The Rayleigh test is considered to be the most common test for uniformity hypothesis

[27]. Given n observations of θ1, ......θn [47], calculate the test statistic R:

R = (V 2 +W 2)
1
2 (4.4)
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and

V =

n∑
i=1

cos θi,W =

n∑
i=1

sin θi (4.5)

where R is the length of the vector sum, V is the northerly component of the sum

(southerly, if negative), and W is the easterly component. Thus, the p-value of the

Rayleigh test is e−R
2/n. If the p-value is less than given significant level (like 5%), then

we have evidence against the uniformity hypothesis.

4.3.2.4 Watson test

Brunsdon and Corcoran [33] state that Watson test is another common method to

the uniformity hypothesis. In later section, we will apply two tests to the samples of

attack times. They demonstrate the differences between Rayleigh and Watson test in

the uniformity hypothesis as follows [33]:

1. Rayleigh will focus on whether the observations θ are distributed uniformly

around the circle;

2. Watson pays more attention on whether the observations θ have the same means

around the circle.

4.3.3 Large-sample Mardia-Watson-Wheeler Test

Large-sample Mardia-Watson-Wheeler test is a method to test multiple independent

samples for a common distribution [133]. The test statistic Wg is given by Pewsey et

al. as follows [133]:

Wg = 2

g∑
k=1

C2
k + S2

k

nk
, (4.6)

where

Ck =

nk∑
j=1

cos(
2πRkj
N

), Sk =

nk∑
j=1

sin(
2πRkj
N

) (4.7)

Rkj : the rank of the jth element in the kth sample;

g : the number of independent samples;

θ : the vector which is combined by the g sub-samples and ranked by an arbitrary

zero direction;

N : the total number of combined sample of θ;

nk : the sub-sample of N with N =
∑k

i=1 nk;
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2πRkj/N : the uniform scores of the data in θ.

4.4 Datasets and Geo-Location

4.4.1 Dataset Source

Spamhaus 2 provides the malware datasets which are observations from 1000 hosts on

commercial (business) organisations between 8th August and 21st August 2016. The

datasets include the following information.

IP address : The address of the host detected originating behaviour.

ASN : The autonomous system number of the IP address via routeviews at the time

of file generation and less than 24 hours old.

Country : The Country code where the IP address is geo-located derived partly from

private database and partly from RIRs.

Domain : The domain associated with the entity that owns the ASN and derived from

private database.

Timestamps : Epoch time of last connection.

Diagnostic : An unformatted raw record as generated from the CBL engine.

4.4.2 Dataset Selection

This section will focus on the sinkhole class of diagnostic from 8th August 2016 to 21st

August 2016. The top three countries, plus the UK, are chosen from the whole malware

dataset, followed by the sinkhole(s) data, from the information of the diagnostic of these

four countries. Then we select the top domain from the sinkhole datasets and the top

three malware from the top domain. The flow chart of Figure 4.2 illustrates how we

selected the datasets.

The top 3 countries are selected: India (IN), Vietnam (VN) and China (CN). The

UK is ranked 36 and chosen into our datasets. IN, VN and CN have the same top

3 malware. Furthermore, Conficker is common malware in these four countries. The

attack attempts of each country are described in Table 4.3.

2www.spamhaus.org
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Figure 4.2: Flow chart for the selection of malware datasets

Table 4.3: The number of malware attacks in 4 countries (C.N. is the total attack
number of a country; D.N. is the total attack number of top domain; S.M(w)/(t) is the
second top malware :worm dorkbot(w) and tinba(t).)

Country C.N. Domain D.N. Conficker S.M(w)/(t)

IN 288779 sancharnet.in 213874(74%) 99821(47%) 110428(52%,w)

CN 302135 chinanet.cn.net 217047(72%) 20763(96%)9 7896(4%,w)

VN 135780 vnnic.net.vn 133097(98%) 82029(62%) 47652(36%,w)

UK 5894 opaltelecom.co.uk 3455(59%) 1352(39%) 1451(42%,t)

Table 4.3 shows that India has 288779 attacks and therein 74% are from the top

domain of ‘sancharnet.in’. 99821 are Conficker attacks in the top domain. There are

110428 worm attacks in the same domain. Conficker accounts for a larger proportion in

the top domains of four countries (96% in ‘chinanet.cn.net’ and 62% in ‘vnnic.net.vn’).

4.5 Top Domain Analysis

Shin and Reddy state the importance of Conficker in their research and study the

victim distribution patterns to provide better defence against this particular malware

[159]. They also illustrate that the current analysis of Conficker has two classifications:

binary behaviour and internet propagation pattern [159]. However, this section will

apply circular statistics as a new technique to analyse the time patterns of Conficker

attacks as follows:

• Daily cycles;

• Uniformity hypothesis tests for the daily cycles;

• Weekly circles
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Table 4.4: Mean Times of Countries (Top domains in four countries; Mean time is
computed in R ‘circular’ package [133])

Country Domain Mean time

IN sancharnet.in 13:25

CN chinanet.cn.net 13:06

VN vnnic.net.vn 14:03

UK opaltelecom.co.uk 14:12

4.5.1 Linear Histograms, Daily Cycles and Helix Graphs

This subsection will plot three different graphs including linear histograms, rose dia-

grams and helix graphs. The graphs describe 14-day data from different perspectives

and reveal the time variations of malware attacks.

4.5.1.1 Linear Histograms

Usually, a linear histogram is a universal graph to describe the frequency distribution

of attacks in cybersecurity. We draw the line plots for four countries by converting 14

days into 336 hours as Figure 4.3.

IN Figure 4.3a: The second Saturday (20th August) has the highest frequency; the

first Sunday (14th August), the second Monday (15th August) and second Sunday

(21 August) have the lower frequency of conficker attacks; it is worth to noting

that 15th August is the Indian public holiday (Independence Day).

CN Figure 4.3b: There are roughly three peaks in each day; two higher peaks appear

in the mid morning and mid afternoon; the first peak is generally higher than

the second one; the attacks of malware in the working days are more than the

weekend as a whole.

VN Figure 4.3c: The line histogram of Vietnam also has three peaks in each day; the

second peak is generally higher than the other two ones; the attacks of malware

at the weekend are less than the weekdays.

UK Figure 4.3d: The UK linear histogram shows the relatively irregular changes in

the overall trend; it is multimodal variation in each day.

To sum up, the linear histograms show the frequency distribution of malware over

hours. There are roughly two peak times in each day, one in the morning and the
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(a) IN

(b) CN

(c) VN

(d) UK

Figure 4.3: Linear histograms of four countries. (x-axis presents 0 to 336 hours and
y-axis is the frequency of attacks in each hour.)
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other in the afternoon. And then the frequency of Conficker attacks falls typically at

noon and early overnight. Furthermore, it may reasonably infer that the attacks will

occur less at Holiday and weekend. However, we still need more data to support this

idea in future. However, these findings illustrate that the necessity of considering the

relationships between working times and the frequency of attacks.

Although the linear histograms describe the frequency distribution over 336 hours,

they do not illustrate the real relationship between the frequency of malware attacks

and time-in-day. If the falling time point is consistent with some human-being living

habits like mealtime, and the peak time points are located in the working time, we

may infer reasonably the habit will affect the time behaviour of Conficker attacks.

Therefore, we will apply a daily cycle model to demonstrate their relationships.

4.5.1.2 Daily Cycles

In the daily cycles, we aggregate the 2-week data into cycles and observe the active

time periods in the 24-hour pattern. As we have mentioned above, the attack times

are converted into decimals in modelling a daily cycle of Conficker.

Four daily circles described in Figure 4.4 show that the same type of malware

(Conficker) in different countries has different time patterns. Furthermore, the graphs

also demonstrate the frequency of Conficker attacks is not evenly distributed around the

circle. We observe four rose diagrams of attacks respectively and find their bimodality

feature. For instance, the IN rose diagram illustrates that the frequency of Conficker

attacks reaches a peak at around 15:30, falls off at approximately 2:00 and mountains

at about 9:30 again. Table 4.5 summarises the frequency of Conficker attack in top

domain and the active and quiet time. The usual peak hours for the Conficker are

the working times in the morning and afternoon. The common quiet time is early

overnight. Hence, the daily cycles show the features of bimodality and multimodality.

In this case, we need to test the uniformity hypothesis of these four datasets to examine

the characteristics in the later section.

Table 4.5: Peak and Fall times for conficker

Country Frequency Peak time Fall time

IN 99821 9:30,15:30 2:00,13:30

CN 207639 7:30,14:30,19:30 2:00,12:30

VN 82029 7:30,13:30,19:30 2:00,11:30,17:30

UK 1352 10:30,19:30,22:30 2:00,12:30
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(a) IN san.(99821,47%) (b) CN cnet.(207639,96%)

(c) VN vnc.(82029,62%)) (d) UK op.(1352,39%)

Figure 4.4: Rose diagrams of conficker attacks in the top domain (The top do-
mains in four countries are respectively: sancharnet.in(san.), vnnic.net.vn(vnc.), chi-
nanet.cn.net(cnet.), opaltelecom.co.uk(op.); the number of sub-caption shows the total
attack times, followed by the percentages in their domains.)

4.5.1.3 Helix Graph

We have aggregated the 2-week data into the daily cycles. However, aggregating the

data may miss some information such as the real peak times of Conficker attacks in

each day. Therefore, we use a helix graph to describe the data by time-in-hour (168

hours for seven days, from 8th August to 14th August). The helix diagram provides

a better view of the active time patterns of attacks. Figure 4.5 shows the four-helix

graphs for India, China, Vietnam and UK. The gradual change of colour (the colour

bar) of a helix graph suggests the range change of occurrence frequency of malware.

There are seven cycles in a helix graph, and each cycle presents a day.

We observe the India helix (Figure 4.5a) that the dark blue appears at overnight in

the parts of a cycle. That means, the Conficker is not active at overnight in this week.

The colour of the cycles changes to light green, red and yellow from the mid-morning to

afternoon. According to the gradual colour change, we can more intuitively observe the
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time variations of malware attacks in each day. In principle, the daily cycles and helix

diagrams provide a new method to analyse the time patterns and the relationships with

the frequency of malware attacks instead of linear statistics. Aggregating the data into

circles helps us understand the active and quiet time of attacks.

4.5.2 Results of Uniformity Hypothesis Tests

Although the daily cycles show the time-in-day attacks are not evenly distributed over

24 hours, we still need to use a statistical test to examine this finding. Thus, we

implement two circular statistical methods: Rayleigh and Watson test to four countries’

datasets in R‘s ‘circular’ package [133]. The results of two tests are p-value = 0 and

p-value < 0.01 respectively for all datasets. Therefore, we have significant (at 1%

significance level) evidence that the occurrence times of Conficker are not uniformly

distributed around a 24-hour circle.

71



4.5. Top Domain Analysis 4. Time Pattern Analysis of Malware by Circular Statistics

(a) IN (b) CN

(c) VN (d) UK

Figure 4.5: 7-day Helix graphs (Red indicates the highest frequency and blue presents
the lowest one)
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4.5.3 Weekly Circles

In this section, we calculate the circular mean for the time-in-week datasets and show

the results in Table 4.6. Here, the mean time represents the average time that a

Conficker attack is detected during a day. The mean times of India and China from

Monday to Sunday are at around 13:00-14:00. For Vietnam, the mean times of a week

are at approximately 14:00-15:30. 13:30-16:00 is the range of mean times for the UK.

Moreover, Table 4.6 suggests that the mean times of Sunday are, in general, later than

the other days in theses four countries. That is, the attack from Conficker will be

detected at a later time on Sunday than the other days. Overall, the results of the

Table 4.6 show the mean times of attacks for the top domain of four countries are

between 13:00 and 14:00.

Table 4.6: Mean times of a week

Country IN CN VN UK

Monday 13:24 13:04 13:56 13:29

Tuesday 13:23 12:58 13:57 13:40

Wednesday 13:25 12:58 14:09 14:04

Thursday 13:22 13:00 13:49 14:23

Friday 13:23 12:59 13:36 13:44

Saturday 13:19 13:21 14:06 13:54

Sunday 13:55 13:43 15:29 15:56

The differences of mean times in each country help us to observe the daily distribu-

tion of each day and the changes of the attack frequency in 24 hours. We draw the rose

diagrams to depict the variation of time-in-week datasets. The datasets include two

weeks data collected from 8th to 21st August 2016. We check the India histograms for

these 2-week data and find that the frequency of Conficker attacks of day-in-week has

two peaks in Figure 4.3a. The linear histograms show that the data are not normalised.
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(a) Mon(11050) (b) Tue(16381) (c) Wed(16424) (d) Thu(15426)

(e) Fri(17377) (f) Sat(16089) (g) Sun(7074) (h) Day(99821)

Figure 4.6: IN Weekly Circles (Dataset of attacks in two weeks)

Figure 4.6 illustrates the time variations of time-in-week in India. The India rose

diagrams from Monday to Saturday have the similar regulation distribution as the daily

cycle. They peak at around 15:30, fall at about 2:00 and peak again at approximately

9:30. The Sunday rose diagram is different from the other days, it shows that the

frequency of Conficker attacks mountain at around 11:30, and then keep a steady level

until the next peaking time at about 18:30.
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(a) Mon(29638) (b) Tue(29965) (c) Wed(30217) (d) Thu(31562)

(e) Fri(32446) (f) Sat(27798) (g) Sun(26013) (h) Day(207639)

Figure 4.7: CN Weekly Circles

The China Conficker dataset is a large sample and has 207639 detected attacks.

The rose diagrams of Monday to Sunday are similar to the daily circle. They have

three peaks respectively are at around 7:30, 14:30 and 19:30, and the falling times

at approximately 14:00 and 12:30. Overall, the China rose diagrams show a regular

change in the time pattern variations of Conficker.

The VN weekly circles have a similar variation as India. From Monday to Saturday,

the rose diagrams have a high similarity to the daily rose diagram with the same peak

and falling times. Three peaks appear at around 7:30, 13:30 and 19:30, and 13:30 has

the highest frequency. Nevertheless, the peak period of the Sunday rose diagram is

18:00-21:00. The incidence of Conficker occurring on Sunday afternoon is lower than

the other days.
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(a) Mon(11179) (b) Tue(11337) (c) Wed(11857) (d) Thu(13519)

(e) Fri(13537) (f) Sat(10918) (g) Sun(9682) (h) Day(82029)

Figure 4.8: VN Weekly Circles

(a) Mon(176) (b) Tue(192) (c) Wed(184) (d) Thu(175)

(e) Fri(197) (f) Sat(200) (g) Sun(228) (h) Day(1352)

Figure 4.9: UK Weekly Circles

The UK has 1352 conficker attacks and its Figure 4.9 presents an irregular time

pattern. The time pattern is very different from the other countries. The rose dia-
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grams show the irregular peak and falling times. Therefore, we obtain the following

information by observing all rose diagrams:

1. India and Vietnam have the similar patterns from Monday to Sunday. The fre-

quency of Conficker attacks from Monday to Saturday has identical variations in

the daily rose diagram. However, Sunday afternoon has different time variation.

2. All China cycles show the high similarity in the time variations.

3. The UK cycles have the irregular changing rules from Monday to Sunday and are

different from its daily cycle.

4. The time pattern variations of Conficker illustrate that it is active during the

working hours in working days plus Saturday. Figure 4.7 and 4.8 show the regular

time variations like India rose diagrams. The rose diagrams of Monday, Tuesday,

Wednesday, Thursday, Friday and Saturday in India, China and Vietnam are very

similar to the corresponding daily circles. That means the attacks of Conficker

in these days will become active from around 7:00, peak at about 13:30 or 14:00

and fall overnight.

5. The Sunday rose diagrams in India, China and Vietnam are different from the

other circles. Firstly, the frequency of Conficker on Sunday is lower than the

other six days. Secondly, the Sunday time patterns show that the incidence of

Conficker will decrease at around 13:00 to 15:00.

To sum up, the occurrences of Conficker in the UK are in very small extent less

frequent than India, China and Vietnam. We discuss the reasons for the users’ habits

of Microsoft Windows application in these countries. The Conficker working group

illustrates the computers are infected by Conficker at around the world, particularly

the developing world of Asia such as India [65]. The team infers reasonably the reason

why densely located in the developing world that the computers universally install

the pirated Windows operating system software without patching these systems [65].

Therefore, attackers prefer to attack individuals in these countries. The attacks also

display more regular variation from Monday and Saturday as the related daily circles.

The UK, with a low frequency of Conficker, has an irregular weekly time distribution.

The results of time-in-week analysis reveal that the total number of attacks affects

the time patterns. Specifically, India, China, and Vietnam, which have noticeably

larger numbers of attacks than the UK, exhibit bimodality in the daily distributions of

the attack, and little day-to-day variation within the week. The UK instead shows a

somewhat multimodal daily variation with irregular peaks and quiet times.
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4.6 Comparisons

In this section, we focus on the time variations of different malware attacks in four

countries. The two most frequent malware in each nation are compared, and the

Mardia-Watson-Wheeler test (the test results are provided by the R ‘circular’ package

[133]) is used to test whether these malware attacks have a common distribution.

We observe that Conficker and worm dorkbot are the top two kinds of malware in

India, China and Vietnam. In the UK, Conficker and tinba are the top two malware.

All the observations of the malware are based on the top domain of each country.

4.6.1 Comparison in India

In India, 52% attacks are from worm dorkbot and 47% are from Conficker. We observe

from Figure 4.10 that the time variations of two m are very similar with no significant

difference in the frequency of attacks. We apply the Mardia-Watson-Wheeler test to

the relative attack samples and find the p-value is nearly 0. In this case, we have

evidence against the null hypothesis that attacks from these two types of malware have

a common distribution.

(a) Conficker(99821,47%) (b) Worm dorkbot(110428,52%)

Figure 4.10: IN Daily Circles

4.6.2 Comparison in China

In China, 96% attacks are from the top malware Conficker and only 4% attacks from

Worm dorkbot. Figure 4.11 shows that the frequency of attacks from Conficker and

Worm dorkbot has similar time variations. The p-value of the Mardia-Watson-Wheeler

test is nearly zero. Thus, we have significant evidence that the attacks from two kinds

of malware do not have a common distribution.
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(a) Conficker(207639,96%) (b) Worm dorkbot(7896,4%)

Figure 4.11: CN Daily Circles

4.6.3 Comparison in Vietnam

In domain vnnic.net.vn, 62% attacks are from Conficker and 36% attacks are from

Worm dorkbot. The time variations of the two categories of malware are very alike,

although the number of attacks in each type of malware is slightly different as shown

in Figure 4.12. The p-value of Mardia-Watson-Wheeler test is nearly zero. Thus, we

have evidence against the common distribution hypothesis. In other words, the at-

tacks from Conficker and Worm dorkbot do not have a common distribution in domain

vnnic.net.vn.

(a) Conficker(82029,62%) (b) Worm dorkbot(47652,36%)

Figure 4.12: VN Dialy Circles

4.6.4 Comparison in the UK

Tinba is a trojan and the most prevalent malware in the domain opaltelecom.co.uk

with 42% attacks. Conficker has 39% attacks in the same domain. The daily cycles

of Conficker and tinba showed in Figure 4.13 are very different. We observe that
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two cycles do not have common regular variations. The result of Mardia-Watson-

Wheeler test shows that the p-value is nearly zero. That is, we have significant (at

1% significance level) evidence that two malware do no have a common distribution in

domain opaltelecom.co.uk.

(a) Conficker(1352,39%) (b) Tinba(1451,42%)

Figure 4.13: UK Daily Circles

To sum up, Conficker and other malware in India, China, Vietnam and the United

Kingdom do not have a common distribution regardless of the observation that the

daily circle patterns of different malware. The test results of support this conclusion

with very small p-values (like close to 0).

4.7 Conclusion

The objective of this work was to investigate the distribution of attacks on typical

networks. By using circular statistics, we have found that the assumption of a Pois-

son distribution used by other researchers does not always hold. In addition, we have

demonstrated circular statistics may be applied to analyse and visualise the time pat-

terns of malware events. In particular, the daily, weekly cycles and helix diagrams

provide a visualisation method. Thus we can monitor the malware behaviour and allo-

cate resources to mitigate attacks more efficiently. The results of our analysis for four

countries are also worth noting and are summarised as follows:

1. In India, China, and Vietnam, the active time periods for Conficker are approxi-

mately from 7:00 to 8:30, 13:00 to 15:00.

2. The frequency of Conficker attacks over these two weeks in the UK is lower than

the other three countries.
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3. The Rayleigh and Watson tests of uniformity illustrate that the active time of

Conficker is not uniformly distributed around the 24-hour circle. Further, the

results of time-in-week analysis reveal that the total number of attacks has an

effect on the time patterns. Specifically, India, China, and Vietnam, which have

noticeably larger numbers of attacks than the UK, exhibit bimodality in the daily

distributions of the attack, and little day-to-day variation within the week. The

UK shows a somewhat multimodal daily variation with irregular peaks and quiet

times.

4. In the UK, the daily and weekly cycles show irregular time variations, but the

cycles of India, China and Vietnam follow the similar and regular time pattern

variations.

5. In India, China and Vietnam the Sunday cycles are different from the other

weekdays. The occurrences of Conficker on Sunday afternoon is less than the

same period in the other days.

6. The results of the large-sample Mardia-Watson-Wheeler test demonstrate that

Conficker and the other malware do not have a common distribution, no matter

the daily circles are alike or different, or the attacking frequency of malware is

somewhat high or low.

We have demonstrated that the data strongly suggest non-uniform distributions

of malware. In other words, the attack time of malware is not uniformly distributed

over a 24-hour cycle. Malware will be active for some period and related to the human

behaviours. We also illustrate that the malware time patterns of different countries have

the common points such as peaking at mid morning and mid afternoon and falling at

early overnight.

We believe that these findings will be helpful to improve the efficiency of detection

systems. The analysis and visualisations could help decision makers in cybersecurity to

efficiently allocate resources or estimate the cost of system monitoring in the different

periods. And if malware activity is observed at an unusual time, security managers

may then investigate further.

One possible limitation of this work is that we only use data in August. Thus

we did not consider it would be useful to extend the analysis to monthly or quarterly

patterns. But our goal was to examine the application of circular statistical analysis

applied to incidents of malware attacks rather than looking at the distributions using

linear statistics. Furthermore, in the future research, it is worth noting that closing

the timeline into a circle results in having infinitely many uniform partitions (of a fixed
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size, say, hourly). The new research directions will provide the possibility of assessing

the robustness of various statistical tests to time translations.

However, we will keep tracking the time patterns of malware attacks by more real

data. Having demonstrated that we can identify probability distributions for malware

events, we are hoping to extend this work by investigating the likelihood of cyber

attacks in general. If we can quantify this, it will allow us to make a better estimate

of the risk an organisation faces regarding cyber attacks.
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Chapter 5

VaR and Cyber Threats

Chapter 4 provided us with a deeper understanding of the distribution of attacks by

specific types of malware. This knowledge is necessary if we are to apply VaR tech-

niques to ISRA. Chapter 3 illustrates the advantages and disadvantages of existing

quantitative risk analysis methods. In spite of models complexity, the quantitative

approaches are more objective to assess the risks. Thus, the concept of VaR in ISRA

is applied to reduce the complexity and make the quantitative models easy to under-

stand. Moreover, different quantitative, qualitative or hybrid models require various

information as the assessment dataset. For instance, Chang and Lee need the knowl-

edge of the levels of threats and vulnerabilities, their corresponding values of C.I.A. 1

to assess the risk scores [35]. Khanmohammadi and Houmb consider the weight and

effect of a vulnerability in the process-based risk analysis model [89]. Lo and Chen pay

attention to the interrelations among security control areas in the hybrid model of risk

analysis [107]. Therefore, when applying VaR as a risk analysis approach, we would

like to focus on the distribution of malware attacks and use the relevant information

as the input data in the VaR models.

Furthermore, some approaches divide the impacts of threats into three ranks includ-

ing high, medium and low [8]. They also assign the scores to these three grades such

as five representing high and one indicating week. But there is no single standard for

setting these scores. For instance, we do not know the real difference between applying

four and five as the score of high impact. The frequency is another essential factor in

calculating the probability. It is hard to obtain the data of frequency for some threats

such as insider threats.

The following sections examine the definition of a cyber threat and the evolution

of VaR in ISRA. Assessing the losses of cyber threats is still a controversial topic in

1Confidentiality, Integrity, Availability
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most of the risk analysis methods. Some authors propose to apply the VaR method

as a solution. For example, Raugas et al. present a CyberVaR model to assess the

losses of cyber threats [141]. The CyberVaR model estimates the threat levels from the

theory of dynamic Bayesian network and attack tree. It also applies the Monte-Carlo

Simulation to obtain the assessment results.

5.1 Cyber Threat

Organizations use risk assessment for making decisions of the investment in security and

mitigating the risks by the results of risk assessments. There are various approaches

of ISRA discussed in chapter 3. Fuzzy membership theories and Analytic Hierarchy

Process (AHP) are two main types of risk analysis methods for quantifying or qualifying

a variety of threats and vulnerabilities.

Nevertheless, these ISRA methods have their limitations due to the nature of in-

formation security risks. Information security risks are complicated and changeable in

the different industries. Furthermore, the relevant standards and approaches are estab-

lished for the general risks and not applied by the organisations effectively. Therefore,

we argue to evaluate the information security risks by suitable methods for each type

of threats. The data is collected from questionnaires and interviews. However, it is

difficult to obtain the data of frequency of threat occurrence by the ways due to the

nature of threats. Hence, it is hard to capture the likelihood of the risks due to the

lack of frequency data in the traditional ISRA.

The systematic review of ISRA shows that most of the authors still improve the

risk analysis methods to general information security risks [128]. In this instance, when

such a method is used to a specific threat, it is hard to follow its calculation due to the

specificity of the threat. For example, Denial of Services (DoS) of the cyber threats

may cause severe impact in the energy-power industry. The leakage of the customer

information by phishing will cause much severity of impact and financial losses in the

banking industry. Moreover, the probability distributions of different cyber threats

may not be the same due to their respectively unique propagation behaviours or the

scope of networks [93]. Therefore, we will focus on the ISRA process of cyber threats.

ISO 27005 defines a threat as “a potential cause of an incident, that may result in

harm to systems and organisation” [6]. Cyber threats are “potential cyber events that

may cause unwanted outcomes, resulting in harm to a system or organisation” [179].

A cyber threat was one of the four highest risks in the national security strategy of the

UK in 2010, and the most significant threat to the national security of the USA in 2013

[143]. With the innovation of internet banking technology, a cyber threat is becoming
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more and more sophisticated and will continue to be the prime target in the following

years [43]. However, Gilligan and Corporation find that low or very low sophisticated

cyber attacks account for 75% in all threats [42].

Nowadays, banks much rely on the internet with the technological innovation and

the broad application of web and mobile banking. In this case, cybersecurity becomes

more and more important for banks. Cybersecurity is not only about information

security technology but also from a business side. Thus, we have to consider the

financial loss of a cyber attack and the cost of investing information security, not just

study the technology of preventing all information security risks [20, 80].

5.1.1 Loss due to Cyber Threats

UK banks reported that the online banking losses were up to 59.7 million in 2009.

Nelson states that the losses of the malware infection were about $120 million in the

third quarter of 2009 for the online U.S. banking2. For companies, the loss of cybercrime

may come from the theft of confidential business information for negotiations, stock

market manipulation for price fluctuation, the financial crime like stealing money from

the account and the interruptions of critical services [44]. Anderson et al. state that

cybercrime has direct and indirect when considering its consequence [28]. They define

the direct losses and indirect losses as follows.

Definition 5.1.1. “Direct loss is the monetary equivalent of losses, damage, or other

suffering felt by the victim as a consequence of a cybercrime” [28].

Definition 5.1.2. “Indirect loss is the monetary equivalent of the losses and opportu-

nity costs imposed on society by the fact that a certain cybercrime is carried out, no

matter whether successful or not and independent of a specific instance of that cyber-

crime” [28].

Following the definitions, Anderson et al. also show the explicit examples in Figure

5.1 and Figure 5.2.

Figure 5.1: Examples of direct losses [28]

2http://www.computerworld.com/article/2520400/government-it/

fdic--hackers-took-more-than--120m-in-three-months.html
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Figure 5.2: Examples of indirect losses [28]

Individual victims do not consider the problem of indirect losses [28]. In fact, it

is an economic investment consideration to balance the attack losses and the defence

costs in cybersecurity. Figure 5.3 illustrates the defence costs.

Figure 5.3: Examples of defence cost [28]

Annual Loss Expectancy (ALE) is an economic cost model to quantify cyber risks

[30]. It is defined as “the total cost of an incident or Single Loss Expectancy (SLE),

multiplied by the probability of the risk or the Annual Rate of Occurrence (ARO)

occurring within that year” [30]. The ALE model provides a monetary number to

present the probability and influence of cyber attacks to an organisation which will

have the economic losses owing to these attacks [83]. However, ALE is a standard but

not commonly used method to assess cyber risks due to the difficulties in measuring

the cost and the likelihood of a cyber attack [83].

The quantitative economic analysis is an entirely reasonable way for the organiza-

tion. However, the analysis is challenging in the field of cybersecurity due to the lack

of relative data, such as the amount and influence of attacks [42]. Organizations do not

report most cyber attacks [42]. The project of CCDCOE (Cooperative Cyber Defence

Centre of Excellence) reports the problem of lacking the attack data [30]. However,

most of the estimated losses of cybercrime are based on the incomplete data due to the

lack of data [44].

There are many reasons to lead to the difficulty of data acquisition. For example,

Moore suggests that the actual cost of cybercrime is difficult to estimate due to a
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shortage of relevant information [119]. He also states that banks fear to reveal the fraud

loss of online banking to terrify their customers, and companies don’t like to show the

cyber-espionage incidents to hit their reputation [119]. Moreover, Johnson highlights

that it is challenging to estimate all the actual financial losses of cybercrime since its

significant losses of intellectual property have immediate and long-term costs [83]. In

fact, he demonstrates the reasons for this difficulty that there are no standardised cost

measurement models, the standardised report protocol of security breaches [83]. In

fact, business organisations are not reluctant to report all the security breach activities

and the cybercrime [83]. In this case, there is no reliable empirical data on the losses

of cyber threats or other attacks [83].

5.1.2 Network Externality

Most of the countries have not paid more attention to the calculation of cybercrime

losses [44]. In reality, the national income levels have strong effects on the cybercrime

losses [44]. The network externalities indicate that the protection of cybersecurity is

not only your own business but also the social care. Moore explains that

Definition 5.1.3. Network externality is “ a larger network, or a community of soft-

ware users, is more valuable to each of its members” [119].

Network externalities are beneficial to explain the rise of the dominance of some

popular computer applications such as the Windows operating systems, iTunes and

Facebook. The phenomenon is “typical pattern of security flaws” [119] since it is

difficult to develop a new application for an excessive secure operation system before

dominating the market.

The attackers choosing a company as a victim consider the difficulty of hacking the

networks and the attractiveness of a firm [44]. Thus, when we estimate the cyber risks,

it is necessary to find the incentives of attackers and defenders. If the attackers can

gain a higher return, they will do more. If the defenders underestimate the cyber risks,

they will do less [44]. That means, the companies or individuals may underrate the risk

and pay fewer attentions to the cybercrime losses and the cyber vulnerabilities [44].

Another reason for underestimating cyber risks for many companies is that they

have no idea what is the extent of cybercrime losses and the amount of the acceptable

losses [44]. The McAfee report presents a worry that whether companies can assess the

risks accurately [44].

Therefore, we tries to find a relatively accurate model to assess the losses of cyber

threats to companies. To make sure the accuracy, we only focus on the assessment of

cyber threats, notably malware. We also measure the losses from the top organisation

87



5.2. Value at Risk (VaR) 5. VaR and Cyber Threats

level, not going into many details. The ISRA VaR model presents a possibility of

constructing a new risk loss assessment method. In fact, the later Malware Value-at-

Risk model only considers the direct loss for these computer users. Once their users will

assess the direct losses by the value of inside data once malware attacks these networks,

For example, the machine user of marketing department will estimate the losses of the

customer information, which may be the most informative data, once malware infects

their machines. Likewise, for the human administration officer, they have to evaluate

the losses of the leakage of the staff data.

5.2 Value at Risk (VaR)

For the economic cyber risk models, the lack of data and the availability of data are the

difficulties for estimating the losses of attacks [30]. In other words, the loss of malware

infection is a complicated issue. We have to consider the scope of the networks, and the

derivation of the business value in the estimation of malware loss [93]. Furthermore,

there is a conflict between the types of losses and the idea of the VaR model. For

instance, if we pay more attention to the details of direct and indirect losses of an

organisation, and set up too more assumptions in the ISRA VaR model, this will limit

the model availability. That means it is inconsistent with the construct of the ISRA

VaR model, which as a quantitative risk analysis methods is to provide a unified model

for organisations. To my knowledge, most quantitative methods are too complicated

and limited for institutions. And the results of these methods cannot be compared

among companies. Likewise, the qualitative risk analysis methods have the similar

flaw except for the higher investigation costs in designing the survey and interviews.

Therefore, so far, the ISRA VaR model provides a good idea of result unity.

In 1993, JPMorgan and G-30 presented the concept of Value-at-Risk (VaR) and

took it as a market risk measurement. Until now, VaR has become a wide-used risk

analysis model in the financial sector. We adopt an easy-understanding and well-

accepted mathematical definition of Philippe Jorion [85].

Definition 2.1 (Value-at-Risk): Given a confidence level α ∈ (0, 1) and the loss

L, and the probability that the loss L exceeds VaR is no larger than (1-α) such that

P (L > V aR) ≤ 1− α.

In fact, Jorion describes VaR as “the worst loss over a target horizon” [85]. Let

us denote L as the loss and L = V0 − VT , where V0 is the value of an asset without

an attack at time zero, and VT is the value of an asset after a threat attack at time

T. Hence, the probability of L exceeding the estimated the worst loss VaR will be less

than (1-α).
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Indeed, collecting a mass of data to determine distribution functions accurately may

be difficult if the VaR method is applied for assessing information security risks [103].

Furthermore, VaR underestimates the risk of portfolios in financial risk assessment

when the loss distribution of portfolios is fat-tailed and not normal [188]. Moreover,

the calculation of VaR just considers the worst loss, not the average loss [80].

5.3 Evolution of VaR in ISRA

Nowadays, researchers pay more attention to the connection between financial risk

model and ISRA methods. For instance, a financial risk model like VaR is used to

assess cyber threats [141] or hedge risks [130].

Jaisingh and Rees initially used the application of VaR in measuring information

security risks in 2001 [80]. They consider the logs of unauthorised external access and

historical data as the input data of estimating the likelihood of threats [80]. However,

in their VaR model, they just mention the concept of the worst loss of the input data

of estimated impact without considering what the worst loss should include.

In 2004, Lenstra and Voss stated VaR was too difficult to apply in Enterprise risk

assessment due to lack of historical data [103]. They also argued that VaR was too

general and not applicable due to the difficulty of obtaining the input data [103].

Ozcelik and Rees suggested that VaR was a good quantitative method for ISRA

to balance the risk and mitigation cost better in 2005 [126]. In 2009, Romanov and

Okamoto illustrated VaR was an effective and object approach and applied annual

loss expectancy as the input [146]. Romanov et al. further demonstrate the incident

loss expressions in the VaR model in 2010. They depicted that the loss per incident

contained the cost in man processing time, machine downtime, tangible and intangible

asset damages [147].

Raugas et al. initially proposed the concept of CyberVaR, which meant VaR was

applied in assessing cyber threats in 2013 [141]. They solved the problem of lacking

input data via the Monte Carlo simulation [141]. Beckstrom stated that the CyberVaR

model provided a powerful framework for the risk estimation process [21] in 2014. The

World Economic Forum stated that a Cyber VaR model was useful to “standardise

and unify different factors that can quantify the cyber risk exposure” in 2015 [130]. At

the same year, the CyberVaR model was applied to hedge cyber risks [130]. The Open

Group promoted the application of CyberVaR models in 2016 [152]. Furthermore, so

far, FAIR was the only international standard adopting CyberVaR for ISRA [152].
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5.4 CyberVaR Model

This section will make a brief introduction to the CyberVaR model. It will not only

present the concept of the model but also discuss the advantages and disadvantage

including its assumptions. CyberVaR is a risk analysis method that uses a statistical

probability to estimate the expected loss over a given period and confidence level [141].

The CyberVaR model solves the limitations of original VaR to some extent. It applied

Monte Carlo simulation to obtain a sample loss distribution that is from conditional

joint loss distributions. This model considers the losses where the successful attacks

via passing the access nodes directly to the asset nodes [141]. Moreover, the CyberVaR

model constructs a probability distribution to model the likelihood of loss at a given

time horizon by a dynamic Bayesian network. Overall, the goals of a CyberVaR model

are as follows. Firstly, the model could assess the loss amount of cyber threats over a

given time horizon [21]. Secondly, the model has the business impact of the balancing

decisions between protecting the organizations and running the business [152]. Thirdly,

the model also analyse the relative economic costs at an organizational level [172].

Finally, the model provides the uniform and understandable financial terms [152].

5.4.1 Assumptions

The CyberVaR model starts at a simple case based on a Bayesian network [141]. A

Bayesian Network is defined as “a directed acyclic graph in which each vertex v rep-

resents a random variable with probability distribution Pv, such that if v has parents

p1, p2, ..., pn, then Pv is conditioned on the pi” [92]. Figure 5.4 shows the structure of a

Bayesian network of the cyber threat, and presents a straightforward example including

only one type of the cyber threat and only one security control measures [141].
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(a) Model example [141] (b) Conversion chart

Figure 5.4: A simple example of a Bayesian network

Indeed, Raugas et al. consider each node in an attack tree as a random variable and

describe each node by a probability distribution [141]. This probability distribution

is based on the variables of the relative parent nodes if the nodes exist. According to

Figure 5.4b, we demonstrate the initial assumptions of the CyberVaR model as follows.

1. Probability of Risk nodes (R) follows a Poisson distribution. There is a

parent node for Risk nodes.

2. Probability of Mitigation nodes (M) follows a Bernoulli distribution with

time-independent. The model supposes that the Bernoulli distribution with ξ

given by some standards such IEEE 802.1X and CWEs such as ξ = 0.71 for the

theft of credentials. The simple case (only one threat) of the model assumes that

there is just one mitigation available in one network.

3. Probability of Access nodes (A) is conditional probability based on proba-

bilities of R and M such that

A(d) =

1 at least one successful attack on day d

0 no successful attack on day d

4. Probability of Asset nodes (V) is also Conditional probability based on prob-

ability of A, Time-dependent; A given fixed loss rate r, initial loss values V(d) to
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the threat, and set Vi(d + 1) = Vi(d) − lid (but not mentioned these values are

given by experts or historical data).

5. Only Mitigation nodes will access to Access nodes.

6. Only one Risk node will access to Access nodes (R −→ A).

7. The number of parent nodes accessing to Access nodes is ≥ 0.

8. One or more than one Access nodes access to Asset nodes (A −→ V).

9. A single Risk node (R) in a Bayesian network.

10. R and M are independent.

11. Loss distribution is not normal as Figure 5.5 shows.

12. Fix loss rate r is given by the initial condition.

13. Time period/resolution is Day.

14. Simulation sample sizes is 100.

15. The overall input is a set of attack tree instances.

5.4.2 CyberVaR Formula

Hence, the CyberVaR model computes the likelihood of a cyber threat by the following

formula [141]:

P (B = b,Ξ = ξ, A = a, L = l) = PB(b)PΞ(ξ)P (a|B = b,Ξ = ξ)PL(l|A = a) (5.1)

where

n : the number of attack attempts and n ∈ [1,M ];

B : random variable of a cyber threat;

PB(n, d) : the frequency of threat;

Ξ : random variable of a risk mitigation;

A : a random variable of attack results;
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Figure 5.5: Loss distribution - computed by CyberVaR at 95 % confidence level [172]

A(d) :

A(d) =

1 at least one successful attack on day d

0 no successful attack on day d

L : random variable of the loss of attack to an asset;

PI(i|J = j) : probability of variable I taking value i given variable J taking value j.

A cyber attack is changeable as time goes on, thus the probability of loss distribution

also changes with time. In this instance, CyberVaR also adds the time variable into the

model. Furthermore, some standards list the efficacy values of specific risk mitigation

which can replace the absent of information of efficacy of the risk mitigation technology

in the model calculation. According to the formula of likelihood above and the added

time variable and some certainty values, we can calculate the expected value of L on

day d as follows:

E[L, d] =
n=M∑
n=1

λnd
n!
e−λd(1− (ξ)n)

1

r
V (d). (5.2)

The model sets up the simulation samples as Si where i=1,..., K (Such as K=100).

All the simulated loss values Vi(d) are initialized to V(0). According to equation 5.1
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Figure 5.6: Two time-slice dynamic Bayesian network [141]

and equation 5.2, the total losses li are obtained by summing up all lid . We will obtain

the value of CyberVaR by ranking the total loss li in decreasing order and applying

the equation P (li ≥ CyberV aR) ≤ (1− α) to the ordered total loss.

Raugas et al. [141] propose CyberVaR is just consider one threat in the dynamic

Bayesian networks over different segments of time. The model does not consider the

multiple threats and their interrelations. In other words, the model still exist the fol-

lowing flaws. First, the CyberVaR model did not mention the correlations between

threats. Second, a time period of the model needs to be discussed in future. For ex-

ample, McQueen et al. [117] mentions eight hours (two non-professional attackers), 5.8

days for other situation, and 5.8 days + a function for the third situation). Moreover,

the probability distribution of a threat node is not only Poisson distribution, may be

others, such as Power law [110] or Weibull distribution [89].

It is a challenge but exciting research direction of applying VaR to assess the risk

level of cyber threats, notably malware. Traditional cyber risk measure applies risk

scores as the assessment standards, which did not connect to the economic view what

do these risk scores mean for organisations. In other words, the scores may ignore the

business impact. The application of VaR in cybersecurity overcomes this problem and
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provider a monetary figure to decision makers of a company. However, the drawbacks of

the CyberVaR model provide an opportunity for us to study the concrete and reasonable

assumptions and the application scope of this model. The model limitations suggest

the probability of assessing cyber threats from the other theory such as the portfolio

VaR theory.
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Chapter 6

Malware VaR-at-Risk (MVaR)

Johnson [83] states that an economic cost or loss model is essential for an organisation

to assess the cyber threat and provide the evidence to make rational decisions about

security investment. He further points out that the computer security effectiveness is

hard to determine without such cost/loss models.

Chapter 5 has made a brief introduction to the original CyberVaR model established

by Raugas et al. [141]. The model is a new and exciting idea for assessing the cyber

threats. Based on the concept of their model, this chapter will construct a similar

cyber VaR model by using the portfolio concept and focus on malware called malware

VaR (MVaR) model. The MVaR model also tries to answer the research questions by

making more explicit assumptions compared with the CyberVaR model. Hence, it will

assess the losses of the cyberattacks on the company’s computers by the portfolio VaR

theory. Consequently, it is available to evaluate the worst losses when the company is

considered as a portfolio and each machine as a stock.

We have discussed how time patterns of malware by circular statistics and revealed

some interesting features of malware in chapter 4. For example, the malware attack

is active during the working period on a day. Moore presents that the percentage of

computers of malware infection increases to 25% or more [119]. The behaviours of

malware usually are stealing a password, compromising online banking service, and

planting a botnet to the infected machines [119]. Once the botnet is placed, infected

computers will be controlled by the malware writers to send spam emails, launch DDoS,

make phishing attacks, and commit the online-advertising fraud [119].

There are some usual methods to ‘clean up’ the malware. First of all, it is quite

common to install the anti-virus software which can detect the malware. Second,

Regularly update or patch the Windows systems. Third, malware identification and

notification by third-party security firms. The third-party security teams will monitor
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internet traffic and report the malicious activity to the related internet service providers

[119]. However, the update of anti-virus software will be disabled by most of malware.

Furthermore, the failing update of Window systems means the failure of detecting

the malware [119]. Internet service providers will have two action opinions of finding

malware: notify or quarantine consumers. But notification will be the first choice for

these providers due to low costs [119].

Chapter 4 demonstrated that Conficker was the common malware in China, Viet-

nam, India and the UK according to the Spamhaus data of 2017. Thus, this chapter

will make a brief introduction to the background of Conficker including the evolution,

features and impacts, the theory of financial VaR, the new model MVaR.

6.1 Conficker

Conficker, as one type of malware, has become a severe cyber threat since released in

2008. The infected computers by Conficker become the propagation platforms of the

malicious behaviours such as sending spam emails and stealing the user data. In fact,

Conficker as a well-known and large-scale computer malware can self-propagate and

infect the other computers via exploiting the vulnerabilities of the Window operating

systems [163]. In this section, we will discuss the evolution, features, existing studies

and impact of Conficker.

6.1.1 Evolution

According to ICANN security team report 2010 [134], Conficker was a worm discovered

in October 2008 and quickly infected the home and company networks. The infection

varied diffusely and spread over millions of personal computers. The Conficker infects

the computer systems by sharing the network files, “mapped drives and removable me-

dia” [134]. Piscitello states Conficker malware cannot infect the machines alone, it has

to be attached on an executable application to exploit the vulnerability of Windows

operating system, and then the Conficker writer can make use of the vulnerability to

execute the remote code on the Windows services [134]. The report further presents

that Conficker attacks the networks by using the domain names rather than IP ad-

dresses. The Conficker common and control hosts are initially identified by sinkholing

the domain registration to prevent the communication between the Conficker writer

and infected machines. However, the Conficker writers create more variants, which can

generate more domain names and distribute these titles widely, as against this first

countermeasure.

How do the infected machine and Conficker malware writer connect each other?
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In the early Conficker variant, once the machine is infected, the Conficker malware

on that infected computer will run a new domain list. And the Conficker malware

writers will generate the same domain list by the same algorithm, which is used in the

infected machine, and register some of them. The registered domain names will be

“assigned to Internet rendezvous logic points to be resolved to IP addresses by DNS

resolvers” [134]. However, the Conficker variants have changed the methods as above to

“a peer-to-peer network” [134]. That means the malware on the infected machines can

make use of the botnets of other infected machines which have the same ‘inject’ code to

share the files by “connecting to HTTP servers” [134]. In CERT-UK report 2015/2016,

Conficker is still “the most prevalent malware” [134]. The report also mentions that

many computers infected by Conficker will launch the attacks by network even not the

victim of the attack and cause a vast cost [134]. The Conficker working group (CWG)

keeps tracking the Conficker infection and find that the population are still large [134].

Moreover, ICANN report found that China, India and Vietnam were always in the top

5 list of the most infected countries in every quarter of 2009. In practice, this finding

still exists in chapter 4. China, India and Vietnam are still the top 3 infected countries

by Conficker.

There are primary variants of Conficker and shown in figure 6.1. The first Conficker

named Win31/Conficker.A was discovered by Microsoft on 21 November 2008 and then

the second variant of Conficker (Win32/Conficker.B) was reported to Microsoft on 29

December 2008 [88]. Conficker.A worm attempts to infect the unpatched Windows

operating systems and then spread quickly by an Intranet to the other computers

within an organisation [88].

Figure 6.1: The historic time line of Conficker

6.1.2 Features

We summarise the features of Conficker as follows.

1. Fast infection : Kaska states the reason why Conficker can rapidly spread to the

whole Intranet that it effectively and quickly release the malware to the relative

exploited vulnerability in Windows [88].
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2. Unbalance distribution : Irwin describes an example in his Conficker research

that fewer data are observed from midnight to 5 am, but after the observe data

increase quickly per hour after 5 am [77].

3. Heavy dependency : Conficker is a heavy dependency on the popularising

rate of Windows systems; The Conficker working group illustrates the computers

are infected by Conficker at around the world, particularly the developing world

of Asia such as India [65]. The group infers the reason why heavily located in

the developing world that the computers universally install the pirated Windows

operating system software without patching these systems [65].

4. Domain oriented : Piscitello highlights that Conficker attacks networks via

domain names rather than IP addresses [134].

6.1.3 Existing studies of Conficker Analysis

There are two directions for analysing Conficker: binary behaviour analysis and DNS

sinkhole data analysis [158]. The study of binary behaviour focuses on revealing the

domain generation algorithms [158]. DNS sinkhole data analysis would pay more atten-

tion to Conficker propagation patterns and the distribution over networks [158]. Shin

and Gu provide an in-depth study of Conficker distribution over networks. They find

the victims of Conficker do not follow a uniformity distribution over IP addresses space

[158]. They found that the IP address ranges 109.*-125.* were vulnerable to Conficker

attacks from 1 January 2010 to 8 January 2010 [158].

Based on their study of Conficker over IP address space, we also reviewed whether

the ranges have changed or not so far. We collect the 14-day Conficker sinkhole data by

an India domain ‘san.*’ which included 102833 unique IP addresses. Figure 6.2 shows

the Conficker victim distribution over IP address spaces. We narrow down the ranges

and find out the main prominent networks. Table 6.1 depicts the top 5 IP* networks.

117.* network accounts for 66.01% of all IP addresses and 59.* network accounts for

18.64%. That means a 117.* network is still in the ranges of 109.*-125.*, and 59.*

network is a new one compared with Shin’s research [158].

To sum up, the victims of Conficker over IP address space still do not follow a

uniformity distribution in our research. However, there is a little bit change in the

primary contributors of networks. The 59.* network range is a new one in our analysis.

6.1.4 Impact

According to McAfee report in 2017, the Conficker exploiting the vulnerabilities of

Windows systems was on the list of top user malware. Once the Windows system
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Figure 6.2: Conficker victim distribution over IP address space

Table 6.1: The frequency of top 5 IP addresses

IP* Frequency Percentage

117.* 67876 66.01%
59.* 19168 18.64%
61.* 5864 5.70%
103.* 5147 5.01%
45.* 2444 2.38%

is infected, some security services will be disabled such as the automatic updating

and the defensive schemes. The Bitdefender organisation states that once defender

systems corrupt, the infected computers will exploit a colossal security breach at any

time [4]. Furthermore, Conficker attacks may cause network isolation such as DDoS by

disrupting the connectivity of victim networks’ bandwidths or overloading the resources

of their computers systems [4].

The third impact of Conficker is to infect machines. Conficker usually is attached

to a spam email and may be triggered by clicking the link to some malicious web pages

for Frauds. These web pages may record your personal information including your

passwords or bank accounts. The infected machines also may send or forward a mass

of spam messages to the other computers.

6.2 Portfolio VaR

A portfolio VaR is “constructed from a combination of the risks of underlying securities”

[85]. The individual securities’ returns of a portfolio are assumed to follow a normal
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distribution in the Delta-Normal model [85].

Before going to the introduction of the portfolio VaR, some basic definitions need

to be clarified. In financial VaR, a return is “the change in the price divided by the

original value” [183] and normally represents the rate of return in finance [85]. The

volatility named as σ is a figure of “measures the standard deviation of the returns”

[183] and it can be estimated by the daily, monthly or yearly historical data [135].

We take the following example to introduce the portfolio VaR and infer the formula.

This example simply supposes that a portfolio P consists of N stocks with monetary

position weight Wi, i=1, 2, ..., N. Ri is the return on stock i. The daily volatility σi,day

of the Ri is obtained by estimating the historical data. Then, the T-day volatility of

return Ri on stock i is σi,T = σi,day ×
√
T .

The portfolio returns Rp on day T is defined as [85]:

Rp,T =
N∑
i=1

WiRi,T (6.1)

Then we can derive the mean and variance of Rp,T , the mean [85] is

µp = E(Rp,T ) =

N∑
i=1

WiE(Ri,T ) =

N∑
i=1

Wiµi,T (6.2)

Where µi,T is the mean of the stock return on day T.

The variance σ2
p,T of Rp,T on day T is written as [85]

σ2
p,T = V (Rp,T ) = V (

N∑
i=1

WiRi,T ) =

N∑
i=1

W 2
i σ

2
i,T + 2

N∑
i=1

N∑
j=1,j 6=i

ρi,jWiσi,TWjσj,T (6.3)

where ρi,j is the correlation coefficient of price changes between two stocks.

If the return Ri,T of the stock prices over T day is assumed to distribute normally

with mean 0 and variance σ2
i,T and written as Ri,T ∼ N (0, σ2

i,T )[85]. In this case, the

return Rp,T of the portfolio P also follows a normal distribution with Rp,T ∼ N(0, σ2
p,T )

[85]. Based on the distribution assumption of Rp,T , and supposing Rp,T as the loss L,

then the VaR can be inferred at the confidence level α such that

P (Rp,T > V aR) = P (L > V aR) =
1

σp,T
√

2π

∫ ∞
x=V aR

e
− x2

2σp,T dx = 1− α (6.4)

The standard normal distribution table lookup shows that N(−2.33) = 0.01, at the
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confidence level 99%, the T-day VaR is 2.33 ×σp,T .

Under the assumption that the portfolio return follows a normal distribution, Jorion

summarises the portfolio VaR on day T as [85]:

V aRp = c× σp,T × P0 (6.5)

where c is the standard normal deviation under the confidence level α, σp is the standard

deviation of the portfolio return, P0 is the initial value of the portfolio and P0 = Rp,o =∑N
i=1WiRi,0.

Overall, there are several crucial factors including the daily volatilities of stock

prices’ returns, the correction coefficient, the time horizon T in the portfolio VaR.

Furthermore, we find that V aRT = V aRday ×
√
T under the assumption of the normal

distribution of the portfolio return or stock returns. However, we have to consider the

case that the assumption of normal distribution of returns or losses in cybersecurity is

reasonable or not. If not, how can we carry out the cyber VaR by the theory of portfolio

VaR? The following section will try to answer this question by an MVaR model.

6.3 MVaR model

This section presents a VaR model of cyber threats as MVaR. The MVaR model is

constructed by an analogy analysis with a portfolio VaR. It supposes each available

computer (laptop and desktop) of a company as a stock and the company as a portfolio

which consists of all these machines. The data values held on by the computers compose

the value of a company portfolio. As we know, the stock prices will fluctuate when

the financial risks occur. Likewise, the data value of a computer will change when it is

under cyber attacks.

The reason why we take a computer as the valued item in the MVaR model. First,

a machine is easy to assess its data value compared with an asset. The value of an

asset will vary differently for the different user. However, a computer is valued by its

user. The held data is evaluated as the value of a machine. Second, a machine is the

primary and direct target of a cyber attack, and the change of its value will reflect

upon mainly in the working time. That is, the staffs turn on the attacked computer

when they do the routine job. In this case, the loss occurs when a computer has been

successfully attacked during the working time. Third, the attack on a network often

occurs in the working time which finds in the last chapter. Compared with a stock, the

stock price will change during the market opening period when the share suffers from

some financial risks.

In the MVaR model, a firm is regarded as a portfolio. The company has intangible
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and tangible assets. In finance, the values of intangible and tangible assets are reflected

in the stock price of a company. However, the MVaR model does not consider the value

of intangible assets, and it only assess the losses of the data held on the computers which

are attacked by malware.

6.3.1 Model Assumptions

The assumptions of the MVaR model are as follows.

P : the portfolio value, here a company is regarded as a portfolio and P consists of only

the data values of the computers. Some constraints of P are presented:

1. Information stored on any computer throughout the company;

2. Computer: the available device to store the data in an organisation;

3. Intangibles of a company are out of the model consideration; The model

takes the concepts of a portfolio and stocks as an example to represent the

idea of P;

4. The market trade of the stolen information is also out of the model consid-

eration; A computer suffers from a loss with a successful malware attack;

5. The model only consider data leakages as the results of malware attacks,

not data corruption or tampering with data.

N : the number of computers in a company. We assume each staff only has one machine

when he works in the company.

T : time horizon. The loss of a company portfolio changes over T days.

t : any given day and 1 ≤ t ≤ T .

xi(t): the random variable of attack attempts to computer i on day t with xi(t) =

0, 1, 2, ...,∞. xi(t) is assumed to follow a Poisson distribution with parameter

λi(t) [141]. The probability of random variable xi(t) is [71]

p(xi(t)) =
λi(t)

xi(t)

xi(t)
e−λi(t) (6.6)

where λ > 0. The mean and variance of xi(t) are given by [71]

E(xi(t)) = λi(t), V (xi(t)) = λi(t). (6.7)

Hence, if x1 ∼ Po(λ1) on day t, and x2 ∼ Po(λ2) on day t, then x1 + x2 ∼
Po(λ1 + λ2) on day t.
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k : the type of malware attacks. In this model, we consider the Conficker attack.

ak: the successful rate of k, 0 ≤ ak ≤ 1.

mk: the mitigation rate of k and 0 ≤ mk ≤ 1; the value of mk can be obtained by some

standard such as IEEE 802.1x standard [141]; hence, the MVaR model supposes

ak = 1−mk.

lk: the fixed loss rate of cyber attack k and given by the assumption, and the concept

of lk is cited from the CyberVaR model [141] and 0 ≤ lk ≤ 1.

vi: the initial data value of a computer i. It depends on the stored information in the

computer i. In other words, each vi is determined by each unique computer user.

In the computers of different departments, it is reasonable to assume that they are

unlikely to store the same data. For instance, the stored data of human resource com-

puters will focus on the salary and performances of the whole company staff. However,

the computers of the marketing department will pay more attention to the client in-

formation. The data values held on computers have different weights in the company.

Once machines are attacked, the losses will be various. The model considers steal-

ing data as the attack results. The data corruption or tampering is out of the model

consideration.

li(t) : the daily loss caused by a computer i at a given day t such that

li(t) = xi(t)aklkvi (6.8)

Li(T ) : the total loss of computer i over T days and Li(T ) =
∑T

t=1 li(t)

LP : the total loss of the N-computer portfolio over T days and LP =
∑N

i=1 Li(T ).

On the basis of assumptions above, we posit a very simple case to illustrate the

MVaR model. There is only one computer which attacked by one attack type k in

a company portfolio. Suppose the fixed loss rate lk = 1% of the data value when a

machine is attacked successfully, the successful rate of attack k ak = 10% and the

original data value held on the computer is v1 = £1000. Now, we set on day 1, the

related probabilities of attack attempts x1 and the losses l1(1) = x1(1)aklkv1 are listed

in Table 6.2.

Hence, on day 1, the portfolio loss LP = l1(1) and VaR at the 95% confidence level
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Table 6.2: The one-computer example of MVaR where xs1(1) indicates the successful
number of attack attempts under the given ak, l1(1) is the attack loss caused by the
computer 1 on day 1 .

Only one computer in the company portfolio

parameters value1 value2 value3 value4 value5 value6 ...

p(x1(1)) 50% 25% 12% 8% 5% 0% ...
x1(1) 0 1 2 3 4 5 ...
xs1(1) 0 ak 2ak 3ak 4ak 5ak ...
l1(1) 0 aklkv1 2aklkv1 3aklkv1 4aklkv1 5aklkv1 ...

such that

p(LP < V aR1) = 95%

⇒ p(x1 <
V aR1

aklkv1
) = 95%

⇒ p(x1 ≥
V aR1

aklkv1
) = 5%

⇒ p(x1 = 4) = 5%

⇒ V aR1 = 4aklkv1 = 4× 10%× 1%× 1000 = £4

(6.9)

Therefore, for the one-computer portfolio, V aR1 = £4 means there is only 5% proba-

bility that the loss exceeds £4.

Let us consider a more complex example. There are only two machines in the

company and one type of attack k. Suppose the original computer values are v1 = 1000

and v2 = 2000, lk = 1% and ak = 10%, at T=1, all the corresponding factors are

showed are listed in Table 6.3.

Table 6.3: Two-computer example of MVaR

Only one computer in the company portfolio

parameters value1 value2 value3 value4 value5 value6 ...

p(x1(1)) 50% 25% 12% 8% 5% 0% ...
x1(1) 0 1 2 3 4 5 ...
xs1(1) 0 ak 2ak 3ak 4ak 5ak ...
l1(1) 0 aklkv1 2aklkv1 3aklkv1 4aklkv1 5aklkv1 ...
p(x2(1)) 50% 25% 20% 5% 0% 0% ...
l2(1) 0 aklkv2 2aklkv2 3aklkv2 4aklkv2 5aklkv2 ...

Hence, the portfolio loss on day 1 L2(1) = l1(1) + l2(1) = x1(1)aklkv1 +x2(1)aklkv2

As we assumed, the x1(1) ∼ Po(λ1(1)) and x2(1) ∼ Po(λ2(1)), then L2(1) ∼ Po(λ1(1)R1+

λ2(1)R2). That is, the total loss of a 2-computer portfolio LP over 1 day is equal to
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L2(1). Hence, at the 95% confidence level, p(LP < V aR2) = 95%, where LP ∼
Po(λ1(1)R1 + λ2(1)R2). We apply R-programme to computer V aR2.

Therefore, the total loss of a computer i over T days Li(T ) =
∑T

t=1 li(t) follows a

Possion distribution such that

Li(T ) ∼ Po(
T∑
t=1

λi(t)Ri) (6.10)

Hence, the total loss of a N-computer company portfolio over T days LP =
∑N

i=1 Li(T )

follows a Poisson distribution such that

LP ∼ Po(
N∑
i=1

T∑
t=1

λi(t)Ri) (6.11)

According to the additivity property of a Poisson distribution, LP is given by the

Poisson assumption of attack attempts. However, if the attack attempts follow another

distribution which hasn’t the additivity property, we have to find alternative way to

calculate the total loss LP of an N-computer portfolio over T days. In this case, when

the computer number N is large enough, then LP can be obtained by Central Limit

Theorem (CLT).

6.3.2 Central Limit Theorem for LP

The classical central limit theorem requires that the random variables are independent

identical distributed [25]. However, for a sequence of independent but not identical

distributed random variables, we can apply the Lindeberg CLT [106]. Suppose that

{Li(T ), Li(T ), ..., LN (T )} is a sequence of independent random variables with finite

mean E(Li(T )) = µi and finite positive variance V (Li(T )) = σ2
i < ∞ for i=1,2,...,N.

Let

Yi = Li(T )− µi

YN =
N∑
i=1

(Yi)

S2
N =

N∑
i=1

σ2
i

(6.12)

then the distribution of YN
SN

is approximately N(0,1) as N goes to infinity such that

YN
SN

condition−−−−−→ N(0, 1). (6.13)
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There are two classical conditions. One is Lindeberg condition [195]:

if every ε > 0,
1

S2
N

T∑
t=1

E(Y 2
NI|YN ≥ εSN )→ 0 as N →∞. (6.14)

Another one is Lyapunov condition [25]:

for some δ > 0, lim
N→∞

1

S2+δ
N

N∑
i=1

[
|Yi|2+δ

]
= 0. (6.15)

Thus, suppose the loss sequence L1, L2, ..., LN satisfies the Lindeberg/Lyapunov

CLT, then, at 95% confidence level then, N(-1.65) = 1-0.95=0.05,

p(
YN
SN

> 1.65) =
1

2π

∫ x=∞

x=1.65
e−

x2

2 dx = 0.05

⇒ p(
N∑
i=1

Li(T ) > 1.65SN +
N∑
i=1

µi) = 0.05

⇒MV aR0.95 = 1.65SN +

N∑
i=1

µi.

(6.16)

Therefore, suppose c is the constant and N(−c) = 1−α under the standard normal

distribution, then

MV aRα = c× SN +
N∑
i=1

µi (6.17)

6.3.3 MVaR model

The MVaR model can be expressed by two ways:

1. if xi(t) ∼ Po(λi(t)) and LP =
∑N

i=1

∑T
t=1 xi(t)Ri, then for a N-computer portfo-

lio, MV aRα = f(λ, α) where λ =
∑N

i=1

∑T
t=1 λi(t)Ri and where Ri = aklkvi.

2. if xi(t) follows a non-Poisson distribution, the T-day loss caused by a machine i

Li(T ) with finite mean µi and variance σ2
i , then MV aRα = c × SN +

∑N
i=1 µi

where SN =
√∑N

i=1 σ
2
i .

Nevertheless, Hogg et al. present that if a random variable X ∼ Po(λ) where λ

is sufficiently large, then X−λ√
λ
∼ N(0, 1) [71]. In this case, the first expression of the

MVaR model can be merged into the second expression. We describe the whole process

of the model by Figure 6.3.
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Figure 6.3: The process of the MVaR model

6.4 Simulation Process

This section will discuss the different cases of the MVaR model and show the related

simulation results. The Poisson distributions of the attack attempts are independent

and identically distributed (IID) or not.

1. Identical Case: xi(t) ∼ Po(λ), all attempts follow the same Poisson distribution

with parameter λ.

2. Non-Identical Case: xi(t) ∼ Po(λi(t)), each λi(t) is generated randomly and not

all the same.

For these two cases, the simulation process sets up the other constraints:

(a) k presents the Conficker attack;

(b) ak = 0.5 is cited from the CyberVaR model [141];

(c) lk = 0.1;

(d) T = 10;

(e) N = 1 to 100;

(f) vi is generated from a uniform distribution between £10000 and £50000.

Based these constraints, we start to implement the simulation process by ‘R’. There

are several reasons for using R. First, R is free software for everyone and available for

most systems like Mac and Windows. Second, R is “the world’s most popular language

for developing statistical software” [114]. Moreover, R is a programming language, and

many people contribute the great packages of analysis. These packages make statistical

analysis smoother and easier for users.
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6.4.1 Identical Case

For the identical case, we will simulate a value of λ and take it as the sample parameter

to all Possion distribution. That means in the identical case, the Poisson distributions

of Conficker attacks in every day and every machine are independent and identically

distributed. In such conditions the simulation process will run firstly a 2-computer com-

pany portfolio, and followed by a 100-machine example. The constant case generates

only one random variable λ such that xi(t) ∼ Po(λ). Hence, LP ∼ Po(λT
∑N

i=1Ri).

T <− 10

N <− 2

ak <− 0 .5

lk <− 0 .1

va lue c <− sample (10000 :50000 , N, replace=TRUE) ### v i

value c

[ 1 ] 26164 15762

R c <− value c ∗ ak ∗ l k ### R i

R c

[ 1 ] 1308 .2 788 .1

lambda c <− sample ( 1 : 1 0 , 1 , replace=TRUE) %>% rep (T∗N)

lambda c

[ 1 ] 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10

10

attack c <− sapply ( lambda c , function ( x ) rpois (1 , x ) ) %>%

matrix ( . ,N,T)

attack c ### x i ( t )

[ , 1 ] [ , 2 ] [ , 3 ] [ , 4 ] [ , 5 ] [ , 6 ] [ , 7 ] [ , 8 ] [ , 9 ] [ , 1 0 ]

[ 1 , ] 12 10 10 8 5 14 9 8 5 10

[ 2 , ] 10 11 12 6 15 7 8 12 13 6

l o s s c <− apply ( at tack c ∗ R c , 1 ,sum) ### L i (T)

l o s s c

[ 1 ] 119046.2 78810.0

lambda matrix c <− lambda c %>% matrix ( . ,N,T)

big lambda c <− R c %∗% lambda matrix c %>% sum

qpois ( 0 . 9 5 , b ig lambda c )

[ 1 ] 210383

sigma c <− sqrt ( b ig lambda c )

qnorm( 0 . 9 5 , b ig lambda c , sigma c )
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[ 1 ] 210383.1

The simulation results show if a generated λc = 10, two computer values v1 = 26164

and v2 = 15762, then the loss for computer 1 over 10 days is L1(10) = £119046.2 and

L2(10) = £78810.0. Hence, the total loss of the company portfolio over 10 days will

not exceed £210383 under 95% confidence level when two computers are attacked by

conficker malware. That is, MV aR0.95 = £210383.

If we keepN = 100, λ = 10, then the simulation results areMV aR0.95 = £14816375.

N = 100

lambda c = 10

. . . .

qpois ( 0 . 9 5 , b ig lambda c )

[ 1 ] 14816375

sigma c <− sqrt ( b ig lambda c )

qnorm( 0 . 9 5 , b ig lambda c , sigma c )

[ 1 ] 14816375

6.4.2 Non-Identical Case

In the non-identical case, the parameter λi(t) is a generated integer. Every computer

in every day will be attacked by a non-identical Poisson distribution. Likewise the

identical case, the simulation process starts with 2-computer portfolio in R as follows.

T <− 10

N <− 2

ak <− 0 .5

lk <− 0 .1

va lue <− sample (10000 :50000 , N, replace=TRUE) ### v i

value

[ 1 ] 21197 18576

R <− value ∗ ak ∗ l k ### R i

R

[ 1 ] 1059 .85 928 .80

lambda <− sapply ( runif (N∗T)∗10 , function ( x ) cei l ing ( x ) ) ## $\
lambda i ( t )$

lambda

[ 1 ] 5 9 8 9 4 10 1 9 2 7 3 6 5 10 7 8 3 7 1

6
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attack <− sapply ( lambda , function ( x ) rpois (1 , x ) ) %>% matrix ( . ,

N,T)

attack ### x i ( t )

[ , 1 ] [ , 2 ] [ , 3 ] [ , 4 ] [ , 5 ] [ , 6 ] [ , 7 ] [ , 8 ] [ , 9 ] [ , 1 0 ]

[ 1 , ] 8 11 4 0 2 5 3 9 2 0

[ 2 , ] 11 7 8 16 4 7 16 10 9 6

l o s s <− apply ( at tack ∗ R, 1 ,sum) ### L i (T)

l o s s

[ 1 ] 46633.4 87307.2

lambda matrix <− lambda %>% matrix ( . ,N,T)

big lambda <− R %∗% lambda matrix %>% sum

qpois ( 0 . 9 5 , b ig lambda )

[ 1 ] 117130

sigma <− sqrt ( b ig lambda )

qnorm( 0 . 9 5 , b ig lambda , sigma )

[ 1 ] 117128.5

The simulation result shows MV aR0.95 = £117130 and there is 95% probability that

the total loss will not exceed £117130 for a 2-computer company, which attacked by

Conficker malware. Moreover, we find the CLT results of the MVaR model are very

approximately to the Poisson case. Thus, the results of simulation verify that we can

use the CLT approach of the MVaR model to the Possion distribution. If we extend

the number of computers to 100, the simulation results are as follows.

T <− 10

N <− 100

ak <− 0 .5

lk <− 0 .1

va lue <− sample (10000 :50000 , N, replace=TRUE) ## v i

R <− value ∗ ak ∗ l k

lambda <− sapply ( runif (N∗T)∗10 , function ( x ) cei l ing ( x ) ) ## $\
lambda i ( t )$

attack <− sapply ( lambda , function ( x ) rpois (1 , x ) ) %>% matrix ( . ,

N,T) ## x i ( t )

l o s s <− apply ( at tack ∗ R, 1 ,sum) ## T−day Losses o f each

machine

lambda matrix <− lambda %>% matrix ( . ,N,T)
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big lambda <− R %∗% lambda matrix %>% sum

qpois ( 0 . 9 5 , b ig lambda ) # => 8488400

sigma <− sqrt ( b ig lambda )

qnorm( 0 . 9 5 , b ig lambda , sigma ) # => 8488400

Visibly, for a 100-computer portfolio, the Poisson and Normal expressions have the

same value MV aR0.95 = £8488400. We run the program above again and find that

two expressions of the MVaR model will obtain the same MVaR value when the number

of computers is large enough and at 95% confidence level. If we change the confidence

level from 95% to 99%, then implement the program, the results reveal that they still

keep the same values of MVaR.

Overall, the simulation processes of two cases illustrate that the Poisson and Normal

expressions will produce the similar, even same MVaR values at the same confidence

level like 95% or 99%. The number of computers will have a slight effect on the

simulation results. The larger number of machines will have a higher probability to

obtain the same MVaR value in both cases.

6.5 Model Limitations

The MVaR model tries to use the theory of portfolio VaR to assess the losses of stealing

data. Furthermore, the model operates the simulation to show some reasonable results

under the limited assumptions. However, we know the assumptions of the model still

imply certain limitations such as determination of data values on machines and the

other distribution of attack attempts. We will discuss these limitations in the following.

6.5.1 Data Value of Machine

The MVaR model does not provide the reasonable approaches to determine the data

values of machines. We suppose that the data values could be determined by the

computer users and run a simple simulation process, but not a mathematical model.

Nevertheless, the data partition of a company’s database and the malware cross infec-

tion on machines could affect the data values.

6.5.1.1 Data Partition

In the MVaR model, we assume that data values of machines could be assessed by

the computer users. However, if we take data partition of a company’s database into

account, data values could depend on the entitlements of accessing data of internal
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users (staff). Data consumers in a company will be allocated a registration account

to download the relevant documents to their computers. In this case, data consumers

will share a part of data due to their access entitlements of a company database. The

MVaR model did not consider two extreme cases of data partition when determining

data values.

• Case 1: each computer has distinct data. A company’s database could be par-

titioned into N parts and store in N machines. The loss occurs once the data

of a machine is stolen via malware attacks. Data values has no any correlation

among N machines for the data leakage of any computer. That is data leakage

of the first machine does not affect the data value of the second computer. For

example, for a staff from marketing sale department, if his computer is attacked

successfully via malware and the data of his clients is stolen, there is no effect for

the other computers’ data values. In this instance, the risks could decrease via

more dispersive machines.

• Case 2: every computer stores the same data. If a machine is attacked success-

fully and data is stolen, then the other computers will suffer the same losses which

will be vast. In other words, there is a perfect correlation among data values for

data leakage. The leakage of client data may cause the data useless and no value

for this part of data. The data value of each machine may minus the value of

leaked data.

In short, we have to discuss the applications and results of the MVaR model in these

two cases for further study. The study also could examine the relationship between

data partition and risk diversification.

6.5.1.2 Correlation Coefficient

In the financial market, the risks generally can be traded off by a portfolio. All share

prices in a portfolio will not go up or down at the same time due to the different

correlation coefficient. The correlation coefficient ρ(−1 < ρ < 1) in finance represents

the interaction relationship of the changes of stock prices. The MVaR expressions did

not think about the impact of correlation coefficient to data values. It is worth to note

the data value fluctuation when importing correlation coefficient in the model. We

have the following discussion about this factor.

We could suppose that the attacked machine may infect the other computers at a

certain probability named ρ. Figure 6.4 depicts ρ as the relationship among machines.

If the machines belong to the same department, then we may suppose they share the

same ρ.

113



6.5. Model Limitations 6. Malware VaR-at-Risk (MVaR)

Figure 6.4: Correlation Coefficient among computers

Furthermore, we describe the infecting factor between the computer as ρi,j . ρi,j is

an infection probability of malware from computer i to j. The MVaR model supposes

that a computer suffers a loss and reduces its data value when it is attacked successfully

by malware. We have the following discussions about the meaning of ρi,j if it is applied

at the MVaR model.

1. ρi,j = −1 shows a perfect negative correlation. Computer i fails to infect com-

puter j and computer j enhances its defence system. In this case, computer j will

remain its value vj .

2. −1 < ρi,j < 0 denotes the values of two machines go up or down in opposite

direction. At the same server, computer i attacked by malware will provide the

useful information to computer j to help defend against the same malware. The

value of computer i will go down named loss I, and no loss for computer j.

3. ρi,j = 0 suggests no relationship between two computers. Computer i is not

infected by computer j. Thus, vj is not affected by the attacks of computer i.

4. 0 < ρi,j < 1 means the values of two machines go up or down in the same

direction. Computer i is infected by a malware attack, then computer j has the

probability ρi,j to be infected by computer i. In this case, ρi,j will lead to the

loss of vj .

5. ρi,j = 1 shows a perfect positive correlation (rare in the share market, but may

usual in cybersecurity). That means the computer i 100% infects the computer

j and leads to the values of two computers go down. In this instance, we could

measure the losses of two machines once the computer i is attacked successfully.
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All the discussions above about ρ have to be verified by the further study. Overall,

for a new MVaR mdoel, it is an interesting challenge to import ρ into the model

expressions. The involvement of ρ could make more sense to the explanation of reducing

the risks via the portfolio VaR theory.

6.5.2 Probability Distribution of Malware Attacks

The model supposes the malware attacks follow a Poisson distribution with a parameter

λ, although we discuss the identical and non-identical cases of the parameter λ. The

model did not consider the possibility of the other distributions like a power law.

We prove that the existence of a power law distribution for some malware attacks

and show in appendix D. However, due to the nature of a power law distribution, we

could not apply the results in the model. The power distribution could not provide the

sequential attack attempts for assessing the loss. For example, for the dataset of the

first day, the top 3 attack attempts on a day in a power law distribution are 2, 1 and

3. That is 2 is the most frequently attacked times. For the dataset of the second day,

the top 3 attack attempts in a power law distribution are 0, 2 and 1. In this instance,

we could not fold the dataset to calculate the MVaR value, and could not state that

at 95% confidence level, the attack attempts and the corresponding total loss will not

exceed over a specific number.

Thus, although we examine some datasets of attack attempts which follow a power

law distribution, we still apply the assumption of a Poisson distribution rather than a

power law in the MVaR model.

6.6 Summary

The most important reason for applying the concept of the financial VaR to cybersecu-

rity is a cyber VaR model provides a monetary figure which is easy to understand the

consequences of cyber attacks for the managers or leaders of a company. For instance,

the worst losses it will cause the single cyber threat. Based on the losses, the managers

or leaders can decide whether increasing the security investment such as buying a new

cyber insurance or improving the defence systems.

The CyberVaR model [141] pays more attention to analyse the VaR from the tradi-

tional cyber security standpoint of Dynamic Bayesian Networks and attack trees. The

MVaR model prefers to discuss the VaR from a portfolio standpoint, which assumes a

computer as a stock and a company as a portfolio. However, the common issue of two

cybersecurity VaR models is applying the Monte-Carlo simulation method to carry out

the VaR on the lack of historical data. Typically, it is hard to assess the loss of cyber
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attacks on a company or an organisation.

The MVaR model provides a new idea to measure the losses and make it more

countable in the real scenario, although it still has its limitations under the limited

assumptions. In practice, a computer is a direct target for the cyber attacks, and it

is feasible to value the data in a network. But in the MVaR model, we only simply

assume that data values could be determined by users, and simulated them by a uniform

distribution. The impacts of data partition and correlation coefficient to data values

are not the application in the current MVaR model. The influence is worth noting in

the further study of the model. Furthermore, determining the data values of computers

allows us to arrange the defence source in a more suitable strategy. For instance, the

machines of finance department will focus on the payment login more frequently than

the other units. Thus, we may allocate more ID defence sources or strength the ID

anti-phishing system to the computers of this department.

The further benefit of the MVaR model is to provide a more clear concept of what

kinds of historical data is valuable to collect for assessing the cyber threats. For a

computer in a company it is easier to observe the number of attacks x on a day or 10

days. The observed data is helpful to evaluate the worst loss of specific attack type to

a company. The third advantage is feasible to apply the method when the distribution

of attack attempts changes. For instance, if the distribution of attack attempts is not a

Poisson, we still can use the MVaR model to assess the worst loss of a company portfolio

by the CLT. However, the power law distribution is out of the model consideration due

to its nature. The power distribution could not provide the sequential attack attempts

for assessing the loss in the MVaR model. Therefore, the MVaR model still applies the

assumption of a Poisson distribution rather than a power law distribution.

The MVaR model is based on data leakage. If we concern about an attacker tam-

pering with data then the model will be different. Because the attacker might only

need to tamper with data on a single computer succeed in his attack. For example,

the company under attack might release a faulty/buggy application which could lead

to financial loss; or the bug might allow the attacker to gain access to data at a later

date. But either way, we might need to think carefully about a new model. Overall,

studying the methods of solving the limitations is essential to improve the availability

of the model in a real scenario.
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Chapter 7

Conclusion

Information security is a vital topic in the current information age. Many theories

and approaches are applied to secure information for individuals and organisations. To

the best of our knowledge, they are two directions for these methods: first, avoiding

the information security risks by access control or other ID-based technologies; second,

assessing and managing the risks by some frameworks of related standards. This thesis

pays attention to the second aspect. Information security management standards are

essential to information security. As we know, it is challenging for any cryptographic

technology or IT product to guarantee 100% security of the information. However,

the standards enable a provision of a complete framework for securing the data at an

appropriate level. Furthermore, most of these rules are internationally accepted and

beneficial for organisations to apply for their products. The thesis primarily discusses

the evolutions of ISO 27000 family and Common Criteria (CC). ISO 27000 family are

well-known international standards for managing information security risks. CC is used

to evaluate the risks of IT products. These guidelines are helpful for organisations to

obtain global certification on their information systems. Nevertheless, today’s stan-

dards are based on ideas going back to the 70s and are difficult to apply to things like

cloud and BYOD. Moreover, the scopes of these standards are too generic and not

unified due to the nature of institutions in different countries.

This thesis further discusses the standards for information security risk assessment

(ISRA). ISRA is the core part of the whole process of information security management.

Risk assessment is applied in many industries and subjects including finance, power

system and public health. Risk assessment in information security has a particular

role in most industries. In practice, enterprises cannot exist without information in the

information age. That means they have to keep the information safety. ISRA provides

a complete framework to identify information security risks and implement the security
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controls by related standards.

We examine four commonly and widely used ISRA standards: OCTAVE, FAIR,

ISO 27005 and NIST SP800-30. ISRA has a different process in these four frameworks.

Thus, we compare and discuss their contents, advantages and disadvantages. They are

useful to guide the organisations from different emphasises. For example, FAIR pays

more attention to the calculation methods of risk analysis, while ISO 27005 prefers

to provide a complete framework for risk assessment. The ISO 27005 framework is

prevalent in the world because it is easy to follow with explicit definitions such as

information security risks, risk analysis and risk evaluation. Another favourite reason

is that ISO 27005 has the support of the ISO 27000 family.

However, the first drawback for these ISRA guidelines is that they are difficult to run

in shorter or daily ISRA. Their assessment processes cost a lot of time for organising

experts’ interviews and questionnaires. The second flaw in most ISRA standards is

that they are too generic to all information security risks. Therefore, this thesis tries

to solve this problem by the application of a financial risk model to a particular type

of information security risks such as cyber threats.

The classical financial risk model named value-at-risk (VaR) and was first applied at

ISRA in 2001 by Jaisingh and Rees [80] and improved to a complete model CyberVaR

by Raugas et al. in 2013 [141]. The CyberVaR model analyses the cyber threats by

the theory of Dynamic Bayesian Network (DBN). However, this model can’t be used

to compare different companies due to varying values of the same asset. For example,

personal information may have higher sensitivity for a bank and consequently assigned

a higher value compared with that of, perhaps, a supermarket. Based on this reason,

we propose another improved ISRA VaR model called MVaR. MVaR starts the analysis

from the standpoint of the portfolio VaR theory. The portfolio VaR is constructed from

a combination of the risks of underlying securities [85].

From the time patter analysis of malware by circular statistics, we find that the

attacks of malware are active during the day working time but becomes quiet during

the night. This finding makes sense to the human behaviour. The successful attacks

will result in the loss of the direct target like computers. That means the data losses

of computers will fluctuate with the malware attacks. Likewise, the financial risks

will affect the stock prices. Thus, the machines and the data held on them are the

underlying securities and a company consisting of all computers is the portfolio in the

MVaR model. Overall, the MVaR model assesses the worst case loss of computers in a

company portfolio due to the risk of malware.
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7.1 Main Contributions

The thesis makes three contributions as follows: a systematic review of ISRA, a time

pattern analysis of malware by circular analysis and an improved ISRA VaR model

named MVaR.

By the method of systematic review, we examine the existing research papers of

ISRA and provides a classification framework to position current study directions be-

tween 2004 and 2014. The frame shows the study focus on each process of ISRA. For

example, current approaches to risk identification are hard to deal with asset leakage,

user-created assets and critical knowledge well [155]. The comparisons of risk analysis

methods primarily pay attention on the quantitative and qualitative method, and their

benefits and drawbacks. These methods are discussed and improved to obtain more

objective risk scores. In practice, fuzzy theory is a widely used method to reduce the

subjectivity of the estimates. In a word, the systematic review presents an unbiased

view of current research activities to study ISRA.

Despite existing all kinds of malware studies, it is the first time to apply circular

statistics to analyse the incidents of malware infections. Our analysis provides a vi-

sual overview of the time patterns’ variation, indicating when attacks are most likely.

Moreover, results reveal that the total number of malware attacks influence the time

patterns. For example, machines subject to vast attacks show bimodality in the daily

variation, while they subject to comparatively few attacks will exhibit multimodal-

ity. All the findings of the analysis assist decision makers in cybersecurity to allocate

resources or estimate the cost of system monitoring during high-risk periods.

The MVaR model is built on the systematic review of ISRA and the time patterns

analysis of malware detection. It assesses the risk levels of malware attacks from the

standpoint of the portfolio VaR theory. The most important reason for applying the

concept of financial VaR to ISRA is that the ISRA VaR model provides a monetary

figure which makes it easier for managers to understand the consequences of cyber

attacks. Thus, managers have a basis for making decisions whether to increase their

security investments such as buying cyber insurance or improving the defence systems.

7.2 Future Works

The MVaR model tries to use the theory of portfolio VaR to assess the worst losses of

stealing data via malware. It operates the simulation to show some reasonable results

under the limited assumptions. However, the assumptions of the model still imply

certain limitations such as determination of data values on machines and the other
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distribution of attack attempts.

The MVaR model does not provide the reasonable approaches to determine the

data values of machines. The model assumes that data values could be determined by

the computer users, and runs a simple simulation process rather than a mathematical

model. Nevertheless, the data partition of a company’s database and the malware cross

infection on machines could affect the data values. Thus, it is worth considering a more

scientific method to assess the value of vi. A possible approach is that we separate the

data value of a machine into department data value. If machine stores or accesses to

the related department data, then the associated department value will be added to vi.

For instance, a machine i only store the information of human resource and marketing

departments, then vi is the sum of these two department values. But beyond that,

the future study could concern the impact of correlation coefficient to data values.

The involvement of data partition and correlation coefficient of machine infection may

make more sense to the explanation of reducing the risks via the portfolio VaR theory.

Overall, studying the methods of solving the limitations is essential to improve the

availability of the model in the future study.

Having discussed the independence case of malware attacks to each machine in the

MVaR model, it is worth noting the dependent condition to some networks. At a

conditional constraint, the MVaR maybe possible to be carried out by the dependent

Central Limit Theorems [115]. Additionally, more types of malware might be interested

in examining in this model. We only apply the Conficker attack rate as a case study

in the simulation process. We could study differences for the model application in

different malware types such as Tinba.

The MVaR model is based on data leakage. If we concern about an attacker tam-

pering with or corrupting data, then the model will be different. The attacker might

only need to tamper with data on a single computer and succeed in his attack. For

example, the company under attack might release a faulty/buggy application which

could lead to financial loss; or the bug might allow the attacker to gain access to data

at a later date. But either way, we might need to think carefully about a new model.

Overall, studying the methods of solving the limitations is essential to improve the

availability of the model in a real scenario.

VaR as a classical financial risk model, VaR has itself limitations such as lacking

the feature of sub-additivity of a coherent risk measure 1 [85]. Therefore, we could

discuss the application of another financial risk model named Expected Shortfall (ES)

to assess cyber threats.

1Appendix C introduces a coherent risk measure and Expected Shortfall
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Appendix A

Programming for circular

statistics

A.1 R programme of Dataset extraction

data <− f r ead ( ”/Users/pxai013/Desktop/ lp/data . txt ” )

mw <− as . data . frame (data )

top10 <− sort ( table (mw$Country ) , d e c r ea s ing = T) [ 1 : 3 ]

mw 10 <− mw[mw$Country %in% names( top10 ) , ]

mw 10 <− mw 10 [mw 10$Domain != ”D?” , ]

f r e q <− aggregate ( IP ˜ Country+Domain , data= mw 10 , length )

so r t ed <− f r e q %>%

arrange ( Country , −IP ) %>%

group by( Country ) %>%

mutate (rank=row number ( ) ) %>%

. [ . $rank<=2, ! colnames ( . ) %in% c ( ”IP” , ” rank” ) ]

mw 10 <− merge(mw 10 , sorted ,by=c ( ”Country” , ”Domain” ) )

mw 10 <− mw 10 [ grep ( ” s ” , mw 10$Diagnos t i c ) , ]

mw 10$date <− as . POSIXlt ( as . numeric (mw 10$time ) , o r i g i n = ”

1970−01−01” , tz=”GMT” )

mw 10 <− mw 10 [mw 10$date >= ”2016−08−07” & mw 10$date <= ”

2016−08−23” , ]

138



summary number <− aggregate ( IP ˜ Country+Domain , data= mw 10 ,

length ) %>% as . data . frame

mw 10<− mw 1 0 [ , ! colnames (mw 10) %in% c ( ” State ” , ” Subflow ” , ” f low

” ) ]

uu<−mw 10$Diagnos t i c %>% s t r sp l i t f i x e d ( . , ” ” ,5 )

mw 10$botnet <− uu [ , 4 ]

botnet summary <− aggregate ( IP ˜ Country+Domain+botnet , data=

mw 10 , length ) %>%

arrange ( Country , Domain , −IP ) %>%

group by( Country , Domain) %>%

mutate (rank=row number ( ) ) %>%

. [ . $rank<=3, ! colnames ( . ) %in% c ( ”IP” , ” rank” ) ]

#w r i t e . csv ( b o t n e t summary ,” summary . csv ”)

mw 10 <− merge(mw 10 , botnet summary,by=c ( ”Country” , ”Domain” , ”

botnet ” ) )

mw 10$dd <− s t r sub (mw 10$date , −11, −10) %>% as . numeric

mw 10$hh <− s t r sub (mw 10$date , −8, −7) %>% as . numeric

mw 10$mm<− s t r sub (mw 10$date , −5, −4) %>% as . numeric

mw 10$ s s <− s t r sub (mw 10$date , −2, −1) %>% as . numeric

mw 10$new time <− mw 10$hh + (mw 10$mm/60)

#w r i t e . csv (mw 10 ,”mw 10. csv ”)

mw 10 <− mw 10 [mw 10$dd <= 2 1 , ]

mw 10 <− mw 10 [mw 10$dd >= 7 , ]

country name <− mw 10$Country %>% unique %>% as . data . frame

names( country name) <− ” country ”

for ( i in 1 :nrow( country name) ) {
cou <− country name [ i , 1 ]

subdata <− mw 10 [mw 10$Country == cou , ]

write . csv ( subdata , paste ( cou , ” . csv ” , sep=”” ) )

}
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A.2 Poisson Test via Matlab

function [ pvals , ch i 2 s ta t , lambdas , t o t a l s , d f ]= po i t e s tmat lab ( x )

[M,N]= s ize ( x ) ;

pva l s=zeros (N, 1 ) ;

df=pva l s ;

c h i 2 s t a t=pva l s ;

lambdas=mean( x ) ;

%t o t a l s=sum( x ) ;

t o t a l s=M∗ones (N, 1 ) ;

for n=1:N

t a b l e=tabu la t e ( x ( : , n ) ) ;

obs =(0: t a b l e (end , 1 ) ) ’ ;

counts=zeros ( s ize ( obs ) ) ;

counts ( t a b l e ( : , 1 ) +1)=t a b l e ( : , 2 ) ;

e f s=p o i s s p d f ( obs , lambdas (n) )∗ t o t a l s (n) ;

MaxN=length ( e f s ) ;

%i d x=f i n d ( e f s <5) ;

%i f ˜ i sempty ( i d x ) ,

%d i s r e g a r d low counts in the head o f the l i s t

% i f i d x (1)==1, i d x (1) = [ ] ; end ;

% i f ˜ i sempty ( i d x ) ,

%e f s ( i d x ( end ) )=t o t a l s (n)∗(1− p o i s s c d f ( i d x ( end )−2,

lambdas (n) ) ) ;

%e f s ( ( i d x ( end )+1) : end ) = [ ] ;

%counts ( i d x ( end ) )=sum( counts ( i d x ( end ) : end ) ) ;

%counts ( ( i d x ( end )+1) : end ) = [ ] ;

e f s (MaxN)=t o t a l s (n)∗(1− p o i s s c d f (MaxN−2, lambdas (n) ) )

;

%e f s ( ( i d x ( end )+1) : end ) = [ ] ;

%counts ( i d x ( end ) )=sum( counts ( i d x ( end ) : end ) ) ;

%counts ( ( i d x ( end )+1) : end ) = [ ] ;

df (n)=MaxN−2;

c h i 2 s t a t (n)=sum( ( ( counts−e f s ) . ˆ 2 ) . / e f s ) ;
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pva l s (n)=1−c h i 2 c d f ( c h i 2 s t a t (n) , df (n) ) ;

end ;

end

A.3 Helix plots via Matlab

t = linspace (0 ,14∗pi , 7∗24) ;

x = 20∗ t ; y = cos ( t ) ; z = sin ( t ) ;

%# p l o t 3D l i n e

plot3 (x , y , z )

axis t i ght , grid on , view (35 ,40)

cc = [ cn 7days1 ]

h = surface ( [ x ( : ) , x ( : ) ] , [ y ( : ) , y ( : ) ] , [ z ( : ) , z ( : ) ] , . . .

[ cc ( : ) , cc ( : ) ] , ’ EdgeColor ’ , ’ f l a t ’ , ’ FaceColor ’ , ’ none ’ ) ;

colormap ( gray ( numel ( t ) ) )

colorbar
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Appendix B

Data Management and ISRA

This chapter describes the structure of data management as data collection, data anal-

ysis and data verification. Each part of data management respectively corresponds to

the process of ISRA as Figure B.1. For instance, data collection corresponds to risk

identification. The selection of data depends on the identified risks. Realistically, we

can not identify all the risks due to the human resources and time. Thus, we need to

assess the most critical risks. Data analysis could determine the risk levels and may

provide the risk scores by collected data. Data Verification checks the risk scores that

whether they are unusual by the nature of system and risk criteria.

Figure B.1: Process of Data Management

B.1 Data Collection

Data collection is not only the first step of ISRA but also the most critical part of

identifying risks. It most likely decides the success of the other stages of ISRA [166].

Furthermore, we can improve the accuracy and efficiency of data collection by identify-

ing the risks from a business practice perspective [166]. Figure B.2 demonstrates that

the first step of data collection is to interview the sponsors for achieving the assessment

goals. According to the targets, we conduct the project team of implementing ISRA.
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Information Security Officer, SSA (Senior Security Analyst) and JSA (Junior Security

Analyst) are the crucial members of such team [166]. The second step is to identify the

information security risks by some structure techniques such as AHP (analytic hierar-

chy process). AHP can obtain more correct data by decomposing the complex problems

into several sub-questions and analyse these sub-questions independently [190].

Figure B.2: Process of Data Collection

B.2 Data Analysis

Data analysis will obtain the likelihood and impact of the collected data. In a practical

application, organisations apply the simple formulas to calculate the risk levels. But

these simple equations can not present more accurate results due to the subjectivity

of data or biased sampling. Specific models are introduced into the organisations

to mitigate the subjectivity or biased estimator. For instance, researchers apply the

fuzzy theory to determine the risk levels and incorporate uncertainties [144]. In the

practical ISRA, most methods of risk analysis just stay on the academic level, other

than real applications in organisations. Therefore, we have to find a bridge to connect

the theoretical, analytical methods and the practical use of the data analysis. Talabis

and Martin state that likelihood can be easily achieved by exposure, frequency and
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reverse control [166]. In fact, the impact of risks is determined by taking the maximum

values of confidentiality, integrity and availability. Hence, the risk scores are equal to

likelihood times impact.

B.3 Data Verification

For the phase of data verification, we check the risk scores of different information

systems whether they have outliers. If there are outliers, we could examine the reasons

why the outliers appear and whether they are reasonable. If they are not rational, we

have to track back to the original database and find out the reasons. For instance, the

wrong typed data in the worksheets. In this case, we just merely retype the right data.

Secondly, the assessors assess threats or vulnerabilities inaccurately.

B.4 An Automated Method of Data Management

We have introduced some existing automated tools of standards in Figure 2.8 and Fig-

ure 2.9. However, these tools have not considered the attributes of organisations such

as IT, finance and education. Generally speaking, different characteristics have differ-

ent types of assets, threats and vulnerabilities. Thus, we suggest designing a system

which takes organisation attributes into account. Considering all types of organisations

is unlikely. In the circumstances, the first step could be the approach of choosing the

types of companies in such system. The second phase is to determine the contents of

the system. In future research, the detailed structure of an automated system pre-

sented in Figure B.3, could contain the pull-down menus of organisation types, sizes,

the categories of input data, the selections of risk analysis methods, the formats of data

output, the criteria of data verification and an ISRA report.

Figure B.3: Data management systems for a practical ISRA

A requirement for the system is to update the risks quickly and frequently. Ad-

ditionally, it is necessary to have a questionnaire to investigate the feasibility of the
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system such as the price and the target enterprises. It is also possible to require the

system to alter the wrong risk scores easily. For instance, once wrong typing or inac-

curate assessment of a particular threat-vulnerability matrix, the system managers can

modify the responding data, and amend the related risk scores by the correct data. We

have to alter all associated worksheets one by one and recalculate all data.

In a real scenario, many companies use worksheets or spreadsheets as the data

containers of ISRA. These sheets can temporarily satisfy only once per ISRA. But it is

not convenient to compare with the previous ISRA results or the data of another same

type of organisations. The data in these spreadsheets may be different classification,

if we want to compare the ISRA data of different years or various organisations, we

have to spend more time to sort out the data and obtain the results. Additionally, it

is difficult to monitor the changes in new risks.

All the discussions mentioned above about a new automated tool or method of

ISRA imply that this is a possible direction in the future research, although we do not

further study this issue in this thesis. A new tool needs to invest more resource in the

system construction such as a well-structured IT team.
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Appendix C

Expected Shortfall

To overcome the limitations of VaR, in 1997, Artzner et al. proposed the concept of

expected shortfall (ES) as another risk measure model [14]. ES is “the conditional

expectation of loss for losses beyond the VaR level” [189]. ES considers the problem of

“tail risk” of loss distribution and satisfies the property of sub-additive of a coherent

risk measure [189].

C.1 Expected Shortfall

This section will make a brief introduction about the definition and features of Expected

Shortfall. We also discuss the advantages and disadvantages between ES and VaR.

Definition 2.2 (Expected Shortfall): Given X ∈ L is the portfolio return with

loss function L and the confidence level α ∈ (0, 1), expected shortfall is the expectation

loss which L exceeds VaR [116]:

ESα(L) = E[L|L ≥ V aRα(X)].

The mathematical definition depicts that ES considers the loss of a threat event as

a distribution, preferably is a numerical expression in the calculation formula. The tail

risk has no role in VaR and ES if the loss distribution is normal [188]. Otherwise, VaR

is affected by the tail risk due to the underlying the asset prices in finance [188]. In the

financial risk assessment, Yamai and Yoshiba present that ES “is a better risk measure

than VaR regarding tail risk” [189]. McNeil [116] shows the difference between VaR

and ES in Figure C.1.
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Figure C.1: The diagram of VaR and ES [116] . A vertical line denotes a loss distribu-
tion with 95% VaR; a dotted line denotes the mean loss E(L); a dashed line denotes a
loss distribution with 95% ES.

However, when the underlying distribution is fat-tailed, the estimation errors of ES

are much higher than those of VaR. To reduce estimation error, sometimes it is essen-

tial to increase the sample size of the simulation. That means ES is most costly when

it most needs to be free from tail risk under the fat-tailed distribution [189]. These

findings imply that the use of a single risk measure should not dominate financial risk

management. Each risk measure offers its advantages and disadvantages. Comple-

menting VaR with ES represents an efficient way to provide more comprehensive risk

monitoring [189].

C.2 Coherent Risk Measure

This section will introduce the concept of coherent risk measure. According to Artzner

et al., a coherent risk measure should satisfy “the four axioms of translation invariance,

subadditivity, positive homogeneity, and monotonicity” [15]. They also claim that any

reasonable risk measure, which can manage risks effectively, should satisfy these four
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properties of a coherent risk measure [14]. We describe the four axioms as follows [15]:

• Translation invariance: X ∈ S, a ∈ R =⇒ ρ(X ± a) = ρ(X)± a;

This axiom means that any risk X belonging to the set of all risk S, for any given

real number a, the value of ρ(X + a) just merely increases by a to the initial

amount of ρ(X).

• Positive homogeneity: b ≥ 0, X ∈ S =⇒ ρ(bX) = bρ(X); under the information

security circumstance, b can be considered as the weight of an individual risk;

• Monotonicity: X,Y ∈ S with Y ≥ X =⇒ ρ(Y ) ≤ ρ(X);

• Sub-additivity: X,Y ∈ S, X + Y ∈ S =⇒ ρ(X + Y ) ≤ ρ(X) + ρ(Y ), This

property implies that “a merger does not create extra risk [15].” When counting

the merger risks of (X+Y) by a risk measure ρ and ρ is subadditive; then we can

obtain a feasible guarantee that the risk of (X+Y) does not exceed the sum risks

of ρ(X) + ρ(Y ) [15].

where ρ is a risk measure; X or Y is a random variable denoted a risk; S is the set of

all risks; a is a real number; R is the set of all real numbers.

Jorion illustrates that VaR has itself limitations such as lacking the feature of

sub-additivity of a coherent risk measure [85]. McNeil et al. suggest that requiring

sub-additivity may lead to some harmful side effects for VaR [116]. On the one hand,

the risks are hard to be decentralised via VaR. Because it is not sure that aggregating

the values of VaRs of different individual risk will obtain a boundary value for the

total risks [116]. On the other hand, the VaR of combined portfolios in financial risk

assessment may not be produced using summing the VaRs of individual portfolios.

Artzner et al. mention that VaR neglects the losses beyond the VaR level called the

problem of “tail risk” [15].

Although VaR has its limitations when applied in measuring information security

risks, VaR still has an excellent theoretical basis compared with most of the qualitative

methods of ISRA [80]. Moreover, VaR is a useful quantitative tool for assessing risks

for an information security expert [80]. Hence, VaR is still adopted to evaluate the

cyber threats of information security and denoted a new model called CyberVaR [141].
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Appendix D

Power Law Test of Conficker

Datasets

Lai presents that “power law distribution are usually used to model data whose fre-

quency fof an event varies a power of some attribute of that event” [97]. Goldstein et

al. in 2004 stated that a power-law distribution existed in many situations such as “the

world wide web, metabolic networks, and internet router connections [64]. However,

it can be wrong that these phenomena often fit to a power-law distribution by some

“simple graphical methods [64]. In this case, they try to solve this problem by using

a “KS-type goodness-of-fit test for the power-law distribution hypothesis [97]. Clauset

et al. propose a method combining maximum-likelihood estimated and Kolmogorov-

Smirnov (KS) goodness-of-fit tests to quantify the empirical data on the behaviour of

a power-law distribution [38]. Therefore, this section will introduce mathematical def-

initions of a discrete power-law distribution and the KS goodness-of-fit tests, followed

by fitting the power-law distribution to the datasets.

D.1 Power Law Definition

Definition D.1.1. Clauset et al. [38] define the discrete power-law distribution over

an integer variable x by

p(x) =
x−α

ζ(α, xmin)
= Cx−α (D.1)

Where

• x is observed data and a positive integer (e.g. number of links per network node

[64]);

• α is the power-law exponent;
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• p(x)is the probability of the observed value x;

• ζ(α,xmin) =
∑n=0
∞ (n + xmin)−α is the generalized zeta function, and is the num-

ber of xi with i=1,2,...,n;

• C = 1
ζ(α,xmin) and C is the normalization constants;

• observed data are independent. The assumption of independent data is required

in later KS goodness-of-fit test for the power-law hypothesis.

Definition D.1.2. Log-likelihood function is given by [38]:

L = ln

n∏
i=1

x−αi
ζ(α, xmin)

= −n ln ζ(α, xmin)− α
n∑
i=1

lnxi. (D.2)

Setting ∂L
∂α = 0, then

−n
ζ(α, xmin)

∂

∂α
ζ(α, xmin)−

n∑
i=1

lnxi = 0. (D.3)

where xi, i=1,...,n. Thus, the MLE α̂ for the scaling parameter is the solution of

ζ ′(α̂, xmin)

ζ(α̂, xmin)
= − 1

n

n∑
i=1

lnxi (D.4)

Finally, when xmin ≥ 6, then α̂ is estimated by the following equation

α̂ ' 1 + n[

n∑
i=1

ln
xi

xmin − 1
2

]−1 (D.5)

In fact, the MLE can provide more accurate and robust estimates for fitting to the

power law distribution [64].

D.2 Hypothesis Test

In this section, we test whether the selected Conficker datasets follow a power law

distribution. Gillespie introduces two methods to do the test including a bootstrap

function and the model comparison between a power-law and another model [62].

D.2.1 Bootstrap function

Gillespie states that fitting a power-law distribution is feasible for “any dataset” [62].

The null hypothesis test is that the observed data follows a power law distribution.

150



Clauset et al. propose that a bootstrapping program is an appropriate approach of

goodness-of-fit test for testing this hypothesis [38]. A p-value is used to quantify the

“plausibility of the hypothesis” [124], and if the p-value is greater than the given

significance level, then we have no evidence again the power-law hypothesis. Goldstein

et al. state that good-of-fit test is a quantitative measure to access “how well data

approximates a power-law distribution and this quantitative measure can identify some

possible events which may have the feature of power-law distribution” [64].

In the test, there is a uncertainty problem when estimating some parameters. Gille-

spie illustrates that the bootstrap function in the R “poweRlaw” package could deal

with the problem of parameter uncertainty [62]. Furthermore, the bootstrap function

also is used to “any distribution object” [62]. Lai states that the KS test is used to see

whether the observed data are from the same power-law distribution with the generated

data which have the estimated parameters α and xmin [97].

Definition D.2.1. Clauset et al. state that KS statistic D is to calculate “the maximum

distance between the CDFs of the data and the fitted model” [38]:

D = max
x≥xmin

|S(x)− P (x)|, (D.6)

Where

S(x) is the CDF of the observed data with value at least xmin;

P (x) is the CDF of the power-law model that best fits the data in the region x ≥ xmin;

Data are independent, if data are dependent, there is a lower rejection rate for the KS

test than expected;

ˆxmin is the value of ximin that minimizes D.

In the KS test, we can decide whether the observations follow the power-law dis-

tribution under the given significance level by p-value. That means if the p-value is

greater than the significance level, we have the no evidence against the power-law hy-

pothesis. The KS test is implemented by R “poweRlaw” package [60]. The details of

bootstrapping program are based on the theory of Clauset et al. [38] and showed in

Figure D.1.
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Figure D.1: Bootstrapping program of the power-law hypothesis [61]

The null hypothesis is:

• H0: dataset follows a power-law distribution.

In this case, if the result shows p-value > 0.05 (significance level), we have no

evidence against the power-law hypothesis H0. However, it is worth to note that

obtaining a large p-value does not mean that it is definitely correct for fitting a power-

law distribution to the data. Clauset et al. illustrate that maybe another model fits to

the data better “over the range of x observed” [38]. Furthermore, we have to pay more

attends when you sample sizes n is small but with large p-values [38].

D.2.2 Model Comparison

The ami of model comparison is to find out which distribution can fit to the data

better between a power-law distribution and the alternative one [38]. Clauset et al.

demonstrate that the power-law distribution is normally tested in the goodness-of-fit

test. When passing the test, it is possible to think about whether there is a alternative

distribution may fit to the data better than the power-law model [38]. Clauset et al.

further suggest that the likelihood ratio test is better than the KS test in the model

comparison [38] due to the easy implement. They illustrate the likelihood ration test

is to computer the likelihood of the data under two competing distributions. The one

with the higher likelihood is then the better fit [38]. The mathematical definition of

likelihood ratio tests is given by [38]:

Definition D.2.2. Likelihood Ratio Tests: p1(x) and p2(x) present the PDFs of two
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distributions and the respective likelihoods for a given data set are

L1 =
n∏
i=1

p1(xi), L2 =
n∏
i=1

p2(xi), (D.7)

and the likelihood ratio is

R =
L1

L2
=

n∏
i−1

p1(xi)

p2(xi)
(D.8)

Change R to the log-likelihood ratio R is

R =
n∑
i=1

[ln p1(xi)− ln p2(xi)] =
n∑
i=1

[l
(1)
i − l

(2)
i ] (D.9)

where l
(j)
i = ln pj(xi) are the log-likelihood for xi within distribution j.

In the “poweRlaw” package for the model comparison, it uses the log-likelihood ratio

R as the Vuong’s test statistic [62]. The positive or negative results of the equation

D.9 indicate which distribution is better fit [38]. However, this is not definitely correct

due to the subjectivity of log-likelihood ratio [38].

The second method is to test the data between a power law distribution and the

other distribution. Gillespie presents that this approach applies the likelihood ratio

test under the same minimum x-value [61]. The assumed null hypothesis is [60]:

• H0: Two tested distributions can not fit the true distribution .

D.3 Process with R language

As we mentioned above, there are two methods for testing the power-law hypothesis.

Thus, Gillespie also provides two types of R program via “poweRlaw” package to cal-

culate the p-value. This subsection will describe the steps how to fit a discrete power

law to the observed data by R “poweRlaw” package provided [62]. The first type of

programming details are shown in Figure D.2:

The program “mplsetXmin” provide sthe values of estimate parameters α, xmin and

the KS statistics. The bootstrap function examines all xmin values and reduces the

searching area for large xmin values [62]. Furthermore, the Kolmogorov-Smirnov (KS)

test is helpful for the good-of-fit test in the bootstrap function. By bootstrap function,

we can obtain the p-value to adjudge the hypothesis. If the p-value is greater than the

given significance level, then we have no evidence against the power-law hypothesis.
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Figure D.2: Fitting a power law to discrete data [62], the displ is a constructor for
discrete power law, est presents to estimate the lower threshold, mplsetXmin is to
“update the power-law object” [62].

The second programming of model comparison is described by the following Figure

D.3:(we take a power-law and log-normal as two candidate distributions)

Figure D.3: Process of distribution comparisons by R “poweRlaw” package
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D.3.1 R Programming

We run the R programming to extract the dataset and estimate the relative parameters

of a power law distribution.

indata <− f r ead ( ”/Users/pxai013/Desktop/ lp/Powerlaw\ t e s t−R/IN

/ in8−21power . csv ” )

data day <− indata %>% f i l t e r ( day == 8) ## s e l e c t 8 Aug data

from the o r i g i n a l

## count the mins f requency o f unique a t t a c k s

day <− data day %>%

group by( day ) %>%

summarise (count = n ( ) ) %>%

nrow

d i s t <− data day %>% # the outcome o f

f requency

group by( day , hour ,min) %>%

summarise (count = n ( ) ) %>%

group by(count ) %>%

summarise ( d i s t r i b u t i o n = n ( ) ) %>%

rbind ( c (0 , day∗24∗60−sum( . $ d i s t r i b u t i o n ) ) ) %>%

arrange (count )

data <− sort ( d i s t $ d i s t r i b u t i o n , de c r ea s ing = TRUE)

attack <− sort ( d i s t $count , d e c r ea s ing = FALSE)

xmins <− unique (data ) # search over a l l unique v a l u e s o f data

dat <− numeric ( length ( xmins ) )

z <− sort (data )

for ( i in 1 : length ( xmins ) ) {
xmin = xmins [ i ] # choose next xmin candida te

z1 = z [ z>=xmin ] # t r u n c a t e data be low t h i s xmin v a l u e

n = length ( z1 )

a = 1+ n∗ (sum( log ( z1/ ( xmin−0.5) ) ) ) ˆ(−1) # e s t i m a t e a lpha

us ing d i r e c t MLE
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cx = (n : 1 ) /n # c o n s t r u c t the e m p i r i c a l CDF

c f = ( z1/ ( xmin−0.5) )ˆ(−a+1) # c o n s t r u c t the f i t t e d

t h e o r e t i c a l CDF c f = ( z1/( xmin−0.5) )ˆ(−a+1) c f = ( z1/

xmin )ˆ(−a+1)

dat [ i ] = max(abs ( c f−cx ) ) } # compute the KS s t a t i s t i c

D = min( dat [ dat >0] ,na .rm=TRUE) # f i n d s m a l l e s t D v a l u e KS

s t a t i s t i c s v a l u e

xmin = xmins [ which( dat==D) ] # f i n d corresponding xmin v a l u e

z = data [ data>=xmin ]

z = sort ( z )

n = length ( z )

alpha = 1 + n∗ (sum( log ( z/ ( xmin−0.5) ) ) ) ˆ(−1) # g e t

corresponding a lpha e s t i m a t e

# computer the cons tant C

for ( i in 0 : 6 )

{
x [ i ] = ( i+xmin )ˆ(−alpha )

}
sum( x )

C=1/sum( x )

for ( x in z )

p = c∗z ˆ(−2.9) ## Prob o f x

The following R program is to fit a discrete power law distribution via a continuous

approximation.

plm . f i t . d i s c r e t e . approx <− function (data , xmin = 64 , alpha .

s t a r t i n g = 2 . 8 6 ) {
N <− length (data )

x <− sum( log (data / ( xmin − 0 . 5 ) ) )

alpha <− 1 + N / x

sigma <− ( alpha − 1) / sqrt (N)
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l i s t ( alpha = alpha , sigma = sigma , N = N, xmin=xmin , xmin .

est imated=F)

}

D.4 India Conficker dataset-powerlawe test

We take India as an example and extract the Conficker dataset from 8th August to

21st August 2016. We sum the attacks by minutes as Figure D.4. Then, we would like

to fit the dataset to a discrete power law distribution. If the dataset can be fitted, we

could conclude that the distribution of Conficker attacks is a discrete power law with

the estimated parameter and xmin.
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Figure D.4: Observed data for each day and 14days (14ds)

Figure D.4 shows the xis in each day from 8th August to 21st August and the

total days. xis present the minute frequency of unique attacks. For example, x1 is the

most frequency minutes of attack attempts and there are 373 minutes on 8th August.

We sort out data by decreasing order and find that the sample sizes of each day are

different. Figure D.5 shows the all days’ plots and the total days’ plot. Based on

these plots, the curve shapes follow a power law distribution under some estimated

parameters. However, we have to test whether the data fit to a power law by statistical

approaches. We applied a KS goodness-of-fit test to the same datasets.
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(a) d8 Mon (b) d9 Tue (c) d10 Wed (d) d11 Thu

(e) d12 Fri (f) d13 Sat (g) d14 Sun (h) d15 Mon

(i) d16 Tue (j) d17 Wed (k) d18 Thu (l) d19 Fri

(m) d20 Sat (n) d21 Sun (o) 14days

Figure D.5: Plots of Day 8-21 and total days data :x-axis presents the number of
attacks, y-axis is the frequency of minutes of attacks

159



Figure D.6: The results of a Power law test for the India Conficker dataset (from 8th
August to 21st August 2016): ntail is the number of xi ≥ xmin [63] and n is the number
of data points.

Based on the given nine datasets, we follow the process provided by Figure D.2 and

apply the bootstrap function to obtain the p-values. Figure D.6 shows the test results

including the KS test statistic D, the lower threshold xmin, the scaling parameter α,

the sample sizes n and p-values. If we set the significance level is 5% and compare it

with all the p-values. We find that all p-values are greater than the significance level.

That means we have no evidence against the power law hypothesis. In other words, the

minutes of unique attacks in each day or total days follow the power law distribution.

However, it is worth noting that the p-value of day 14 is really higher than the other

days. The sample size of day 14 of this data set is 31, which is not a large sample. For

the high p-value with relative small sample (n < 50), we have to consider whether we

can trust the test results. Maybe there is another distribution fitting the 14-day data

better. Therefore, it is better to do the distribution comparison between a power-law

and another alternative distribution in future.
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