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Nonthermal switching of charge order: Dynamical slowing down and optimal control
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We investigate the laser-induced dynamics of electronically driven charge-density-wave (CDW) order. A
comprehensive mean-field analysis of the attractive Hubbard model in the weak-coupling regime reveals ultrafast
switching and ultrafast melting of the order via a nonthermal pathway. The resulting nonequilibrium phase diagram
exhibits multiple distinct regimes of the order parameter dynamics upon increasing field strength, indicative of
multiple dynamical phase transitions. Using an intuitive pseudospin picture, we show how the distinct dynamical
regimes can be connected to the spin precession angle. We furthermore study the effects of electron-electron
interactions beyond mean field to show that the main features of the phase diagram are robust against scattering or
thermalization processes. For example, the nonthermal state with switched order is characterized by a particularly
slow relaxation. The nonthermal phases can be stabilized by tailoring the pulse shape with optimal control theory.
We also demonstrate how the dynamics allows to distinguish an electron-electron interaction driven CDW from
an electron-phonon interaction driven CDW.
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I. INTRODUCTION

The field of ultrafast coherent control of symmetry-broken
phases in condensed matter has experienced a surge of research
activity. Important examples include the transient enhancement
of superconductivity (SC) [1–9], light-controlled order of
excitonic condensates [10–13], or the transient manipulation
of spin [14,15], orbital [16] and charge order [17–20]. Since
charge-density-wave (CDW) order directly couples to external
electric fields, it provides an ideal platform for inducing
and tracing photoinduced phase transitions. Several recent
experiments have addressed the mechanism behind the CDW-
to-metal transition by ultrashort laser pulses. If the CDW
originates from a Peierls-type lattice distortion, the light-
induced melting of the order is accompanied by coherent
phonon excitations [14,16–18,21,22]. In contrast, a CDW
induced by electron-electron (e-e) correlations can be melted
on the femtosecond timescale [10,23–25], and nonthermal
melting has been observed [10,25]. These developments have
stimulated intensive theoretical research of the laser-driven
CDW dynamics [19,26–31]. Furthermore, since CDW and
spin-density wave ordering is typically competing with SC in
unconventional superconductors [32], the suppression of these
orders provides a route to light-induced SC [33].

From a fundamental perspective, universal features in the
time evolution of ordered states are attracting great interest.
The dynamics after a generic excitation can exhibit qualitative
changes—such as transitions from transiently trapped to van-
ishing order—beyond some critical excitation strength which
cannot be explained in terms of the total energy of the system
within an equilibrium picture. Such dynamical phase transi-
tions [34–36] have been studied for various kinds of ordered
phases such as superconductors [37–40], excitonic insulators
[13], antiferromagnetic [41–43], ferromagnetic [36,44,45],
and bosonic [46] systems.

Here we show that the e-e correlation-driven CDWs excited
with short pulses can also exhibit such dynamical phase
transitions. In contrast to the usual quench scenario, we
identify multiple regimes of ultrafast nonthermal melting or
switching depending on the pulse strength. We present a
corresponding nonequilibrium phase diagram (NEPD) which
reveals nonthermal slowing down and long-lived nonthermal
states despite increased energy absorption. We provide an
intuitive understanding of the switching and melting behav-
ior based on time-dependent mean-field (MF) theory and
a pseudospin picture. In addition, by taking e-e scattering
into account at the local second-Born level, we demonstrate
that the qualitative features identified in the MF dynamics
are also present in a more sophisticated description, which
captures thermalization effects. To access these interest-
ing transient states efficiently, we employ quantum optimal
control theory (QOCT) [47–49], which provides optimized
laser pulses for either switching or suppressing the CDW
order. By simultaneously minimizing the absorbed energy,
we can suppress heating effects and stabilize the nonthermal
states.

We also discuss the case of cooperative e-e and phonon-
driven CDW order and demonstrate that the distinct nonequi-
librium features of the e-e–driven CDW persist for small
electron-phonon (e-ph) coupling. In contrast, dominant e-ph
interactions suppress the dynamical phase transitions. The
nonequilibrium dynamics hence provides a clear fingerprint
of CDW order driven by e-e correlations.

The paper is organized as follows. Section II describes the
model and mean-field formalism as well as the nonequilibrium
Green’s function approach used in this study. The results for the
e-e–driven CDW are presented in Sec. III, while those for the
electron-phonon system are discussed in Sec. IV. Conclusions
are drawn in Sec. V.
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II. MODEL AND FORMALISM

In this work, we focus on the attractive Hubbard model at
half filling,

Ĥ = −J0

∑
〈ij〉,σ

ĉ
†
iσ ĉjσ + U

2

∑
i

(
n̂iσ − 1

2

)(
n̂iσ̄ − 1

2

)
, (1)

where 〈ij 〉 denotes nearest neighbors, U is the on-site interac-
tion, and n̂iσ = ĉ

†
iσ ĉiσ . This model describing CDW and SC

order [40,50,51] and its experimental realizations in cold atom
systems has recently shed new light on the dynamics of charge
and spin fluctuations [52–55].

The initial state of the system is a CDW, which is charac-
terized by a broken symmetry between neighboring sublat-
tice sites with order parameter �n = 〈n̂A〉 − 〈n̂B〉. In what
follows we focus on the weak-coupling regime and treat a
one-dimensional (1D) configuration to simplify the numerical
calculations, having in mind a quasi-1D system embedded in
higher dimensions. We have confirmed that qualitatively simi-
lar results can be obtained for a two-dimensional configuration
with anisotropic hopping, see Appendix D.

In momentum space, the kinetic term of the Hamiltonian
(1) reads Ĥkin = ∑

k,σ εkĉ
†
kσ ĉkσ with the free band structure

εk = −2J0 cos(ka) (lattice constant a). The time-dependent
external laser fields, described by the vector potential A(t),
are incorporated by the Peierls substitution εk(t) = εk−A(t). In
what follows, we measure energies in units of J0 [56], while k

is given in units of a−1. The Brillouin zone (BZ) is thus given
by BZ = [−π,π ]. We use the e-e interaction U = −2, which
corresponds to the weak-coupling regime. Throughout this
work, we focus on the paramagnetic case since spin-polarized
solutions correspond to higher-energy states.

A. Mean-field treatment

First we introduce the time-dependent MF dynamics, which
provides valuable insights into the short-time dynamics of
the CDW system. Within the MF approximation, the time-
dependent Hamiltonian (1) is replaced by

Ĥ MF(t) =
∑

k∈BZ′

∑
σ

ĉ†kσ h̃MF(k,t)ĉkσ , (2)

where ĉkσ = (ĉkσ ,ĉk+Q,σ ) denotes the fermionic operators with
respect to the momentum pair (k,k + Q). To allow for CDW
order, we have introduced the nesting vector Q = π , which
leads to nested bands and a reduced Brillouin zone BZ′ =
[−π/2,π/2], which corresponds to a doubled unit cell in real
space. The effective single-particle Hamiltonian is given by

h̃MF(k,t) =
(

εk(t) U
2 �n(t)

U
2 �n(t) εk+Q(t)

)
. (3)

The time-dependent MF equations are solved in two steps.
First, the one-body density matrix in thermal equilibrium
ρeq(k) is self-consistently computed by diagonalizing Eq. (2)
and calculating the order parameter

�n = 1

Nk

∑
kσ

〈ĉ†k+Q,σ ĉkσ 〉 (4)

(Nk is the number of k points in the reduced BZ), un-
til convergence is reached. Using ρ(k,t = 0) = ρeq(k) as
the initial condition, the time evolution is determined by
the time stepping ρ(k,t + �t) = Uk(t + �t,t)ρ(k,t)U†

k(t +
�t,t). Here, Uk(t + �t,t) denotes the time evolution operator
of the MF Hamiltonian, which is computed by fourth-order
commutator-free matrix exponentials [57].

To better understand how the CDW can be manipulated
by applying laser pulses, we introduce the pseudospin repre-
sentation Ŝα

kσ = ĉ†kσ σ̂ α ĉkσ /2 (Pauli matrices σ̂ α) with ĉkσ =
(ĉkσ ,ĉk+Q,σ ). This concept has provided an intuitive picture of
related problems [13,43,58–60]. Note that the pseudospin en-
codes the sublattice structure, while the physical spin need not
be treated explicitly in the paramagnetic case. The particle-hole
symmetry at half filling guarantees that the MF Hamiltonian (2)
can be expressed in terms of pseudospin operators. The CDW
order parameter in the pseudospin representation is given by

�n = 1

Nk

∑
k,σ

〈
Ŝx

kσ

〉
. (5)

The current between the sublattice sites is, on the other hand,
related to 〈Ŝy

kσ 〉. CDW order corresponds to a finite total
pseudospin projection in the x direction, while the normal state
in equilibrium consists of spins along the z direction.

With these definitions, the MF Hamiltonian and the corre-
sponding equation of motion is cast into the simple form

Ĥ MF(t) =
∑
kσ

Bk(t) · Ŝkσ ,
d

dt
Ŝkσ = Bk(t) × Ŝkσ , (6)

where the momentum-dependent pseudomagnetic field is
given by Bx

k (t) = U�n(t), B
y

k = 0, and Bz
k (t) = εk(t) −

εk+Q(t).
Note that the MF dynamics described by the MF Hamil-

tonian (2) or, equivalently, the pseudospin representation (6),
are expressed in terms of the momentum pair basis (k,k +
Q). One can also work in the basis given by the sublattice
sites A, B. This is particularly convenient for formulating
consistent approximations to the e-e interactions beyond the
MF level, which is discussed below. The relation of both basis
representations is detailed in Appendix A.

B. Nonequilibrium Green’s function approach

Albeit the MF treatment discussed in Sec. II A provides a
clear picture on how to understand and manipulate the CDW
in the model, it ignores the effects of e-e scattering. The e-e
interactions provide a mechanism for thermalizing the laser-
excited system, which can suppress the order if the injected
energy exceeds the threshold of the ordered state. These heating
effects, which are often ignored in theoretical studies, deserve
proper attention in the discussion of light-controlled order [7].

To address this, we employ a description in terms of
nonequilibrium Green’s functions (NEGF) [61,62]. The single-
particle Green’s function (GF) is defined as Gσ (k; z,z′) =
−i〈T ĉkσ (z)ĉ†kσ (z′)〉, where the arguments z, z′ refer to the
Matsubara-Keldysh contour C, and T denotes the contour
ordering operator. Given some approximation to the self-
energy �σ (k; z,z′), which describes the many-body effects
beyond MF, the Kadanoff-Baym equations (KBEs) yield the
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interacting time-dependent GF from which the relevant ob-
servables can be extracted.

In practice, the self-energy is expressed as a diagrammatic
series. Since the e-e interactions are weak in our setup, the
second-order (second-Born, 2B) approximation to the self-
energy should yield an accurate description. It is defined by

�ijσ (z,z′) = U 2Gijσ (z,z′)Gijσ̄ (z,z′)Gjiσ̄ (z′,z) (7)

in the original lattice representation and in its full generality
incorporates momentum-dependent scattering processes. For
low-dimensional systems, however, the available phase space
is strongly restricted and the e-e scattering is strongly sup-
pressed. For numerical simplicity and to partially reflect that
the system is embedded in higher dimensions, we employ the
local 2B (2Bloc) approximation. For convenience, we employ
the sublattice site basis (see Appendix A) for representing
the self-energy. Switching to k space, the 2Bloc is cast into
a momentum-independent self-energy,

�αασ (z,z′) = U 2Gαασ (z,z′)Gαασ̄ (z,z′)Gαασ̄ (z′,z), (8)

where the index α refers to the sublattice site basis and

Gαβσ (z,z′) = 1

|BZ′|
∫

BZ′
dk Gαβσ (k; z,z′) (9)

defines the local Green’s function. The e-e scattering may
thus be overestimated compared to an actual quasi-1D system.
Hence, one can expect that the 2Bloc approximation provides
an upper bound for thermalization effects. We note that within
the local approximation, which is qualitatively similar to
dynamical mean-field theory [34,42,43], the system can fully
thermalize at sufficiently long times, in the sense that the
single-particle density matrix becomes identical to that of a
thermal equilibrium system.

Switching to a matrix notation for the sublattice indices
(and dropping the spin index), the equation of motion for the
GF becomes

[i∂z − hMF(z)]G(k; z,z′) =
∫
C
dz′′ �(z,z′′)G(k; z′′,z′). (10)

Projecting onto imaginary and real times and invoking the Lan-
greth rules then yields the standard KBEs. The KBEs are solved
using an in-house massively parallel computer code based on a
fourth-order implicit predictor-corrector algorithm (similar to
Ref. [63]). For the results presented in what follows, the time
interval was split into Nt = 3000 equidistant points, while the
imaginary branch (for the nonequilibrium calculations) was
represented by Nτ = 800 grid points. The Green’s function
for every k point has to be propagated simultaneously, which
is accomplished by a distributed-memory layout. For obtaining
converged results, we used Nk = 256 points in the reduced BZ.

III. LIGHT-CONTROLLED NONEQUILIBRIUM
DYNAMICS OF THE CHARGE ORDER

The pseudospin representation (6) provides an intuitive
picture for the control of CDWs by external fields. For instance,
the asymmetric electronic charge on the sublattice sites can
be switched with a single-cycle pulse (SCP) with a pulse
duration Tp, see Fig. 1(a). During the pulse, the kinetic energy
of the electrons with momentum k is shifted by the vector

FIG. 1. (a) Schematic of the switching dynamics in the pseu-
dospin picture (see text). A single-cycle field pulse shifts the noninter-
acting band structure, giving rise to a k-dependent effective magnetic
field Bz

k . By tuning the precession time of the pseudospins, the
dominant contribution arising from the Fermi level can be switched
completely. (b) MF dynamics of the order parameter induced by a
single-cycle pulse as a function of its amplitude F0. The dashed lines
separate the qualitatively different regimes.

potential to εk−A(t). In the pseudospin picture, this acts as a
momentum-dependent magnetic field in the z direction. In the
weak-coupling regime, the major contribution to the CDW
comes from the Fermi surface. Furthermore, Bx

k (t) is smaller
than the bandwidth and can be neglected during the pulse.
Therefore, the CDW dynamics can be regarded as a spin
precession around the z direction.

By tuning the pulse amplitude and Tp we can control
the pseudospins at the two Fermi points, which rotate in
opposite directions [Fig. 1(a)]. Optimizing the pulse to induce
a precession by (2n + 1)π (n ∈ N), the sign of the order is
switched. Inducing a rotation by (2n+1)

2 π (n ∈ N), the pseu-
dospin projections cancel out, which leads to an efficient
destruction of the order. Note that the pseudospins at different k
precess under a k-dependent pseudomagnetic field. Hence the
complete pseudospin dynamics is subject to dephasing, which
can reduce the size of the order parameter after the switching.

A. Mean-field dynamics

With this guidance, we proceed to the numerical investiga-
tion of the pulse-induced CDW dynamics. We propagated the
MF Hamiltonian (6) in the presence of a SCP described by the
electric field E(t) = F0 sin2[π (t − t0)/Tp] sin[ω(t − t0)] with
Tp = 2π/ω [vector potential A(t) = − ∫ t

0 dt ′E(t ′)]. We found
that Tp = 13.6 matches the typical timescale of the system and
allows efficient switching as in the pseudospin picture. The
SCPs considered here [64] have been realized in the optical
regime [65,66].

In our MF study, we use the renormalized parameters
J̃0 = 0.89J0 and Ũ = 0.625U . For this choice, the MF band
structure provides a good approximation of the renormalized
band structure resulting from including correlation effects,
which is studied below. Details on this fitting procedure
are presented in Appendix B. Employing these renormalized
parameters allows us to use the MF dynamics as a reference
for the correlated treatment below. In both cases, one obtains
an equilibrium order parameter of �neq ≡ −�n0 = −0.121.
The inverse temperature is fixed at β = 40.
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FIG. 2. (a) NEPD depicting the oscillation frequency ω0 and
damping constant γ0 of the time-dependent order parameter.
(b) Dynamics of �n(t) at the values of F0 indicated in (a).

The MF dynamics of �n for varying pulse strengths F0

is presented in Fig. 1(b). Several regimes of qualitatively
distinct dynamics can be identified (multiple dynamical phase
transitions). For weak fields, the system exhibits persistent
amplitude mode (AM) oscillations around a mean value �n̄.
The corresponding frequency decreases with decreasing |�n̄|.
The second regime corresponds to a rapid destruction of the
CDW order. In particular, for F0 � 0.05 the order is almost
immediately destroyed after the pulse, which is due to dephas-
ing of the pseudospins and does not correspond to a thermal
melting process. We therefore refer to this regime as coherent
destruction (CD). Increasing F0 further, the order is switched,
as expected from the pseudospin picture. One observes the
emergence of AM oscillations around the switched value.
However, a complete switching is prevented by the dephasing
of the pseudospins. The order parameter reaches an average
value of �n̄ � 0.66�n0.

For a quantitative discussion of the different regimes, we an-
alyze the dynamics by fitting the order parameter to the damped
oscillating function f (t) = c + [a cos(ω0t) + b sin(ω0t)]e−γ0t

in the long-time limit. This form describes (i) damped AM
oscillations and (ii) nonoscillatory (ω0 = 0) decay of the order.
The extracted damping constants γ0 and oscillation frequencies
ω0 are presented in Fig. 2(a). The regime of AM oscillations
is characterized by a finite ω0 and a very small γ0. A closer
inspection reveals a very slow algebraic decay. The CD of the
order is found in the region 0.035 < F0 < 0.05. It is bounded
by two special points of slowing down at nonthermal critical
points [43], where oscillations of the order parameter are fully
suppressed [Fig. 2(b)]. In particular, at the right boundary
F0 = 0.05 the order is strongly suppressed already a short
time after the pulse [the “sweet spot,” marked as line 3 in
Fig. 2(b)]. Within the CD regime, the system exhibits strongly
damped AM oscillations after a rapid reduction of the mean
value of �n. Increasing the field strength further, the CDW
system enters the switching regime. It is again characterized
by AM oscillations, but around the switched value of the order
parameter. For even larger pulse amplitude, the order is again
destroyed and a second CD regime emerges.

B. Dynamics within the second-Born approximation

Now we consider the effect of scattering and thermalization
processes on the NEPD. In general, the absorbed pulse energy
(Eabs) will lead to a thermal melting of the order in the long-
time limit in most scenarios.

1

2
3

4
5

0 20 40 60 80 100−0.20

−0.15

−0.10

−0.05

0.00

0.05

0.10

time

Δ
n

0 10 20 30 40 50 60
0.00

0.05

0.10

0.15

0.20

0.25

time

flu
ct

ua
tio

n

5

4
3

2

1

(b)

1
3

4
5ω 0

 , 
γ 0

Fcrit

F0 

switchingcoherent 
destruction

1

2

3
4

5

ω0
γ0 (AM)

γ therm

0.02 0.04 0.06 0.08 0.1
0

0.05

0.1

0.15

0.2

0.25

γ0 ( n)

(c) (d)

0
time

F
0

coherent destruction

switching

FcritAM oscillations

nonthermal AM oscillations

20 40 60 80
0

0.02

0.04

0.06

0.08

0.1(a)

FIG. 3. (a) Pulse-induced 2Bloc dynamics of the order parameter
as a function of pulse amplitude F0. The dashed lines are analogous
to Fig. 1(c). (b) Oscillation frequency ω0 and damping constant γ0

of the AMs (gray) or the nonoscillatory decay (green) of the order
parameter. Also shown is the thermalization rate γtherm extracted from
F(t). (c) Order parameter for special values of F0 as indicated in (b).
(d) Fluctuation measure F(t) at the same values of F0 as in (c).

Performing the analogous scan over the field strength F0

with the same pulse shape as for the MF case yields the
time-dependent order parameter and the NEPD presented in
Figs. 3(a) and 3(b), respectively. Similarly to the MF case, the
dynamics induced by the SCP exhibits qualitatively distinct
regimes as F0 is increased. For small amplitudes, the order
parameter is subject to AM oscillations. Increasing the field
strength, the total energy after the pump exceeds the energy of
the equilibrium system at the critical temperature at the value
Fcrit � 0.014. Therefore, for F > Fcrit , one expects complete
melting of the CDW after thermalization. Nevertheless, for
Fcrit < F0 < 0.0275 one finds long-lived AM oscillations with
a small decay rate γ0 [see Fig. 3(c)]. Such a persistence of
nonthermal behavior over a long time span has also been
observed in the dynamics of antiferromagnetic order [42,43].

As can be seen from the pseudospin equation of motion
(6), the temporal change of the k-dependent contribution to the
order parameter 〈Ŝx

kσ 〉 is proportional to 〈Ŝy

kσ 〉, i.e., it is propor-
tional to the k-dependent current flowing between the sublattice
sites. A genuine equilibrium situation is thus characterized not
only by a vanishing total current, but by 〈Ŝy

kσ 〉 = 0 for each
k (no pseudospin precession). Conversely, a time dependence
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in 〈Ŝy

kσ 〉, even if the total sums up to zero, implies a nonequi-
librium situation and thus a nonthermal state. To distinguish
the effect of e-e scattering and thermalization from the effect
of coherently precessing pseudospins, it is hence useful to

introduce the fluctuation measure F ≡ (1/Nk)
√∑

kσ |〈Ŝy

kσ 〉|2.
As discussed above, this quantity provides a convenient mea-
sure of a nonthermal state: F = 0 corresponds to thermal
equilibrium, while F > 0 indicates a nonequilibrium state.
Progressing thermalization can be tracked by the decay of
F(t). The nonthermal AM regime is thus characterized by an
extremely slow thermalization, underpinned by the oscillating
behavior of F(t) around a nonzero value [Fig. 3(d)].

For larger field strength, the order is destroyed rapidly,
similarly as in the MF case. The CD is bounded by two special
points: (i) a point of critical slowing-down at F0 � 0.0275,
where the oscillation frequency approaches zero, and (ii) the
“sweet spot” F0 � 0.05, where the CDW is rapidly destroyed.
In contrast to the MF scenario, no (damped) AM oscillations
occur; instead, a nonoscillatory decay of �n is observed. The
decay rate exhibits a maximum in the middle of the CD regime,
similarly to the MF analysis. Since e-e collisions facilitate the
suppression of the order, the CD regime is more extended. Note
that the thermalization time is still rather long [Fig. 3(d)].

As in the MF analysis, a switching regime appears for
larger field strengths, though the order decays due to scattering
processes, leading to additional damping (and almost com-
pletely suppressed AM oscillations). This is due to the larger
energy absorption, which acts against the CDW order. This is
corroborated by the exponential decay ofF(t) quantified by the
thermalization rate γtherm [shown in Fig. 3(b)]. Nevertheless,
there is a pronounced minimum of the decay rate γ0 at
F0 � 0.071 in the middle of the switching regime. Here one
encounters a nontrivial situation where, despite the increased
Eabs, the relaxation of the order becomes slower (dynamical
slowing-down). As the monotonic dependence of γtherm shows,
this slowdown is a nonthermal effect. It can be interpreted as
a “trapping” in a state that is close to the MF transient state. A
more detailed analysis also shows small oscillations on top
of the exponential decay, which is reminiscent of the AM
oscillations in the switching regime in Fig. 2(b).

C. Optimal control of CDW order

Now, we show how QOCT can stabilize nonthermal states
further. In an optimal switching protocol, the requirements
of minimal energy absorption and switching efficiency need
to be balanced. Note that effectively noninteracting models
neglect heating effects, in contrast to models which include e-e
scattering. Using QOCT, we optimize the fields A(t) to reach
a target value of the order parameter, while simultaneously
minimizing Eabs. Due to the substantial numerical cost, this
procedure is applied only on the MF level. Since the MF
dynamics is described by a nonlinear equation of motion
for the one-body density matrix, the usual approach based
on an (effective) Schrödinger equation (Krotov algorithm)
is not applicable. In fact, one has to resort to gradient-free
optimization methods because the derivative with respect to
the driving field cannot be obtained analytically.

One might expect that pulses containing a minimal amount
of field energy, as required to minimize heating effects, are
relatively smooth functions without strong variations. On the
other hand, the search space has to be large enough to find
good approximations to the optimal fields. For these reasons,
we parametrize the vector potential by

A(t) =
Nb∑
i=1

ciBi(t), (11)

where Bi(t) are fourth-order B-splines with respect to the time
interval [t0,t0 + Tp]. To ensure that the corresponding electric
field E(t) = −Ȧ(t) is zero at the end points of the interval and
make sure no momentum is transferred to the system [A(t0 +
Tp) = A(t0) = 0], the boundary coefficients are fixed by c1 =
c2 = cNb−1 = cNb

= 0.
For the switching scenario, we are interested in the long-

time stable dynamics of �n(t). As is known from the analysis
with respect to the single-cycle pulses, the amplitude mode
oscillations are expected to be present around a switched value
of the order parameter after time t1. We thus perform a linear
fit �nfit(t) = a(t − t1) + b to the dynamics of �n(t) after the
pulse. We then require that (i) the mean value of the order,
encoded in b, is maximal, while (ii) the average slope |a| should
be minimal. The condition (ii) is necessary for the long-time
stability of the switched state to ensure no drift can occur
at longer timescales. Similarly, for coherent destruction one
requires |b| to be minimal. Gathering the B-spline coefficients
in the vector c, the target functional for switching the order
from �n(t = 0) < 0 is given by

Jswitch[c] = −b + ε1|a| + ε2Eabs, (12)

while we use

JCD[c] = |b| + ε1|a| + ε2Eabs (13)

for achieving coherent destruction. Here, ε1 is a penalty param-
eter for the slope, whereas ε2 denotes the penalty with respect
to the absorbed energy Eabs. In order to evaluate the functionals
(12) or (13), one has to perform the time propagation up
to a sufficiently large time Tmax (we set Tmax = 500), and
compute the fitting parameters a, b and the absorbed energy.
This procedure depends on the parameters Nb, ε1, ε2 and the
pulse duration Tp. More details and sample calculations are
presented in Appendix C.

After identifying optimal pulses, we can then compare the
MF and correlated dynamics. A result of this optimization
procedure for switching the CDW is shown in Fig. 4(b).
The short-time 2Bloc dynamics is well described by the MF
approximation. As compared to the simple SCP [Fig. 4(a)],
the switching efficiency is bigger (�n̄ � 0.75�n0). In the MF
results, the small amplitude of the AM oscillations indicates
the stability of the state.

It is interesting to analyze the switching dynamics in the
pseudospin picture. While the SCP monotonically rotates
the spins close to the Fermi points by π [Fig. 4(c)], the
optimized pulse initially leads to a rotation in the opposite
direction to the switching [Fig. 4(d)]. As the snapshots of
the k-dependent pseudospin configuration demonstrate, this
procedure partially compensates the dephasing and thus results
in a better switching.
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FIG. 4. Switching dynamics by a SCP (a) and optimized pulse (b).
The inset depicts the respective vector potential A(t). The pseudospin
configuration for the time points marked with green arrows in the
small range [−0.5π/a,−0.4375π/a] close to the Fermi edge is shown
for (c) the SCP and (d) the optimized pulse.

Including the e-e scattering, �n(t) exhibits damped behav-
ior, whereas the short-time dynamics is well captured by the
MF dynamics. Albeit Eabs exceeds the energy difference to
the unordered state, the order parameter decays very slowly.
Hence, the nonthermal flipped ordered state discussed in
Fig. 3 is, due to minimizing Eabs, much more pronounced as
compared to switching by the SCP. In fact, �n(t) shows more
prominent oscillations on top of the decay for shorter times.
Specifically, the pronounced shoulder right after the pulse
indicates that the dynamics is close to the MF time evolution
at short times. This is a clear signature of the switching
regime in Fig. 1(c). Furthermore, the thermalization rate is
reduced (γtherm = 0.0188 for the SCP, γtherm = 0.0132 for the
optimized pulse).

Our method for optimizing the driving pulse can also be
applied to the problem of rapid suppression of the CDW with
minimal energy absorption. The pulse with the smallest Eabs

is shown in Fig. 5(b) and compared to the dynamics driven by
the SCP at the sweet spot [Fig. 5(a)] discussed in Sec. III. It

(a) (b)

(c) (d)

FIG. 5. Dynamics on the 2Bloc level at the sweet spot of coherent
destruction: (a) single-cycle pulse and (b) optimized pulse. The insets
show the laser fields. The corresponding fluctuation measure F(t) is
shown in panels (c) and (d), respectively.

is interesting to note that the simple single-cycle pulse results
in a perfect suppression of the order while injecting only little
energy into the system. Correspondingly, the optimized field
A(t) is qualitatively almost the same as the SCP. However,
the absorbed energy is reduced such that the thermalization
[Fig. 5(d)] is slower than for the SCP [Fig. 5(c)]. Even
though after complete thermalization the system ends up in
the disordered phase, the fluctuations decay on the very long
timescale of γ −1

therm � 170.

IV. DYNAMICS OF THE CHARGE ORDER IN THE
HUBBARD-HOLSTEIN MODEL

So far, we have discussed the case of purely correlation-
driven CDW order. In this section we extend the analysis to the
situation where an e-ph coupling contributes to the CDW, with
an emphasis on the following two points: (i) the robustness of
the switching and coherent destruction dynamics presented in
Sec. III, and (ii) the signatures of phonon- or correlation-driven
charge order. Insight on the latter point provide a means of
distinguishing e-e–from e-ph–driven CDW states.

To discuss these effects we extend the Hubbard model (1)
to the Hubbard-Holstein model

Ĥ (t) = Ĥ0(t) + Ĥe−e + Ĥe−ph + Ĥph, (14)

where the phonons are described by

Ĥph = ωph

∑
i,α

b̂
†
iαb̂iα, (15)

while the e-ph interaction is of the form

Ĥe−ph = g
∑
i,α,σ

n̂iασ X̂iα. (16)

Here, X̂iα = [b̂†iα + b̂iα]/
√

2 represents the phonon distortion.
The free part [Ĥ0(t)] and the e-e interaction (Ĥe-e) are the
same as in Eq. (1). As thermalization effects are not the focus
of the following discussion, we resort to the MF treatment of
the Hamiltonian (14). This is accomplished by extending the
effective single-particle Hamiltonian (2) to

h̃MF(k,t) =
(

εk(t) g

2 �X(t) + U
2 �n(t)

g

2 �X(t) + U
2 �n(t) εk+Q(t)

)
.

(17)

Here, �X(t) = 〈X̂A(t)〉 − 〈X̂B(t)〉 denotes the difference of
the phonon amplitudes on the sublattice sites. To determine
the self-consistent MF Hamiltonian (17), �X(t) also needs to
be propagated. Combing the respective equations of motion
of 〈X̂A,B(t)〉, the distortion parameter is obtained from the
equation

1

2ωph

[
d2

dt2
+ ω2

ph

]
�X(t) = −g�n(t), (18)

which we solve using the fourth-order Numerov method with
the initial condition d

dt
�X(t) = 0 for t = 0.

In general, both the e-e and the e-ph coupling is responsible
for the formation of the CDW. The combined contribution from
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FIG. 6. Dynamics of the order parameter �n(t) induced by
single-cycle pulses with strength F0 [analogous to Fig. 1(b)] for
different ratios of the contribution to the CDW from e-ph interactions
(we fix ωph = 0.2).

both effects can be captured by the parameter

VCDW ≡ Vph + Ve = g2

ωph
− U

2
. (19)

The parameter (19) is related to the interaction energy, as can be
seen by computing the total energy in the MF approximation:

Etot = 2
∑

k

Tr[h(0)(k)ρ(k)]+
∑

k

Tr[(hMF(k) − h(0)(k))ρ(k)]

≡ E0 + Eint.

Expressing the interaction energy by the order and distortion
parameters in equilibrium, one finds Eint = −VCDW�n2. Note
that an identical value of VCDW, regardless of the individual
contributions of the e-e or e-ph interactions, gives rise to the
same value of �n and the gap size.

Fixing VCDW = 0.625 (corresponding to the results in Sec.
III), we now vary the ratio Vph/VCDW and study how the in-
creased contribution of e-ph interactions to the order affects the
pulse-induced dynamics. Figure 6 shows the nonequilibrium
phase diagram analogous to Fig. 1(b) for Vph/VCDW = 0.1
(top), Vph/VCDW = 0.2 (middle), and Vph/VCDW = 1 (bot-
tom). For a CDW dominated by e-e correlation effects, the
different regimes of amplitude mode oscillations, coherent
destruction, and switching are qualitatively still present, but
superimposed with coherent phonon oscillations. It is interest-
ing to see that the lower boundary of the coherent destruction
regime represents the fastest way to destroy the order, whereas
the sweet spot is exhibiting more oscillations. In general, the
amplitude of the phonon oscillations increases under stronger
driving.

The qualitative behavior of the laser-driven nonequilib-
rium regimes is still present for Vph/VCDW = 0.2, albeit the
boundaries are smeared out by the phonon oscillations. For

an even larger contribution of the electron-phonon coupling,
the dynamics is dominated by the phonons and thus displays
the generic behavior of the purely phonon-driven case (bottom
panel in Fig. 6). In this scenario, the persistent oscillations of
�n with frequency ωph are the dominating feature. Neither
destruction nor switching of the CDW is possible anymore.
Similar nonequilibrium phases have been observed in experi-
ments [18].

We conclude that a qualitatively different dynamics of the
order parameter for different pulse amplitudes is a clear sig-
nature of a predominantly correlation-driven CDW formation.
Weak e-ph coupling leads to small additional coherent phonon
oscillations but does not suppress the characteristic features
discussed in Sec. III. A larger contribution of the phonons, on
the other hand, suppresses any switching behavior. This effect
can be understood intuitively in the pseudospin representation:
the role of the phonon can be regarded as a slowly changing
magnetic field along the x direction. Therefore, Bx

k does
not change even when the pseudospin rotates by (2n + 1)π
(n ∈ N), which makes the switched state unstable.

V. CONCLUSIONS

In summary, we revealed the rich nonequilibrium phase
diagram of correlation-driven CDWs after laser excitation,
which includes nonthermal AM oscillations, a sweet spot of
rapid destruction of the order, a dynamical slowdown of the
decay in the switching regime and hence multiple dynamical
phase transitions. These features are well explained by the
MF treatment and rationalized by the pseudospin picture and
persist when e-e scattering effects are considered. The ability
to switch the order or to completely suppress it is a fingerprint
of correlation-driven CDWs; hence the transient dynamics
allows us to identify the mechanism underlying the CDW.
Tracing the predicted charge dynamics directly by inelastic
x-ray scattering [67] is an interesting perspective for future
experiments. Furthermore, the model can directly be imple-
mented in cold atom setups, where our predictions can also
be tested. Furthermore, QOCT allows us to identify optimal
pulses for switching or melting of the order. Minimizing the
absorbed energy delays the thermalization and may enable the
emergence of competing orders on intermediate timescales.
Controlled access to long-lived transient states has already
resulted in technological applications [68], and we believe
that our approach to QOCT can be usefully applied to the
manipulation of a broad range of electronic orders.
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APPENDIX A: BASIS REPRESENTATION

The basis with respect to the A, B sublattice sites (ss) in the
extended unit cell is particularly convenient for introducing
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FIG. 7. Left panel: Spectral function A(k,ω) (summed over
bands) within the 2Bloc approximation. The dashed lines represent
the fit by the MF model with renormalized parameters J̃0 and Ũ . Right
panel: Band-resolved (green and purple filled curves) and total (gray
filled curve) density of states within the 2Bloc approximation. The
parameters are, as in the main text, U = −2, β = 40.

approximations to the e-e interaction. These were exploited
in Sec. II B, i.e., all calculations have been performed in the
sublattice representation. An equivalent basis—which has been
used to introduce the MF treatment in Sec. II A—is given by
the momentum pair (k,k + Q) with the nesting vector Q =
π/a. The momentum-pair (mp) representation is most useful
for defining pseudospin operators, as introduced in Sec. II A.
Any k-dependent matrix in th ss representation (Ak) can be
transformed to the mp basis by the unitary transformation

A(mp)
k = RkA(ss)

k R†
k (A1)

with

Rk = 1√
2

(
eika/2 e−ika/2

eika/2 −e−ika/2

)
. (A2)

APPENDIX B: EQUILIBRIUM SPECTRAL FUNCTION
AND MEAN-FIELD FIT

Before the KBEs can be solved (see Sec. II B), the equilib-
rium (Matsubara) Green’s function needs to be computed. To
this end, we solve the corresponding Dyson equation

G(k; τ ) = g(k; τ ) +
∫ β

0
dτ ′

∫ β

0
dτ ′′ g(k; τ − τ ′)

×�(τ ′ − τ ′′)G(k; τ ′′). (B1)

Here, g(k,τ ) denotes the MF Green’s function, while �(τ ) is
the self-energy in the 2Bloc approximation. The Dyson equa-
tion (B1) is solved by a combination of Fourier transformation
and fifth-order fixed-point iteration to improve the accuracy.
A description of the method can be found in Ref. [69]. In the
nonequilibrium calculations, we use Nk = 256 k points.

The spectral function A(k,ω) in real-frequency space is
obtained by Padé analytic continuation as in Ref. [69]. The
band-integrated spectral function A(k,ω) = ∑

α Aαα(k; ω) is
shown in Fig. 7. In accordance with the Luttinger-Ward
theorem, the broadening due to many-body effects is least

pronounced in the vicinity of the chemical potential μ = 0,
while significant broadening is apparent at the band top and
bottom. Since we are in the weak-coupling regime, the main
effect of the electronic correlations is a renormalization of the
bands.

In order to be able to directly compare the dynamics within
the MF and 2Bloc approximation, the band renormalization
is taken into account in the effective parameters of the MF
Hamiltonian (6) by replacing J0 → J̃0 and U → Ũ . These
parameters were determined by fitting the MF band structure
to the maximum (with respect to ω) of A(k,ω), while requiring
the order parameter to be identical (see Fig. 7). The result is
J̃0 = 0.89J0 and Ũ = 0.625U . The good quality of the fit is
supported by the almost identical short-time dynamics within
the MF and 2Bloc approximation, ensuring that applying
the QOCT on the MF level provides optimal pulses for the
correlated dynamics, as well.

APPENDIX C: PULSE OPTIMIZATION BY QUANTUM
OPTIMAL CONTROL

The pulse optimization with the aim of switching or sup-
pressing the CDW is based on the minimization of the target
functionals (12) and (13), respectively. For their evaluation
at the MF level, the time propagation of the nonlinear MF
equations of motion has to be performed. Hence, the gradient
with respect to the parameters c defining the pulse [cf. Eq. (11)]
cannot be calculated directly. This is a significant complication
as compared to the standard QOCT applied to the time-
dependent Schrödinger equations, as in, for instance, Ref. [29].
Therefore, we minimize the functionals by a combination of
the Pikaia genetic algorithm [70] for finding local minima and
the NEWUOA algorithm [71] for finding the global minimum.

As explained in Sec. III C, the pulse optimization depends
on the number of B-spline coefficients Nb, the slope penalty
ε1, the penalty with respect to the absorbed energy ε2, and
the pulse duration Tp. We performed the pulse optimization
for various combinations of these parameters and found that
Nb = 28 is enough to find the optimal pulse shapes. Increasing
Nb yields essentially the same pulses with extra oscillations on
top. Furthermore, the value of ε1 affects the pulses only weakly,
since most of the resulting pulses result in a vanishing average
slope of �n(t). The pulse length Tp was varied from Tp = 5.0
to Tp = 20.0; we select the best pulses in this range for a fixed
value of ε2.

The energy penalty ε2 is the most crucial parameter. Choos-
ing ε2 = 0 results in very strong pulses, leading to almost
perfect switching on the MF level [Fig. 8(a)]. However, within
the 2Bloc approximation, the huge amount of absorbed energy
rapidly destroys the order. Further analysis shows that the
system thermalizes at a very high effective temperature shortly
after the pulse. Gradually increasing ε2 decreases the switching
efficiency [Figs. 8(b)–8(f)] while reducing the energy absorp-
tion. This leads to a longer lifetime of the switched state
within the 2Bloc dynamics. Interestingly, the shape of the
vector potential A(t) looks quite similar in Figs. 8(d)–8(f).
It corresponds to the minimization of dephasing, which is
explained in the main text. The best compromise between
energy absorption and switching is provided by the pulse in
Fig. 8(f). We found that applying a smoothing low-pass filter
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FIG. 8. Switching dynamics of the CDW order parameter induced by selected optimized pulses in the MF (light blue) and 2Bloc (dark blue)
approximation. Panels (a)–(f) correspond to increasing energy penalty ε2; in (a) ε2 = 0. The black dashed lines indicate the initial and flipped
value ±�n0, while the purple short-dashed lines represent the mean value �n̄ within the MF approximation.

further reduces Eabs, while the short-time dynamics is not
altered. This optimal pulse is the one presented and discussed
in the main text. Note that increasing ε2 further leads to a
suppression of switching, since the requirement to minimize
the absorbed energy, which is zero if no pulse is applied, starts
to dominate.

APPENDIX D: ANISOTROPIC TWO-DIMENSIONAL
LATTICE

In the main text, we consider a one-dimensional configu-
ration of the lattice. Note that the local approximation to the
self-energy leads to generic features of a higher-dimensional
system, while the 1D character primarily enters via the free
band structure. Most CDW orders observed in materials are,
in fact, 2D (typically stripe or checkerboard order). In this
section we confirm that our results based on the 1D system
are also valid for the 2D case with anisotropic hopping. To be
specific, we consider a square lattice with hopping J0 in the
x direction and (1 − δ)J0 in the y direction [see Fig. 9(a)];
δ = 0 corresponds to the isotropic 2D system, while δ = 1
recovers the 1D limit. The CDW forming in this configuration
follows a checkerboard order, corresponding to a nesting vector
Q = (π/a,π/a).

The treatment from Sec. II is applicable to the 2D case
as well, after (i) replacing the 1D wave vector k by a vector
k from the reduced Brillouin zone shown in Fig. 9(b), and
(ii) modifying the free Hamiltonian [with respect to the
momentum-pair basis (k,k + Q)] to

h(0)(k) =
(

ε(k) U
2 �n

U
2 �n ε(k + Q)

)
. (D1)

Here,

ε(k) = −2J0[cos(kxa) + (1 − δ) cos(kya)] (D2)

denotes the original free band structure.

We have performed equilibrium calculations with the 2Bloc
approximation for different values of δ [see Fig. 9(c)]. The
order parameter �n deviates by less than 10% from the 1D
value in the regime of anisotropy δ = 0.7 . . . 1. This relatively
large span shows that small deviations from our 1D setup have
almost no influence on the results discussed in the main text.

Furthermore, we have analyzed the pulse-induced dynamics
in the 2D scenario. As an example, we show the dynamics of
the order parameter at the “sweet spot” of coherent destruction
within the MF approximation in Fig. 9(d). We applied the
same pulse as for the 1D case (polarization along the x

direction). One observes similar behavior as for the equilibrium

FIG. 9. (a) Sketch of the checkerboard CDW order in an
anisotropic 2D square lattice. The shaded area shows the unit cell
chosen for the calculations. (b) Full (white square) and reduced (gray
shaded) Brillouin zone. (c) Dependence of the order parameter �n

on the anisotropy δ. (d) Dynamics induced by the single-cycle pulse
at the point of coherent destruction for different values of δ.
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properties: for moderately strong anisotropy, the time evolution
of �n is very close to the 1D case. Therefore, the different

regimes of the nonequilibrium phase diagram discussed in the
main text are also relevant for the anisotropic 2D system.
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