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Abstract. We determine a class of Carathéodory functions G for which the minimum
formulated in the problem (1.1) below is achieved at a Schwarz symmetric function satisfying
the constraint. Our hypotheses about G seem natural and, as our examples show, they are
optimal from some points of view.

1. Introduction

In this paper we present a broad extension of the use of symmetrization inequalities
in treating the following constrained minimization problem:

M(c) = inf{J(u) : u € H'(R") and / u(x)*dx = %}, (1.1)
RN
where ¢ > 0 is prescribed and

Jw) = / l IVu(x)|> = G(|x|, u(x))dx. (1.2)
RN 2

Whereas the use of symmetrization as a means of showing that M(c) is attained by
a Schwarz symmetric function is a fairly standard technique, its application has hith-
ertofore been restricted to a rather limited class of functions G : (0, 00) x R — R.
In fact, the method hinges on the inequality

Jw*) < J(u) forallu € H'(RV), (1.3)

where u* denotes the Schwarz symmetrization of |u|. Now (1.3) follows from
/ G(x|, u(x)dx < / G(|x|, u*(x))dx forall u € H'(RV) (1.4)
RN RN
since it is well known ([14], [15], [24]) that

/RN |vu*(x)|2dx < /RN |Vu(x)|* dx forall u € H'(RV). (1.5)
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However, until quite recently, a justification of the inequality (1.4) for a large class
of functions G has been lacking and consequently the use of symmetrization in the
context of problems like (1.1) has been restricted to cases where G(r, 5) = G (s)
with G : R — [0, c0) continuous, [14], [15], [18] and [20], for example. Then we
have that

f G(M)dng 6(|u|)dx=/ G(lu*)dx forallu € H'(RY),  (1.6)
RN RN RN

provided that G(s) < G(|s|) for all s € R and G (0) = 0, which justifies (1.3) in
this special case. In [10] (see also [11] for some extensions), we established (1.4)
for functions G of Carathéodory type having appropriate monotonicity properties
and, as we show below, these results now allow us to use symmetrization to treat
(1.1) under rather general and natural assumptions about the function G. Here
we discuss the minimization problem (1.1) under the following basic assumptions
about the function G:

(gl) G:(0,00) x R — Ris a Carathéodory function in the sense that:
(i) G(,s):(0,00) = Ris measurable on (0, co) forall s € R;
(i) G(r,-) : R — R is continuous on R for all r € (0, 0c0)\I', where I" has
one-dimensional measure zero.
(g2) G(r,0) =0and G(r,s) < G(r, |s|) forall r € (0,00) and s € R.
(g3) s72G(r, s) is a non-decreasing function of s on (0, o) for all » > 0.
(g4) ForR>r>0ands >t >0,

G(R,s) —G(R, 1) — G(r,s) + G(r,1) <0.
(g5) There are constants K > 0 and o € [0, %) such that
0 < G(r,s) < K(s> +s°2) forall r, s > 0.

Remark 1.1. The positivity of G that is required in (g5) can be relaxed. If G
satisfies the hypotheses (g1) to (g4) and

(g5*%) There are constants K > 0 and o € [0, %) such that
|G(r,s)| < K(s* +s°"2) forall r, s > 0.

Then lim,_.4 s72G(r,s) > —K for all r > 0, and the function G defined by
G(r,s) =G(r,s)+ Ks? satisfies the conditions (g1) to (g5). The problem (1.1) for
G is clearly equivalent to the problem for G.

Remark 1.2. The assumption (g3) and the positivity of G imply that, for fixed
r > 0, G(r, s) is a non-decreasing function of s for s > 0, and the assumptions
(g2) and (g4) imply that, for fixed s > 0, G(r, s) is a non-increasing function of r
forr > 0.If G € C?((0, 00)?), the condition (g4) is equivalent to 3;3,G(r, s) < 0
forr,s > 0.
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Under some regularity assumptions about G, a minimizer for (1.1) satisfies the
Euler-Lagrange equation

Au(x) + 3G (x|, u(x)) + ru(x) = 0on RV, 1.7

where A € R is a Lagrange multiplier. Let us reformulate our hypotheses in the
context of such an elliptic eigenvalue problem:

(f1) f:(0,00) x R — R is a Carathéodory function.

(f2) f(r,0) > O forall r > 0.

(f3) f(r,s) is a non-decreasing function of s on (0, co) for all » > 0.
(f4) f(r,s) is a non-increasing function of r on (0, co) for all s > 0.
(f5) There are constants K > 0 and o € [0, %) such that

f(r,s) < K(1+s%) forall r,s > 0.

Setting
G(r,s) = / f(r, |t))tdt for (r, s) € (0, 00) x R, (1.8)
0

one easily verifies that G satisfies the conditions (g1) to (g5) and that, if u > 0 is
a minimizer for the problem (1.1), then

Au(x) + f(|x], u(x))u(x) + Au(x) =0 on RY. (1.9)

Our results concerning (1.1) give conditions ensuring that this equation has
a Schwarz symmetric ground state. Let us observe that the radial symmetry
of G does not by itself guarantee that (1.1) has a minimizer that is radially sym-
metric, let alone Schwarz symmetric. (See Examples 1 to 4 in Section 3, and
also [13], [7], [1], [3] and [6].) Thus it is the appropriate combination of mono-
tonicity and symmetry of G that ensures the existence of a Schwarz symmetric
minimizer for (1.1). Note that in the case N = 1 our hypotheses about G are
well suited to problems concerning symmetric planar waves guides composed of
layers of self-focusing media where discontinuities in x may occur at the interfaces
between adjacent layers, [21]. The inequality (1.4) has also been discussed in [5]
and [22] [23], but under stronger regularity assumptions than ours, [10], [11].

Our main result establishes the existence of a Schwarz symmetric minimizer
for (1.1). Recently [9], it has been shown that, under the hypotheses of Theorem 3.1
where G has the form (1.8) but with strict inequality in (f4), all the minimizers of
(1.1) are Schwarz symmetric and hence are ground states of (1.9).

Finally let us mention that in [11], we have extended (1.4) to obtain

/ H(|x|, u(x), v(x)dx < / H(|x|, u*(x), v*(x))dx forall u, v € H'(RV)
RN RN

under appropriate assumptions about the function H. This means that our method
can be extended, using exactly the same arguments, to vectorial variational prob-
lems. Thus one can establish the existence of Schwarz symmetric ground states for
the corresponding 2 x 2 elliptic systems (see [8]).
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2. Preliminary results

Recalling that |u| € H'(RY) whenever u € H'(R") with

f |Vu|2dx=/ IV |ull? dx,
RN RN

it follows from (g2) that J(|u|) < J(u) for all u € H'(R") and so henceforth, in
dealing with (1.1), we need to consider only u# € S(c), where

S(e)={ueH,: / u(x)’dx = c*} and Hy = {u € H'(RY) :u > 0on RV}
RN
(2.1)
Let us show first that M(c) > —oo and that all minimizing sequences are bounded.

Lemma 2.1. Under the assumptions (gl) and (g5) we have that there exists a con-
stant B > 0 such that

1 KBN KB
J(u) > (—— "gw“a)/ |Vu|>dx — K2 — —¢7,
2 4 RN qu

foralle > 0andallu € S(c), where g = 4:th > landy =2Q2o+4—No)/(4—
No) > 2.

In particular, choosing ¢ = (KBNU)f% we have that

1 , , KB
Jw) > - |Vul“dx — Kc¢© — —cY forall u € S(c).
4 RN ng

This shows that M(c) > —Kc? — %CV > —oo for all ¢ > 0 and that minimizing
sequences for (1.1) are bounded in H'(RV).

Proof. By (g5), for any u € S(c),
f G(lx|, u(x)dx < K{c* +/ u(x)”dx},
RN RN

and by the Gagliardo—Nirenberg inequality (see Proposition 1.8.12 in [14], for
example),

/ u(x)o'+2dx < B{/ u(‘x)de}(lfot)(O'+2)/2{/ |vu|2 d.x}a(o-+2)/2, (22)
RN RN RN

No
2(c+2)

{/ u(x)2dx}(l—a)(o+2)/2{/ |Vu|2 dx}a((r+2)/2
RN RN

< lgp{/ |Vu|2dx}pol(0’+2)/2 + L{/ u(x)de}q(l—a)({r+2)/2’
p RN qe? " Jrn

where a = . Then using Young’s inequality we have
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2

_ 4
a(oc+2) — No’ we have

for any ¢ > O and p > 1 where % + :7 = 1. Choosing p =
that

B B
/ u(x)°*2dx < —gp{/ |Vul|?dx} + —{f u(x)*dx}d1-0@+2)/2
RN 4 RN qed  Jrn
- 5817{/ |Vu|2 dx} + icq(l—a)(oﬂ)’
D RN qe?

withg =4/(4 — No) > 1 and g(1 —a)(0 +2) = 2(20 +4 — No)/(4 — No) > 2.
Thus

1 KB KB
J(u) > —/ |Vu|>dx — Kc* — —8”/ |Vu|> dx — ——c11-0©+2)
2 Jrw D RV qe?
= l — @SP / |Vul®dx — Kc? — @Cq(lfa)(tHZ)_
RN ng
4

Remark 2.1. 1f in (g5) we allow o0 = 5, the problem (1.1) still makes sense for
sufficiently small values of ¢ > 0 since in (2.2) we then have « = 2/(0 + 2) and

f u(x)**2dx < Bew f \Vu|? dx for u € S(c).
RN RN
Hence

1
T(w) > —/ |vu|2dx—Kc2—KBc%f \Vul? dx
2 RN R

N

1
= (— — KBC%)/ |Vul>dx — Kc?.
2 RN

Thus M(c) > —oo and minimizing sequences are bounded in H'(R") provided

N

that 0 < ¢ < (ﬁ)“.

Remark 2.2. Tf liminf,_, . s 'G(r,s) > A > O forsome > 2 + %, then M(c) =
—oo for all ¢ > 0. However see [12] for an interesting treatment of the associated
eigenvalue problem (1.9) in such cases.

For any u € H., its Schwarz symmetrization u* is well defined and also
belongs to H,.

Lemma 2.2. Suppose that G has the properties (g1) to (g4) and that G(r,s) > 0
forallr > 0ands > O:

(a) Jw*) < J(u) forallu € H,.
(b) For any ¢ > 0, there is a sequence {u,} C S(c) such that u, = u, and
limy,—, oo J(uy) = M(c).

Furthermore, M(c) is attained if and only if there exists u = u* € S(c) such that
J(u) = M(c).
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Remark 2.3. This lemma is crucial for the use of symmetrization in connection
with problem (1.1) and the essential ingredient is the inequality (1.4) which we
have justified in [10] under hypotheses which we believe are natural, and, as our
examples in Section 3 show, more or less optimal, in the context of (1.1) (see
also [11] for some extensions). For example, the proof of (1.4) in [5] [22], [23]
requires the assumption that, for some p > 1,

|G(r,s)| < A(r) +s? forr > 0Oand s > 0, (2.3)

where fooo rN=1A(r)dr < oo, but we require no such restriction. Notice that we
use (g5) to ensure that M(c) > —oo, and this allows G (r, s) to have different rates
of growth for s near 0 and oo, whereas (2.3) does not.

Proof. (a) Letu € H,. Considering G restricted to (0, oo) x [0, 00), we see that
the hypotheses of Proposition 5.1 of [10] are satisfied and hence the inequality
(1.4) is valid since Hy C Fl, in the notation of [10]. Using (1.5), it follows that
J(*) < J(u).Onthe other hand, (1.6) implies thatu™ € S(c) andso J(u™) > M(c).
Thus if u € S(c) and J(u) = M(c), it follows that u* € S(c) and J(u™) = M(c).

(b) Clearly there is a sequence {u,} C S(c) such that lim,_, » J(1t,) = M(c)
and it follows from part (a) and (1.6) that {u’} C S(c) is also a minimizing sequence
for (1.1).

Lemma 2.3. Suppose that G has the properties (g3), (g4) and (g5) and that
G@r,0) =0, forallr > 0:

(a) Forr,s > 0, let k(r,s) = s~ 2G(r, s). Then k(r, s) is non-increasing in r and
non-decreasing in s.

(b) Let P(r) = limg_ 0+ k(r, s). Then P is non-increasing and we set P(c0) =
lim,_, o P(r). Furthermore, 0 < P(r) < K forallr > 0.

(c¢) P(oo) = inf{k(r,s) :r > 0ands > 0} > 0.

(d) Given any ¢ > 0, there exist ro > 0 and sy > 0 such that

0<k(r,s)— P(r) <eforallr >ryands € (0, so].

Proof. (a) Putting t = 0 in (g4) we find that for R > r > O and s > 0, G(R, s) —
G(r,s) < 0 and hence k(R, s) < k(r, s) for s > 0. Thus k(r, s) is non-increasing
in r. By (g3) it is also non-decreasing in s.

(b) By (g5), k(r, s) > 0 for all », s > 0 and hence P(r) > 0. Since k(R, s) <
k(r,s) for s > 0 for R > r > 0. It follows that P(R) < P(r). Using (g5) we see
that P(r) < K forall r > 0.

(c)Forall r,s > 0, k(r,s) > P(r) = P(co) > 0. Given any ¢ > 0, there
exists 79 > 0 such that P(rg) < P(c0) + % and there exists so > 0 such that
k(ro, so) < P(ro)+ % Hence k(rg, s9) < P(c0)+¢, showing thatinf{k(r,s) : r > 0
and s > 0} < P(00).

(d) Given ¢ > 0, we have shown in (c) that there exist ry, 59 > 0 such that
k(ro, so) < P(oc0) + &. But, forr > ry and s € (0, s¢], it follows from (a) and (b)
that

0 < k(r,s) — P(r) < k(ro, s) — P(r) < k(ro, s0) — P(r) = k(ro, s0) — P(00).
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Lemma 2.4. Under the assumptions of Lemma 2.3, we have that
—00 < M(c) < —P(oo)c2f0r allc > 0.
Furthermore, c~>M(c) is a non-increasing function of ¢ and

lim ¢ 2M(c) = Q(00) where Q(c0)

= inf{/ l|vu|2 — L(xDu(x)dx : u € 5(1)}
]RN 2

and L(r) = limy_, o k(r, ). Here L(|x|)u(x)? is interpreted as zero when u(x) = 0,
even if L(|x|) = oo.

Remark 2.4. 1t is easy to see that

v IVu)*d

= inf {f IVu)|?dx : u € S(c)} forall ¢ > 0, (2.4)
RN

and this infimum is not attained since the Laplacian has no eigenfunction in
H'(RV). This observation will be used several times in the following. Note that
(2.4) corresponds to problem (1.1) with G = 0 which clearly satisfies all the
hypotheses (g1) to (g5) and M(c) = 0 is not attained in this case.

Remark 2.5. Clearly L(r) > P(co) and it follows from (2.4) that Q(oc0) <
— P(00).

Proof. For any u € H,, it follows from Lemma 2.3(c) that
[, Gt utonds = [ Glxl e =
RN {x:u(x)>0}

/ k(x| , u(x)u(x)*dx > P(c0) u(x)%dx = P(c0) / u(x)*dx
{x:u(x)>0} RN

{x:u(x)>0}
and hence that J(u) < fRN % |Vu(x)|? dx — P(co)c® forall u € S(c). By (2.4), this
implies that M(c) < —P(c0)c?.

The monotonicity of c=2M(c) is easily deduced from the fact that k(r, s) is
a non-decreasing function of s.

Letu € S(1) and set

| k(lxl, nu()u(x)? ifu(x) >0
wn (¥) = { 0 ifu(x)=0"

Then {w,} is a non-decreasing sequence of non-negative measurable functions and
so by the monotone convergence theorem,

G(x, , .
lim / de = 1lim | w,(0)dx = / lim w,, (x)dx
n—oo fpN n n—oo fpN RN n—>00

f L(|x])u(x)*dx,
]RN
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where L(|Jx])u(x)?> = 0if u(x) = 0 even when L(]x|) = co. Hence,

. J(nu)
lim =

n—oo n2

/N % [Vul> — L(JxDu(x)’dx
R

and so lim_. oo ¢ 2M(c) < fpn 5 IVul* — L(|xDu(x)*dx for all u € S(1).
But forany u € S(c), v=c"'u € S(1),

Jw) = / I IVul?> = G(|x|, u(x))dx = c2/ 1 Vo> — ¢ 2G(|x|, cv(x))dx
RN 2 RN 2

1 1
= c2/ —|Vv]? = k(|x] , cv(x))v(x)?dx > c2/ — |Vv|]? = L(|x])v(x)*dx
RN 2 RN 2
> > Q(00) since k(r, s) < L(r) forall r, s > 0,
showing that M(c) > ¢>Q(c0) forall ¢ > 0.

Lemma 2.5. Suppose that G satisfies the conditions (gl) to (g5). Let {u,} C H4
be a sequence such that u, = u* for all n € N and u, — z weakly in H'(R").
Then

J(z) = 1imni3£o J(un),
where
J(w) = J(u) + P(c0) / udx.
RN
Proof. Setting
p(r) = P(r) — P(c0) and F(r, s) = G(r, s) — P(r)s* forr > Oand s > 0,
we have that
G(r,s) = p(r)s* + F(r, s) + P(c0)s?

and forany u € Hy,

~ 1
J(u) = / ~ [Vul* — p(IxDu(x)* — F(lx|, u(x))dx.
]RN 2

Certainly,

1 1
—|Vz]*dx < lim inf — |Vun|? dx. (2.5)
RN 2 n— RN 2

oo

For any R > 0, the sequence {u,} converges strongly to z in L?(B(R)), where
B(R) ={x e RV : |x| < R) for any p € [1, 2*) where 2* = oo for N = 1 or 2
and 2* = 2N/(N —2) for N > 3. Now

/ puidx—/ pzldx
RN RN

< K/ |uZ — 2*| dx + sup p(r) u 4 72dx
B(R)

r=R [x|=R
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/ puidx—/ pzldx
RN RN

where C = sup,,.y [ u2dx < oo since {u,} is bounded in H'(R"). But p(r) — 0
as r — 00, so we must have

and hence

lim sup
n—oo

< 2Csup p(r) forall R > 0,

r>R

lim sup / pudx — / pzldx| = 0. (2.6)
n—>o0 | JRN RN
Similarly we observe that
/N F(lx|, un (x)) — F(|x], z(x))dx 2.7
R

5/ [F(lx], un(x)) — F(lx], z(x))| dx
B(R)

+ / x| 0 ()] + | F(lx] 20)] dix. 2.8)
[x|>R

Now by the basic result on the continuity of Nemytski operators, (see Theo-
rem 2.2 of [2], for example) the condition (g5) implies that u — F(|-|, [u(-)])
maps L°+t2(B(R)) continuously into L'(B(R)) and hence

/ |[F(|x|, u,(x)) — F(|x|, z(x))| dx — O forall R > 0. (2.9
B(R)
Setting h(r, s) = k(r, s) — P(r) forr, s > 0 and h(r, 0) = O for r > 0, we see that

/|  Fl o)l = f B(1x] s 10 ()t ()2l

|x|>R
< C sup h(|x], u,(x)), (2.10)

[x|>R

where C = sup,.y [u2dx < oo as before. Given any & > 0, it follows from
Lemma 2.3(d) that there exist ryp > 0 and 59 > 0 such that

0<h(r,s) <eforallr >ryg> 0ands € [0, so].

Since u,, is Schwarz symmetric, for any R > 0 and any n € N,
C= / updx > uy (RE) |B(R)|,
B(R)

where |£] = 1 and |B(R)| = fB(R) dx. Clearly there exists Ry > ry such that

C |B(R0)|’1 < sé and consequently 0 < u,(x) < u,(Ro§) < so for all |x| > Ry.
Returning to (2.10) we now have that

/ [F(lx], up (X)) dx < C sup h(|x], u,(x)) < Ce
[x[>Ro

[x[>Ro
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and a similar argument shows that
[ it zar = ce.
[x[=Ro
Thus, by (2.8) and (2.9),

< 2Cs,

lim sup
n—o0

/ F(lx], un(x)) — F(|x| , z(x))dx
RN
for arbitrary ¢ > 0, showing that

/ F(|x|, u,(x))dx — / F(|x|, z(x))dx. (2.11)
RN RN

Combining (2.5), (2.6) and (2.11) we see that the proof is complete.

Remark 2.6. Under the hypotheses of Lemma 2.5, the functional J may not be
weakly sequentially lower semi-continuous on H'(R").

3. The main result and some examples

Theorem 3.1. Let G be a function satisfying the hypotheses (g1) to (g5). If M(c) <
— P(00)c?, there exists u = u* € S(c) such that J(u) = M(c).

Remark 3.1. If Q(o0) < —P(00), it follows from Lemma 2.4 that there exists
¢o > 0 such that M(c) < —P(c0)c? for all ¢ > c¢p. Note that if

G(R, s)

lim = oo for some R > 0, 3.1
§— 00 Ky
then L(r) = oo for all r € (0, R] and consequently Q(o0) = —0o0 < —P(00) in

this case.

Remark 3.2. Recalling Remark 2.1, we see (by inspecting the proofs of Lemma 2.5

and Theorem 3.1) that we can allow o = % in (g5) provided that we restrict ¢ so
N

that0 < ¢ < (525) .

Proof. Fix ¢ > 0 such that M(c) < — P(00)c?. By Lemma 2.2, there is a sequence
{u,} C S(c) such that u, = u} and lim,_, J(u,) = M(c). Furthermore, by
Lemma 2.1 the sequence {u,} is bounded in H'(R") and hence, by passing to
a subsequence, we may assume that there is an element z € H'(R") such that
u, — z weakly in H'(RV). By Lemma 2.5, J(2) < liminf, o0 J(u,) = M(c) +
P(00)c? < 0 = J(0). Thus z # 0 and since

n—oo

z2>0 and / Z2dx < lim inf f uldx = c?,
RN RN
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we have that 1z € S(c) where = ¢f [y z%dx}~"/? > 1. But then, since z(x) >
z(x), we have that

M(c) + P(oo)c® < J(tz) + P(c0)c? = J(1z)

1
= tzf 5 IVl = 172G (xl, 12(x)) + P(00)z () dx
RN

* f % V2> — k(x| , 12(x))z(x)* + P(00)z(x)*dx
RN

< t2/ 1 IVz|> — k(|x|, z(x)z(x)* + P(c0)z(x)*dx
]RN 2
=12 J(z) < {M(c) + P(c0)c?).

Hence, (1> — 1){M(c) + P(c0)c?} > 0 and consequently, > < 1 since M(c) +
P(oo)c2 < 0. Recalling that + > 1, we have shown that + = 1. This means that
z € S(c) and that M(c) + P(c0)c? < J(z) + P(00)c* < M(c) + P(co)c?. Hence
J(z) = M(c) as required. By Lemma 2.2, this completes the proof.

To complete our discussion we give some explicit conditions which imply that
M(c) < —P(co)c?. We also show that, under the hypotheses (g1) to (g5), we
can have M(c) = —P(co)c? and that in such cases M(c) may not be attained.
First of all we show that without some monotonicity conditions like (g4)/(f4) the
radial symmetry of G does not imply that (1.1) has a Schwarz symmetric or even
a radially symmetric minimizer. In all of the examples we deal with a function
f:(0,00) x [0, 00) = [0, 00) of the form

f@r.s) = p(r) +q(r)s’, (3.2)

where p and ¢ are non-negative, bounded measurable functions on (0, co) and
0 < 0 < 4/N. Defining G : (0,00) x R — R by (1.8), it follows easily that G
has the properties (g1), (g2), (g3) and (g5) and furthermore, P(r) = % p(r). We also
have that

1 1 1
0<G(r,s) = Epmsz + 540 ls|7F? < S fir, Is])s?, (3.3)

for all (r, s) € (0, 00) x R. Thus by Lemma 2.1, the problem (1.1) is well-posed
and —oo < M(c) < 0 for all ¢ > 0 by (2.4) and the fact that G(r,s) > 0 for
r,s > 0. Furthermore, if M(c) is attained then there exists u € S(c¢) satisfying the
equation (1.9). Thus

,\/ u’dx =/ [Vul?> — f(lx|, w(x))u(x)dx
]RN ]RN

5/ [Vul> = 2G(|x|, u(x))dx (3.4)
]RN
=2J(u) = 2M(c) < 0. (3.5)

Hence A < 0. Using the elliptic regularity theory and the maximum principle, we
can also assume that

u e C'(RY), | llim u(x) = 0 and that u(x) > 0 for all x € R, (3.6)
X[— 00
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However the assumption (3.2) does not ensure that G has the property (g4). Indeed,
forR>r>0ands>1t>0,

G(R,s) — G(R,H) — G(r,5) + G(r, 1)
= {(P(R) = p}(s* = 11)/2 + {q(R) = g} = 172) /(0 +2),
from which it follows that (g4) is satisfied if and only if both
p and g are non-increasing on (0, 00). (3.7

We begin with two examples of radially symmetric functionals where (g4) is not
satisfied.

Example 1 (in which M(c) is not attained for any ¢ > 0). Consider (3.2) with p
and g both non-decreasing and set

p(oo) = lim p(r) and g(c0) = lim g(r).

The function G does not have the property (g4) and M(c) cannot be attained unless
both p and ¢ are constant. To see this we suppose that u € S(c¢) with J(u) = M(c)
and recall that u has the properties (3.6). The dominated convergence theorem
shows that

lim J(T,u) = / ! |Vu|> — lp(oo)u2 - Lq(oo)u"”dx
T—00 ! RN 2 2 o+2 ’

where Tyu(x) = u(x + 1€) and £ is some fixed unit vector in RY. Thus
1
J(w) — lim J(T.u) = / ~[p(00) — p(r)]u?
T—> 00 ]RN 2

0 #[q(oo) —q(Mu"dx > 0
o+2 ’

unless p and g are both constant. However, T;u € S(c) for all T and so in this case
M(c) cannot be attained unless p and g are both constant.

Example 2 (in which M(c) is attained but no minimizer is radially symmetric).
This example is based on a similar situation studied originally in [13]. Consider
1 fort<r<t+4+2
0 otherwise '
claim there exists ¢y > 0 such that M(c) is attained for all ¢ > ¢y and all T > 0.
However, for large values of t, no minimizer can be radially symmetric. We begin
by considering the problem (3.2) with p = 0 and g = x(o,1;. For this problem all
the hypotheses (g1) to (g5) are satisfied and it follows from Theorem 3.1 and the
subsequent remark that there exists ¢o > 0 such that for all ¢ > ¢ there exists
Zc = 2} € S(c) such that J(ze) = M(c) < 0, where

B2)with N > 2, p = 0and g(r) = xjr.r+2(r) = We

~ 1
J(u) =/ — |Vul* — g(|x]) lu|”** dx and
RN 2

M(c) = inf{J(u) : u € S(c)}.
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Now setting
1 2 o+2
Jo(u) = = IVul® = Xpoe+21(Ix]) (1] dx,
RN 2

itis easy to see that J; (T74+12.) < J~(zc) for all T > 0, where T, u is a translation as
defined in Example 1, since

/N e o2y (1) | Tegul 7 dx = /N Xieos2i(ly — (¢ + DED [ul+ dy,
R R

forall u € S(c) and X(z,r421(ly — (z + D§]) = g(|y)) for all y € R". Thus we see
that M;(c) < M(c) < O for all ¢ > ¢y and T > 0. Furthermore, the functional

/ Xie.o+21(1x]) (|72 dx is weakly sequentially continuous on H'(R")
RN

since x[r,r+2) has compact support. Using Lemma 2.1 and the fact that M, (c) < 0,
it follows (by a simple variant of the proof of Theorem 3.1) that for all ¢ > ¢y and
7 > 0, there exists an element w; € S(c) such that J:(w}) = M. (c). We now fix
¢ and claim that there exists 7(c¢) > 0 such that w{ is not radially symmetric for
T > 7(c). Indeed, if this were not so, there would be a sequence 7, — 0o such
that the functions v, = w}" are radially symmetric for all n € N. However, using
Lemma 2.1, we see that the sequence {v,} is bounded in H'(R") and so by the
radial symmetry there exists a constant D > 0 such that

[0, ()| < D|x|9"™72 for almost all x and all n € N

(see [17] or [14]). But then we find that for 7, > 1,

7+2
Joy (V) > — /  Xien s (12D v, [°F2 dx > —wy f rNH D=2yt gy
R Tn

T+2
—a)ND”+2 / r_(N_l)Uﬂdl’.
Tn

Since | ;”H r=WN=Do/2gr — 0 as 1, — oo, this contradicts the fact that J;, (v,) =
M, (c) < M(c) < Oforalln € N.

Remark 3.3. This example shows that one should not expect to obtain a radially
symmetric minimizer for problem (1.1) if the hypothesis (g4) is weakened.

In the remaining examples all of the hypotheses (g1) to (g5) are satisfied. This
still does not ensure that a minimizer for (1.1) exists.

Example 3 (in which M(c) is not attained for any ¢ > 0.). Consider (3.2) with
p non-increasing and ¢ = 0. Suppose in addition that N > 3. Then there exists
a constant Ky > 0 such that, if

° N
/ rN_lp(r)Tdr < Ky, (3.8)
0
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then there is no value of ¢ > 0 for which M(c) is attained. Furthermore, we also have
that M(c) = 0 = — P(c0) since (3.8) implies that P(co) = %lim,%Oo p(r) =0.In
this example

1
Ju) = 5/ IVl — p(lxl) [l d
RN

so that M(c) = ¢>M(1) < 0. Thus if v € S(c) and J(v) = M(c), it follows from
(3.5) that

2 2 N 2 2N_ N-=2
[Vu|“dx < plxD vldx < {| pxDZdx}¥{[ v¥-2dx} ¥ .
RN RN RN RN
But since N > 3, there is a constant Cy > 0 such that
{/ u| V-2 dx) W < CN{/ |Vul? dx)? forall u € H'(RV)
RN RN
and hence
> N2, NSl N2
1 <Cyl| pUxD2dx}V = Cylon " p(r)2driv.
RN 0

Putting Ky = (Cywy) ™", our claim is justified.

Remark 3.4. As is shown in Example 5, there is no result of this kind for N = 1
and 2.

Example 4 (in which there exists co > 0 such that M(c) is attained by a Schwarz
symmetric function for all ¢ > ¢y and there exists ¢; > 0 such that M(c) is not
attained for 0 < ¢ < c;). Consider (3.2) with p = 0 and ¢ # 0 a non-increasing
function such that

2N
4 — No~

[0}
/ N lg(r)'dr < oo fort =
0

For N = 1, we also suppose that 2 < o < 4, whereas for N > 2 we simply

require 0 < o < % as usual, so as to ensure that # > 1. We begin by showing that

there exists ¢; > 0 such that M(c) is not attained for 0 < ¢ < ¢;. If v € S(c¢) and
J(v) = M(c), it follows from (3.5) that

1 1
—/ |Vol*dx < —/ q(Ix|) [v]"*2 dx
2 RN o+2 RN

1 t 1
- d /t (U+2)sd 1/s
o+2{,/ﬂ;/vq(|x|) x} {,/]1;Nv X} e,

11 . . . . .
where + + ¢ = 1. Furthermore the Gagliardo-Nirenberg inequality (2.2) yields

/ v(o‘+2)sdx S B{/ v(x)zdx}(lfa)(o'+2)s/2{‘/\ |V'U|2 dx}a(0+2)s/2,
RN RN RN
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(c+2s—27 _ N
(0+2)s I=300-

where o = %[ 1 € (0, 1), and hence

(O'+2)S‘

o+2
2

/ |VU|2 dx S {/ q(|x|)Idx}1/IBl/SC(170()(O'+2){/ |V'U|2 dx}a(0+2)/2,
RN RN RN

where a(o + 2)/2 = % + 35— %] = %[% + 31 = 1 by the definition of . Thus

ZBl/s {/ g(Ix]) dx}V/ 100 +2)

and it follows that there exists ¢; > 0 such that ¢ > ¢;. On the other hand, since
there exists an R > 0 for which g(R) > 0, it follows from Theorem 3.1 and the
subsequent remark that there exists ¢g > 0 such that M(c) is attained by a Schwarz
symmetric function in S(c) for all ¢ > cy.

Example 5 (in which M(c) is attained by a Schwarz symmetric function for all
¢ > 0). Consider (3.2) with the additional assumption (3.7) and suppose also that
p(00) = 0 and that there exists R > 0 such that

2
p(R) > 0if N = 1or2and p(R) > (‘%N) ifN > 3,

where ay is the first zero of the Bessel function J Ny Since the conditions (g1) to

(g5) are all satisfied and P(co) = % p(00) = 0, Theorem 3.1 shows that we have
to prove only that M(c) < O for all ¢ > 0. Clearly it is enough to show that there
exists an element v € H, such that

/N Vo2 — p(lx])v’dx < 0 (3.9)
R

since then dv € S(c) and J(dv) < 2 RN |Vv|2 — p(|x|)v2dx < 0 where d =
cf fRN v2dx}~'/?. To find such a function v we proceed as follows.

Case N = 1: Consider v;(x) = e "™ for # > 0 and x € R. It is easily seen that
v, € Hy forall t > 0 and

oo oo
/ (v;)z _ p(|x|)vt2dx — / t2€727|x| _ p(|x|)872t|xldx
—00 —00

o0

:/ Y _,—IP(M> e~ 2lgy
00 t
o0

Rt
/ e—2|.v|_t—1/ p<M) 2l dy
—00 —Rt t
o
t/ e ldy — 7' p(R)e 2Rt
—0o0

o0
< rf e ldy —2Rp(R)e R for0 <1 < 1.
—00

IA

IA

Thus v = v, satisfies (3.9) for # small enough.
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Case N = 2: First we observe that w € H; when w is defined by

1/3
w(x) = [log ﬁ] for0 < |x] < 1
0 for |x| > 1.

Furthermore,
A= / p(|x])dx > 0 and there exists 7 > 0 such that
[x|=<1
1
wx)? > —/ |Vw|? dx for |x| = T.
A ]RN
Setting v(x) = w(Tx) for x € R*\{0}, we find that
f [Vol® — p(lxvPdx = f T? [Vw(Tx) > — p(Ix)w(Tx)*dx
R2 R2
- f V() dy - f p(lxw(To)dx
R2 R2
< [ 1VuF —wre? [ plsas <o,
R [x[<1

where || = 1, by the definition of 7.
Case N > 3: We define v as follows:

1-N
x| 2 an|x|
o — (%) " s () for0 <l <R

0 for |x| > R

Then v € H; and since

iz
-

oy 2 . ry\1-
—Av(x) = (%) v(x) for 0 < |x] < R and Egr(l) (5> Jz;/il(r) =

it follows that

2
/ Vol dr = (%) / .
R2 R [x|<R

Hence

2
f |Vv|2—p(|x|)v2dx=(°‘—fv) / vidx — f p(lxhv’dx
RV R7 Jix<r Ix|<R

2
< {(O%) — p(R)} /|x|<R v2dx < 0.

Note that in Example 5 we can have ¢ = 0. We end with a situation in which
we can admit p = 0.
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Example 6 (in which M(c) is attained by a Schwarz symmetric function for all
¢ > 0). Consider (3.2) with the additional assumption (3.7) and suppose also that
p(co) = 0 and that there exist R, A > 0 and 7 > 0 such that

202 —1)

0<o< and g(r) > Ar~'forall r > R.

Given any ¢ > 0, we set

N 2
cod e
W (xX) = — where d(N) = {/N e 2P gyyi2,
R

Then w, € Hy for all « > 0 and, as is shown in the proof of Theorem 5.4 of [19],
there are positive constants D(N) and /() such that

1 .
M(c) < Ec%eD(N) — T2 (N forall « € (0, 1].

Since % + & < 1, it follows that M(c) < 0.
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