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Abstract Spatial regression is applied to GPS floating car measurements to build a

predictive model of road system speed as a function of link type, time period, and

spatial structure. The models correct for correlated spatial errors and autocorrelation

of speeds. Correlation neighborhoods are based on either Euclidean or network

distance. Econometric and statistical methods are used to choose the best model

form and statistical neighborhood. Models of different types have different coeffi-

cient estimates and fit quality, which might affect inferences. Speed predictions are

validated against a holdout sample to illustrate the usefulness of spatial regression in

road system speed monitoring.
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1 Short and long term monitoring of speeds

Estimates of link speeds at detailed spatio-temporal resolution are valuable for a

range of short- and long-term objectives: from improving navigation systems and

optimizing system operations, to estimating user benefits and monitoring system

performance, adjustment, and expansion in the context of land use and regional

development.

Measurements of road system speed by themselves are insufficient for the task.

The spatial coverage of fixed detectors is too limited to be useful for navigation or

system-wide monitoring, while measurement of all links and times with trackable

probe vehicles would be too expensive, due to equipment, logistical, and

telecommunication costs.

System-wide link speeds can be inferred from microsimulations (Nagel et al.

2000, 2003; Bradley and Bowman 2006), dynamic assignment (Peeta and

Ziliaskopoulous 2001), and integrated transportation-land use models (Wegener

2004; Hunt et al. 2005; Salvini and Miller 2005; Waddell et al. 2005). However,

these models are time-consuming to develop, to adapt to specific areas, and to

maintain. The chief cost and uncertainty in assignment is estimating and calibrating

origin-destination (OD) matrices on a zone structure and in time, though correctly

specified networks (capacity) and accurate speed/flow relationships are also

prerequisites. Agent microsimulation requires error-free networks, detailed socio-

economic databases, and the computational resources and skill to scale models of

agent behavior to large populations. Integrated land use and traffic models are also

major efforts in data assimilation and tuning of feedbacks between the two systems.

The method presented here uses a computationally intensive but simpler approach

to utilize spatial linear regression on a sample of average link speeds to infer speeds

on the entire network, as a function of time of day, road network topology, and

population structure. It can be thought of as a highly detailed direct demand model.

The regression yields two speed components: the first, the average road speed by

road type for the time period, is a non-spatial quantity. Spatial variation is added to

the link speed estimates in the second component via the spatially resolved

explanatory variables. Spatially resolved road network densities represent the effect

of road supply on speed: e.g. local route alternatives could have the effect of raising

the speed of traffic locally, or higher road densities could be associated with areas of

high demand for access. Spatial data on population and employment is taken to be

indicative of the intensity of local activities, reflecting travel demand locally.

The necessary high-resolution data on land use and a road network topology are

found in most planning agencies. Samples of link speeds can be based on many

sources. GPS datasets are proliferating due to private investment in dynamic

navigation systems. Or, such data can be collected quickly at reasonable cost, as

reliable and affordable GPS-based measurement units and the required map

matching software is readily available (Marchal et al. 2006).

A model combining these variables to explain link speeds is attractive for several

reasons. First, it is a way to quickly extract more value from existing speed and land

use or population data. Second, the tools and skills needed to build the model are

ubiquitous. Third, it is spatially and temporally specific while avoiding the high
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costs associated with the traditional models. It offers a structural explanation of the

speed in a more direct way than assignment models, even if it is not able to capture

all the details of flow patterns. In a longer-term monitoring context, for example, it

would be possible to estimate the effects of land use changes on speed, without re-

specifying an origin-destination matrix. Finally, the resulting link speed estimates

can be combined for analyses of OD or system speeds, or used as initial values in

more extensive models.

This article presents the estimation of the spatial regression models, with an

assessment of predictive power and transfer error. The discussion centers on the

treatment of the spatial error structures through appropriate model form. A brief

discussion of spatial regression follows. The data is then described and the choice of

the weighting approach explained. A weighted least square (WLS) model is

estimated first. A set of spatial autocorrelation models using different neighborhood

matrices are estimated so that several treatments for spatial autocorrelation can be

compared in depth. The best spatial models are described and compared to the

WLS. The article concludes with recommendations for further research and advice

for the practical application of the approach. Follow up work will compare results

with results of conventional monitoring methods.

Spatial regression models saw widespread application after Anselin’s (1988)

description of the method. The broad application of spatial analysis in the

transportation and urban planning context is reviewed by Miller (1999) and Páez

and Scott (2004). Primarily, one is concerned with the explicit accounting for the

spatial assumptions inherent in aggregation, such as defining travel zones, and for

correlations in statistical models of spatially interacting processes like network

flows and competing or complementary land uses. Recent applications in the field of

transportation have been made in long-term land use models by Páez and Suzuki

(2001) and Zhou and Kockelman (2005), trip generation by Páez et al. (2007), and

in short-term location choice by Zhao and Bhat (2002), Bhat and Guo (2004), and

Guo and Bhat (2007). The work of Steenberghen et al. (2004) and Black and

Thomas (1998) are examples of spatial autocorrelation analyses of incidents on

networks. Spatial autoregression is used by Bolduc et al. (1992, 1989) to model

network flows between origin and destination zones, and by Kim and Niemeier

(2001) to estimate mobile-source emissions along roadways.

2 Spatial analysis

A priori, one would expect spatial structure and traffic volumes to be spatially

correlated. Spatial dependence is explicit for many activities that generate traffic

because they are located (strategically or otherwise) according to spatially interacting

activities,andinsuchawayas tooptimizeaccess toroadways.Similarly, trafficspeedon

a section of the network is influenced by the traffic or by signalization ahead, or else by

correlation caused by adherence to speed limits. One would therefore expect that

explaining link speeds with structural variables would yield spatially correlated

residuals. If not treated, this will result in biased and inconsistent parameter estimates

that cannot reliably be used for inference (LeSage 2000).
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An ordinary or weighted least squares (OLS, WLS) model can be corrected for

spatial correlations by adding information about the neighborhood (see Anselin

1988; LeSage 2000, whose terminology is used here). The spatial correlation is

derived either from the regression residuals or the values of the independent variable

in some set of (not necessarily spatially) neighboring observations in the dataset. A

neighborhood weighting matrix W (n · n) is employed to introduce the information

into the equations predicting each of the n locations. Each row sum of the W-matrix

is normalized to one. In contrast to most applications of spatial regression, the

definition of the neighborhood is not obvious in the case of models including both

spatially fixed quantities and quantities derived from flows in time, like road speeds,

and will be discussed in detail.

The spatial lag, or spatial autoregressive model (SAR), is a linear regression of a

dependent variable y on independent variables X that includes a term for the spatial

dependence of the observations in X. The procedure is analogous to detrending a

correlated time series:

y ¼ qWayþ bX þ e ð1Þ

with

e�Nð0; rÞ: ð2Þ

The spatial error model (SEM) corrects for the spatial correlation of the error terms,

and is analogous to stationary correlated errors in time series data:

y ¼ bX þ u ð3Þ

with

u ¼ kWeuþ e; e�Nð0; rÞ: ð4Þ

The general spatial autoregressive model with a correlated error term (SAC)

includes both the spatial lag term and the correlation of the error terms:

y ¼ qWayþ bX þ u ð5Þ

with

u ¼ kWeuþ e; e�Nð0; rÞ: ð6Þ

The parameter q in the SAR and SAC models represents the additional influence of

neighboring observed values on the dependent variable. In the SEM and SAC

models, the parameter k corrects for spatially correlated errors.

3 Dataset

The regressions use a dataset of 3 weeks’ continuous daytime floating car

measurements on a sample of zone-to-zone legs within the Canton Zurich that

were chosen to represent the daily average demand matrix. The GPS data is cleaned
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of driver errors and personal stops (as logged onboard by the drivers), and matched

topologically to a network model (Marchal et al. 2006). The network model’s

directed links are categorized by link type, according to infrastructure features and

speed limit (Public Works Office of the Canton Zurich 2002): highways, trunk

roads, collector roads, distributor roads, and other roads. The matching yields

52,000 speed observations on 3,680 directed links, where the link speed is defined as

the link length divided by the travel time over the link (exit time–entry time), in km/

h. The average number of measurements per link is 13, and the median is 11.

The observations are averaged by link number and time period for consistency

with the practice of the Canton’s planning office. The four periods are weekday

peak (6:30–8:30 a.m. and 4:30–6:30 p.m.), weekday shoulder (8:30 a.m.–4:30 p.m.

and 6:30–8:30 p.m.), weekday off-peak (8:30 p.m.–6:00 a.m.), and Saturday. Thus,

each observation used in the regression represents the average speed on a directed

link during one time period. The mean speed, standard deviation, and number of

observations for the resulting 10,506 observations by road type are: highways (86.1,

14.0, 1,509), trunk roads (37.0, 13.3, 5,855), collector roads (46.9, 8.9, 1,393),

distributor roads (25.5, 8.4, 1,195), and other roads (24.9, 4.5, 554).

The dataset is partitioned into an estimation sample and a validation sample that

is used to determine goodness-of-fit for forecasting, and to quantify the predictive

quality of the model (see Fig. 1). The sampling is constrained by the requirement

that the network of links be contiguous. The two samples were chosen to represent

the two urban centers in the region in order to include similar land uses, densities,

and network characteristics. The estimation sample is the Zurich metropolitan

region of 9,297 observations. The validation sample is the Winterthur metropolitan

region consisting of 1,209 observations.

The higher speed links have higher variance independent of sample size,

indicating a heteroscedastic dependent variable. Indeed the OLS residuals are also

heteroscedastic. Because a single error term (one regression equation) for all road

types is desired for later spatial treatments, weighted least squares is indicated. The

procedure groups appropriate observations of the heteroscedastic variable and

divides the OLS equation by the group-specific residual variances (Maddala 2001).

Here, the framework of the problem provides convenient groups based on road type.

Heteroscedastic residuals are no longer detected after dividing the OLS equation by

the residual variance according to road type. The WLS parameters have the same

units as in the OLS, and can be used directly to calculate link speed predictions.

The set of spatial variables detailing the spatial population structure and the

structure of road network was constructed and intersected with the network links

using geographic information system software. The variables available at hectare

grid resolution are the population, employment opportunities, and employed persons
from the national census (Swiss Federal Statistical Office 2001). Employed persons
and population are nearly perfectly correlated. Population, instead of the number of

employed people, is included in the models because it is more likely to be a variable

available to planners. These densities were weighted with a kernel density function

over radii R of 1, 3, and 5 km to create different variables that capture the effect of

the spatial structure with increasing distance from a link (see Fig. 2). The kernel

density estimators take the form:
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kðsÞ ¼ n�1b�2Rj½ðs� siÞ=b� ð7Þ

where s1, s2,…, sn are the variable values in the n hectares within the region R, b is

the bandwidth of 70.72 m (half the diagonal of the hectare) and j is the Gaussian

spatial probability density function.

The length of road by type per hectare (road density) and the number of highway
access points (on/off ramps) per hectare were calculated with a high-resolution GIS

network model of the Canton that was intersected with the hectares (Navteq

Corporation 2004). The road density, in units of meters per hectare, and the number

of highway access points per hectare, are indicators of the local routing alternatives

and the number of intersections near a link which could influence speed on the link

by way of flow volume, signalization, or flow continuity. They are also indicators of

land use, but the correlation with these variables is sufficiently low as to not cause

concern for the regression. The road densities are not kernel-weighted,
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Fig. 1 Average measured road speeds (all times) matched to the Canton network model. The city of
Zurich (fit sample) lies around a lake. The holdout sample centered on Winterthur is marked by the box.
The black areas are developed. The finely drawn links were not measured. Discontinuities in
measurements are caused by disturbances to the GPS signal

402 J. K. Hackney et al.

123



corresponding to the assumption that their effect on speed is localized. The highway
access points are kernel weighted in the same manner as the population variables.

The regressions in this paper associate each network link with the spatial hectare

value closest to the downstream endpoint of the link. The upstream link endpoint

could just as well have been used. An endpoint is chosen for association with spatial

data for two reasons. First, only the geographic position of the endpoints of links is

known for certain. The routing of the link is not geographically accurate; as a link is

really only a pointer between nodes for assignment models, the real path of the road

might intersect hectares other than those along a straight line between nodes.

Second, the links have differing lengths for reasons other than local land use (like

road type designation). In general, the shorter links correspond to dense portions of

Zurich with lower-speed roads, and longer links are highways and overland routes.

0-755
755-1511
1511-2266
2266-3022
3022-3777
3777-4533
4533-5288
5288-6044
6044-6799
6799-7555

Population Density (1km radius, km-2)

Population Density (5km radius, km-2)
0-271
271-542
542-813
813-1084
1084-1356
1356-1627
1627-1898
1898-2169
2169-2440
2440-2711

Fig. 2 Spatial patterns of population density in Canton Zurich with kernel radii 1 and 5 km
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The mean, median, and mode of link length are 465, 280, and 100, respectively.

Thus, most links span several hectares. Computing an average value of the hectare

variables along each link or between upstream and downstream endpoints would

aggregate the spatial data on arbitrary and variable distance scales (link length),

resulting in a kind of modifiable areal unit problem on a link rather than zonal basis.

Using network nodes avoids this statistical inconsistency.

4 WLS results

The OLS regression is estimated using the program SPSS with a stepwise

estimation/validation procedure that adds and eliminates variables by seeking

marginal improvements in the F statistic, retaining only coefficients significant at

the 5% level. The method is robust against overfitting but is insensitive to correlated

independent variables which would invalidate the standard errors of the estimates.

Specific combinations of network and structure variables were chosen for the

stepwise regression based on their qualitative meaning in explaining speeds, their

correlation with speed, and a low correlation with each other. The logarithm of the

structural variables fits the relationship better and correlates stronger with speeds.

Finally, only the combinations of variables with the lowest Variance Inflation Factor

(Maddala 2001) were used, to minimize correlation of the variables with the

regression residuals.

Often there is little difference in fit quality or parameter statistics across different

combinations of structural variables. Among those with the best statistics, the model

with the most plausible qualitative explanation was retained for the final form of the

WLS.

The WLS is estimated, like the following spatial regressions, using the

econometrics library in Matlab (LeSage 2005). It uses dummies for road type and

time of day to capture assumed independent effects on average speeds (thus this is

not a temporal model). The variables used and the estimated parameters are in

Table 2. Variables were kept if they were significant at a = 5% or if they served

illustrative purposes for the effects of the spatial correlation treatments. The

adjusted R2 for 9,297 observations and 34 variables is 0.657.

The average speeds (dummy coefficients) correspond to the relative hierarchy in

the Canton’s road system, the travel period, and the speed limits on the different

road types. Speeds are highest on Saturdays and during shoulder/off peak periods

for all road types. During peak periods, speeds on the Highways and major Trunk

Roads are strongly reduced. The variation across time period is less pronounced on

secondary road types, reflecting consistency of flow, traffic control, etc.

The parameters for the kernel density-smoothed spatial variables employment
opportunities, population, and number of highway access points have negative sign

consistent with expectations: speeds decrease with increasing activity densities. The

radii of maximum effect are slightly different for the different road types. Highway

speeds are more strongly associated with job density at a wide radius of 5 km, and

with highway access density locally at a radius of 1 km (this is nearly the average

distance between highway on- and off-ramps). Speed on lower ranked roads is
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associated more with the local employment density (1 km) and the population
density in a 5 km radius.

The parameters for the road density are all positive except for the Urban

Collector Roads parameter, which is insignificant, and the Urban Distributor Roads

parameter, which is strongly negative. The magnitude of each influence at average

road densities is 2–8 km/h. The interpretation is that the presence of higher-speed

roads near a link is an indicator of land use dedicated to traffic throughput to

destinations not directly involved with the immediate hectare, with higher-speed

flow as a result. The presence of lower-speed (urban) roads, as an indicator of land

use requiring high accessibility to a local origin or destination, would be expected to

be associated with lower speeds on the link (and perhaps correlated with land uses).

5 Neighborhood matrices

The clear correlation of speed observations demonstrated by Bernard et al. (2006)

supports the discussion above that spatial correlations should be expected a priori in

the WLS residuals. This section describes the rationale for two alternative

approaches to defining distance and neighborhood. One can measure distance

between a pair of links either along the shortest network path between them, or as

Euclidean (‘‘planar spatial’’, Okabe et al. 2006) distance by the midpoints of the

links.

The first measure is spatially inhomogeneous and not symmetric, due to, for

example, one-way streets or limited access roads. The explanatory hypothesis is that

the flows along the path create the correlations. The second measure is spatially

symmetric. Here, the explanatory hypothesis is that the abutting land uses and their

travel generate the correlations.

While it is quite useful to assume spatially symmetric error correlations for

regressions of geographically fixed variables like land rents, there are good

reasons to expect the residual correlations of a traffic speed regression to be

stronger on networks than symmetrically distributed in space. First, spatially

proximate road links might only connect with each other at a distant part of the

network, so (contemporaneous) traffic loads on proximate links might not be

related except by the type and intensity of local land use. This would weaken a

spatial model’s ability to discern between spatial error and autocorrelation terms.

One example is the oncoming traffic lane: Travel demand is strongly directional

at peak periods, so opposite lanes may carry much different flows, in which case

the correlation of the speed variances in opposing directions will not be strong. A

second reason that the error correlation structure for traffic is not likely to be

spatially symmetric is the temporal dependence of a traffic state: events that

occur upstream in the traffic flow cannot have relevance to concurrent events

downstream. While upstream events may indeed be correlated to the speed on

the link, it only makes causal sense to model correlation from links downstream

in the flow.

The Euclidean set of nearest neighbors is constructed for link i by searching

outward in all directions from the midpoint of i for the midpoints of the N nearest
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links, where their Euclidean distance is the measure of nearness. The method nnw in

the Matlab spatial econometrics toolbox is used (LeSage 2005).

The network neighborhood of link i is the set of downstream links within a given

network distance D, in this case defined as the number of road intersections (nodes

with three or more edges, Balmer et al. 2005). The distance between road

intersections is different than link length referred to earlier. While links are abstract

in the network model, the locations of intersections are accurately depicted in space

and strongly associated with the dynamic between the accessibility to land enabled

by an intersection and the intensity of land use. The network is searched from i in

the direction of link flow, including all branches of links encountered, up to D
downstream intersections (see Fig. 3). The number of nearest neighbor links will

vary according to how many links join at each intersection. The oncoming lane is

only reachable by a U-turn and has a distance of at least one intersection.

Speeds and residuals are assumed to be independent across the four time periods

used. Thus, if links i and j are within distance D on the network or within N nearest

neighbors in space, they are only considered neighbors if there is a speed

observation for both i and j during the same time period.

6 Spatial analysis results

Spatial regressions are indicated if analysis shows that the least squares residuals are

correlated across the neighborhood matrix. Fit statistics (e.g. Moran’s I or Lagrange

Multiplier Statistic for SAR models) are desirable indicators of residual spatial

errors. But their calculation requires inversion of the n2 neighborhood matrix. Four

GB of computer memory were not sufficient to calculate fit statistics for this dataset.

In order to identify spatially correlated residuals, it is computationally cheaper to

Fig. 3 Two link neighborhoods. Link i is solid grey, the neighbors are solid black, and non-neighboring
links are dotted lines: a spatially symmetric nearest neighbors by Euclidean distance (five neighbors),
b neighbors within a network distance of two intersections (also five neighbors)
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estimate the full regressions and to compare the significance of the estimated

correlation parameter and the log-likelihoods. The regressions can be calculated

using sparse W matrices which save computer memory (LeSage 2005).

The SAR and SEM models explain the correlated spatial model variance

differently. The SEM model assumes a common but unidentified spatial process

which affects all of the variables associated by the W matrix. A significant

parameter indicates missing spatial variables (Bivand 1998). Examples are areas

where older architecture or topography forces roads to be narrower and more curvy,

areas where fog or ice was present (endemic to the study area in November), or the

specific composition and distribution of structural variables within a hectare that

impact on travel speed differently, such as whether the employment opportunities

are associated with a large shopping mall versus offices.

The SAR model should be investigated if a process can be assumed which would

lead to spatially autocorrelated dependent variables. In this case it is an attempt to

explain directly the speed on a link as a function of the speed of downstream traffic

or signalization, as effects spill over from one road segment to the next along the

path of influence in the W matrix. The SAR model must still be tested for spatially

correlated residuals and corrected if necessary. The determination of the best spatial

model using both an autoregressive and a spatial error term is described later.

Determining the relevant correlation neighborhood is discussed in Griffith

(1996), and Stetzer (1982) summarizes experience with weighting versus neigh-

borhood area. In this case, the resources were available to estimate models with a

range of neighborhood matrices and to work with those models with the statistical

best fits. Fit and maximum likelihood estimation statistics of the WLS and of spatial

regressions using the first eight network and 16 Euclidean orders of neighborhood

matrices are shown in Table 1.

The speed (v) and residual (r) correlation (qv and qr) are calculated using

neighboring pairs of values, i.e. for all non-zero elements of the adjacency matrix

mij (=0 if wij = 0 and 1 otherwise). As this matrix is not necessarily symmetric, the

mean values and standard deviation have to be calculated separately for the first and

second elements of the pair (indicated by ‘1’ and ‘2’ in the expression). Equation (8)

shows the calculation for a generic variable x which is to be replaced with v for

speed or r for the residuals, respectively:

qx ¼
PN

i¼1

PN
j¼1 mij xj � �x1

� �
xj � �x2

� �

rx1 rx2

ð8Þ

with

x1 ¼
PN

i¼1

PN
j¼1 mijxi

M
; x2 ¼

PN
i¼1

PN
j¼1 mijxj

M
; ð9Þ

rx1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i¼1

PN
j¼1 mij xi � x1ð Þ2

M � 1

s

; and rx2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i¼1

PN
j¼1 mij xj � x2

� �2

M � 1

s

; ð10Þ
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where N is the number of observations, and M is the number of nonzero entries in

the N · N adjacency matrix.

The adjusted R2 as well as log-likelihoods of all the spatial models are higher

than for the WLS, indicating that the SEM and the SAR models fit the data slightly

better than WLS. However the spatial coefficients, q or k, of all the spatial models

are highly significant, meaning that the WLS results are biased and inconsistent due

to the uncorrected spatial correlations.

The best models chosen for illustration purposes are based on the statistics in

Table 1. Because the iterative solution to the spatial regression maximizes the log-

likelihood, the models with the highest log-likelihood are chosen as best fits.

Table 1 Measures of quality of fit for spatial regressions for different W matrices

Number of

neighbors in W

Speed

correlation qv

WLS residual

correlation qr

SAR

adj. R2
SAR

log lik.

SEM

adj. R2
SEM

log lik.

WLS result

0 na na 0.6569 na 0.6569 na

Euclidean nearest neighbor matrix

1 0.59 0.25 0.6626 �22,746 0.6744 �22,836

2 0.52 0.22 0.6606 �22,704 0.6816 �22,762

3 0.48 0.20 0.6603 �22,678 0.6846 �22,724

4 0.46 0.19 0.6606 �22,661 0.6860 �22,705

5 0.44 0.17 0.6614 �22,661 0.6857 �22,703

6 0.42 0.16 0.6616 �22,666 0.6849 �22,710

7 0.41 0.15 0.6615 �22,669 0.6853 �22,702

8 0.39 0.14 0.6626 �22,672 0.6840 �22,716

9 0.38 0.14 0.6627 �22,669 0.6845 �22,709

10 0.37 0.13 0.6626 �22,669 0.6845 �22,707

11 0.36 0.13 0.6625 �22,677 0.6837 �22,715

12 0.35 0.12 0.6624 �22,689 0.6831 �22,725

13 0.35 0.11 0.6624 �22,702 0.6817 �22,739

14 0.34 0.11 0.6623 �22,713 0.6809 �22,745

15 0.33 0.10 0.6624 �22,727 0.6797 �22,759

16 0.32 0.10 0.6622 �22,738 0.6787 �22,768

Network matrix: average number of neighbors within the ((n) nearest intersections)

2 (1) 0.56 0.23 0.6673 �22,602 0.6834 �22,748

6 (2) 0.46 0.15 0.6710 �22,531 0.6882 �22,686

12 (3) 0.40 0.11 0.6711 �22,547 0.6911 �22,656

21 (4) 0.35 0.09 0.6714 �22,589 0.6915 �22,645

31 (5) 0.32 0.07 0.6712 �22,634 0.6881 �22,672

45 (6) 0.28 0.05 0.6702 �22,679 0.6855 �22,698

60 (7) 0.25 0.04 0.6689 �22,727 0.6813 �22,739

78 (8) 0.23 0.04 0.6676 �22,764 0.6773 �22,780
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Though the highest residual correlation occurs as expected between nearest

neighbors (e.g. Tobler 1970), the best fits are usually achieved with more neighbors

than one. Also, the network distance W matrices fit the data better than the

Euclidean nearest neighborhoods.

In the SEM model, one would exclude the density of Urban Distributor roads

from the regression on the basis of its t-statistic, leaving all road densities with

positive and significant coefficients which are slightly smaller than in the WLS (see

Table 2). The other coefficients also change only slightly relative to the WLS.

The coefficient k shifts explanatory power from structure variables to the

neighborhood context of the link and resolves the problems of residual correlations

that confound inference. The best-fit spatial error models result by using either the

seven nearest Euclidean neighbors, or a network distance of four intersections (on

average, 21 neighbors). This indicates that persistence in speed variations is stronger

along the network paths than across space. k is 0.63 with the network neighborhood

and 0.37 with the Euclidean-distance based neighborhood (see Table 2), meaning

that random error correlations in the network neighborhood contribute nearly twice

as much to speeds as in a spatial neighborhood on the Euclidean plane. The dummy

variables on trunk roads with the network neighborhood is 20% smaller relative to

the Euclidean distance model. Evidently, the unobserved characteristics of the

spatial and network neighbors are quite different for this class of road, resulting in

different effects on the regression errors.

The SAR model corrects for the spatial autocorrelation of the speeds. Though the

autocorrelation parameters were significant for all neighborhood matrices tested in

Table 1, like the WLS, the residuals remain correlated. The parameter estimates

may thus be incorrect and are not shown in Table 2 for this reason. The best fit is

obtained by using the four nearest Euclidean neighbors or a network distance of two

intersections (on average six neighbors). The autoregressive parameters, q, are

similar whether the Euclidean or network neighborhood is used, though statistically

distinct (0.30 and 0.25). Both SAR models result in qualitatively similar differences

in the fitted parameters relative to the WLS, which are also reflected in the SAC

results.

The general spatial regression (SAC) requires the use of two neighborhood

matrices: one for spatial autoregression and one for correlated spatial errors. It is not

certain that the best SAR model will result in the best SAR–SAC model with the

addition of a spatial error correction term. Therefore, models were estimated using

combinations of network and Euclidean neighborhood matrices. An additional

hybrid model using the logical combination of Euclidean neighbors for spatial error

effects and network neighbors for speed autocorrelations was also estimated. The

log-likelihoods are shown in Fig. 4.

The highest log-likelihoods are found with similar neighborhood matrices in the

three model types. Using either network or Euclidean matrices improves the fit in

the SAC model beyond the underlying SAR or SEM models, and the hybrid model

results are similar to the network neighborhood results (see Table 2). The best fits

are obtained with the 11 and 3 nearest Euclidean neighbors, the nearest network

neighbors within three and one intersections (12.5 and 2 neighbors, on average), and

with three intersections (12.5 neighbors) for the autoregression and four spatial
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neighbors for spatial error in the hybrid model. The spatial error and autocorrelation

coefficients of the models are highly significant.

All formulations of the SAC use more neighbors for autocorrelations and fewer

for the spatial error correlation. The influence of autocorrelation is approximately

double that of the spatial residual correlation for the network and hybrid models and

40% larger in the Euclidean model. These models therefore emphasize the

persistence of speeds in traffic flows more than unobserved spatial influences. The

hybrid model has very similar fit statistics and coefficients to the network model, an

indication that (network) autocorrelation is the dominant process and that residual

spatial correlations can be treated with either neighborhood matrix.

The SAC parameter estimates are rather similar to the SAR estimates. The link

type and time dummies are much lower than for WLS and SEM. The difference is

made up by the contribution of the speed on neighboring links. All contributions

from urban roads are found to be insignificant. The parameters of spatial structure
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Fig. 4 Contours of the log-likelihood surface of the SAC model for different link neighborhood
matrices: axes are the number of neighbors in the autoregressive (SAR) versus spatial error (SEM) matrix.
Note the nonlinear scale for network neighborhoods

412 J. K. Hackney et al.

123



indicators and road densities have less influence on speed when autocorrelation is

explicitly modeled, meaning that autocorrelation explains spatial variations across

road type.

Both SAC and SEM correct the problem of correlated residuals, but they offer

different explanations of the processes causing spatial speed variations. The SAC,

however, results in better fit statistics. Inferences made without accounting for

spatial correlation would overemphasize the importance of structure variables and

even ascribe significance to variables that have no explanatory power when

uncorrelated from neighborhood effects.

7 Validation

The model results are validated by predicting speeds for the roads in the Winterthur

sample using the parameter estimates for the network-based neighborhood models

on the Zurich sample from Table 2 and comparing them to the withheld

measurements. Because of the complicated multiple dimensions of spatial speed

data, tests of ‘‘reasonableness’’ are more useful than finely tuned statistical

hypotheses (U.S. Department of Transportation Federal Highway Administration

1997). At this stage, the models’ agreement with observations is evaluated based on

aggregate and qualitative tests.

The aggregate statistics for the predictions from the best WLS, SEM and SAC in

Table 3 and the histogram in Fig. 5 show above all high consistency with one

another. In transferring the Zurich model to the Winterthur area, all three model

formulations tend to predict speeds for the non-fitted (holdout) sample that are too

high ðD�̂v ¼ �̂v� �vÞ; though none of the differences are statistically significant. An

average may not be a good measure of comparison because the speeds are

distributed with positive skew and the estimated speed distribution is even bimodal.

The SEM formulation has the lowest mean residual, while the SAC model seems to

be slightly better at producing extreme values (see Fig. 5). To assess precision, the

Table 3 Characterization of model results based on the best network neighborhood neighborhood

matrices (all units km/h)

Dataset Model �̂v D�̂v rv̂ SEP SDR v̂min v̂max

Fitted dataset WLS 53.9 0.0 22.3 30.4 20.5 23.2 126.0

N = 9,297 SEM 54.2 0.4 18.7 28.1 21.0 28.9 114.2

Zurich SAC 54.6 0.7 22.8 30.4 20.1 8.4 127.6

OBS 53.9 – 30.3 – – 1.1 172.8

Holdout dataset WLS 66.2 3.2 28.3 35.0 20.6 22.6 126.0

N = 1,209 SEM 64.8 1.9 24.0 31.8 20.8 25.1 122.2

Winterthur SAC 67.5 4.6 29.4 36.1 20.9 22.4 132.5

OBS 63.0 – 33.5 – – 1.2 165.6

SEP Standard error of prediction, SDR standard deviation of the residuals, OBS is the set of observations

corresponding to the link speeds estimated by each model, ‘‘–’’ means that the statistic is relevant to the

model results, but not the set of observations
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standard error of prediction (SEP, Eq. 11) is the proper gauge of the model’s ability

to predict speed on a given link, by accounting for variance in the explanatory

variables of the sample (National Institute of Standards and Technology NIST

2006).

SEP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

v̂ þ SDR2

q
: ð11Þ

The residuals of the WLS, SEM, and SAR predictions of speeds in Zurich and in

Winterthur were analyzed for systematic bias with respect to categories of travel

period, road type, combined travel period and road type, road densities (by type of

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150150
0

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18
OBS
NSEM
NSAC
NSSAC

Average Speed (km/h)

P
ro

po
rt

io
n 

of
 L

in
ks

 in
 F

it 
sa

m
pl

e
P

ro
po

rt
io

n 
of

 L
in

ks
 in

 F
it 

sa
m

pl
e

0     10    20   30    40    50    60    70    80    90  100  110  120  130  140  150
0

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18
OBS
NSEM
NSAC
NSSAC

Average Speed (km/h)

a

b

Fig. 5 Histograms of link speed estimates versus observations for all time periods (model results are for
measured links only). NSEM network spatial error model, NSAC network spatial autocorrelation and
error model; NNSAC hybrid model, OBS observations: a fitted sample (Zurich), N = 9,297, and b holdout
sample (Winterthur), N = 1,209
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road), and spatially by categorized values of the regional structure variables and

spatial plots of standardized residuals. The categories of time and road type are

defined above; the other categories were chosen to have equal widths. Space does

not permit reporting on detailed summaries of the analysis, but while the absolute

value of the mean of the residuals in certain cases exceeds 10 km/h, the mean

residuals are insignificantly different from zero in nearly all categories. Thus, there

is no systematic indication of circumstances in which the models perform better or

worse than in other circumstances. Skill score comparisons of speed estimates

against observations by road type and time of day, compared with static assignment,

favor the regression for highways and show no difference between the methods for

other road types.

The majority of the estimated link speeds in the three models are within ±10 km/

h of the observations. When larger differences occur, they generally have the same

sign for all models on the same links, indicating a problem of missing variables

rather than in the treatment of correlation structure. Detailed quantitative spatial or

network topological analysis of the results has not been carried out, however two

observations of spatial residuals can be made: first, speed over- (under-) estimates

occur more frequently in areas of less (more) dense development, and second, the

treatment of spatial correlation does not change the qualitative spatial distribution of

speed over- or underestimates.

8 Conclusions and outlook

This article reports on an approach to estimate link speeds employing both structural

variables and the network context, with correction for the spatial error and

autocorrelation terms. The method is related to direct demand models and is

intended to provide easier, more scalable estimates of speed on all links than more

sophisticated efforts. The link-hectare dataset was assembled and the first

regressions were estimated by a student during a summer internship. The calculation

of network neighborhoods required a program (written in Java) which generates the

eight matrices by searching down branches of the network for each measured link.

The estimation of three SAC models (see Fig. 4) was an investigative undertaking

performed by brute force with no effort to optimize calculation. Estimating models

with 16 · 16, 8 · 8, and 8 · 16 combinations of neighborhood matrices in Matlab

required 18 days (Pentium 4, 2.4 GHz). The simple features of the resulting log-

likelihood surfaces show that a simple implementation of a gradient search would

probably have given a global optimum solution in all three cases in much less time.

Finally, applying an estimated model to systemwide link speeds using regression

parameters, including scenarios based on changed structure variables, takes only a

few seconds.

The validation with a large hold-out sample shows that the carefully

implemented approach produces an acceptable fit of the mean, with weakness in

predicting very low or very high speeds. Low transfer error is a result of fairly

consistent relationships between spatial structure and road speeds, which means that
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application of the model across the whole Cantonal network is plausible, including

non-measured links, with the appropriate neighborhood matrices.

Estimating the range of spatial models reveals that there are substantial spatial

correlations which need to be accounted for. A simple linear regression is not

appropriate and is likely to bias the conclusions. Spatial autocorrelation and spatial

error correlation models are to some extent substitutes in terms of improving model

fit, but they assume different understanding of the underlying processes, which is

reflected in the parameters and the speed estimates. Indeed the autocorrelation

model itself exhibits residual spatial error correlations which must be treated. A

network neighborhood explains speeds better than a Euclidean spatial neighbor-

hood, and an intuitive hybrid model using both types of matrix, yields similar results

to the network neighborhood model.

While the time period and road type interactions did not reveal any surprises, the

different values estimated for the different model formulations highlight the need to

be careful in the interpretation of spatial regressions for policy making. Likewise, the

new results on the impacts of the structural variables show that they must be taken

into account in order to understand variation in local speeds. While the macroscopic

speed/space relationships yielded by this regression model are statistically significant

and spatially detailed in a way useful for system monitoring, in many applications the

model results cannot substitute for the explicit representation of dynamic OD

matrices, agent behavior, or land use-transportation system coupling. In these cases,

the spatial regression results may be useful for initial values or baselines of

comparison in conjunction with the traditional approaches.
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